Symmetry and charge order in Fe$_2$OBO$_3$ studied through polarized resonant x-ray diffraction
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I. INTRODUCTION

The question of whether the phenomenon of charge ordering is driven through electrostatic repulsion (Wigner crystallization) or through electron-lattice coupling (principally cooperative Jahn-Teller distortions) has been the subject of considerable interest in recent years. This is particularly true for the case of the perovskite manganites, where a competition between the two phenomena apparently helps determine the charge configuration. Iron oxyborate is a fascinating material when addressed in this context, as it appears to show characteristics of a model Wigner system.

At high-temperature iron oxyborate is orthorhombic, with space group $Pmcn$ (No. 62) and lattice parameters $a=3.1779$ Å, $b=9.3945$ Å, and $c=9.2495$ Å. The structure consists of chains of four octahedra, as shown in Fig. 1, which are linked indefinitely along the $a$ axis. In this high-temperature phase, octahedral sites I & IV, and II & III are crystallographically equivalent. Jumps in electrical resistance are apparent at $\sim 340$ and $\sim 310$ K on cooling, with a hysteretic loop extending over 55 K below the second transition. Mössbauer spectra have indicated that above 270 K there exists an electron hopping component, while below 270 K the fluctuations cease, and the spectra suggest that divalent and trivalent ions are equally distributed over the two crystallographically different sites. Below $\sim 155$ K the system magnetically orders, becoming an $L$-type ferrimagnet.

In the charge ordered phase the structure becomes monoclinic with a maximum monoclinic angle of $\sim 90.2^\circ$ at $\sim 190$ K, and a doubled $a$ axis supercell, as first suggested by Attfield et al. The original proposed charge ordered structure is shown in Fig. 2(a). Local spin density approximation plus $U$ (LSDA+$U$) calculations have predicted the same charge ordered structure as the Attfield configuration, as well as correctly determining the sizes of the ferrimagnetic moment and the band gap. These calculations have also predicted a total $3d$ band charge separation of $0.34e^-$. Between the formally Fe$^{2+}$ and Fe$^{3+}$ sites. Generalized gradient approximation plus $U$ (GGA+$U$) calculations with structural optimization have also confirmed the diagonal charge configuration as the favorable solution, although an alternative zigzag configuration has been found, which is only slightly less energetically favorable.

Recently the growth of single crystals of Fe$_2$OBO$_3$ has become possible, widening the scope for new diffraction studies. Charge order reflections have been identified at low temperatures, at a wave vector of $(h+\frac{1}{2},k,l)$, confirming the doubled $a$ axis of the supercell. Further studies have identified that the commensurate (CM) charge order only appears at $\sim 270$ K on cooling, above which incommensurate (ICM) reflections are visible at $(h+\frac{1}{2},k,l \pm \tau)$ positions. Here, $\tau$ is temperature dependent and increases from 0.25 at $\sim 270$ K to 0.4 at 340 K. Above this temperature the reflections be-

FIG. 1. (Color online) Crystal structure of iron oxyborate, Fe$_2$OBO$_3$. The iron, oxygen, and boron atoms are shown as brown (inside polyhedra), red (large), and silver (small) spheres, respectively. The blue dashed lines represent the high-temperature unit cell. Chains of four octahedra are linked in an edge sharing network, containing two crystallographically distinct sites. Each chain continues infinitely along the $a$ axis.
come significantly broader and only short-range correlation exists.\footnote{Ref. 9}

Despite now being able to observe the charge order reflections, confirmation of the charge configuration in the commensurate phase has still proven difficult. The problem arises due to the presence of oppositely distorted charge domains within the crystal: the so-called diagonal up and down structures shown in Figs. 2(a) and 2(b). As a result of the nanoscale domain\textsuperscript{1} twinning, only the average structure has been solved.\footnote{Ref. 12} However, this average structure does include some fascinating results, as bond valence sum (BVS) calculations indicate that the system possesses close to true Fe\textsuperscript{2+}/Fe\textsuperscript{3+} integer valences. Such a large charge disproportionation is unusual, as most charge ordered transition metal oxides have typically shown much smaller, fractional charge separations.\footnote{Ref. 13–18}

Resonant x-ray diffraction (RXD) has become an increasingly important technique in studying charge order due to its extreme sensitivity to the local electronic environment of specific ions. How such a large charge disproportionation will affect the resonance is therefore of key interest to the field. By performing a comprehensive RXD experiment, including simulation of the spectra and full polarization analysis,\footnote{Ref. 19,20} we have confirmed the diagonal charge ordered structure, and the large disproportionation. We have also demonstrated the conversion of linearly to nonlinearly polarized light. Unlike previous reports of such a phenomenon,\footnote{Ref. 20,21} this effect appears to principally result from interference between isotropic and anisotropic components.

\section*{II. EXPERIMENTAL TECHNIQUE}

The sample was prepared using the flux growth technique,\footnote{Ref. 12} producing Fe\textsubscript{2}OBO\textsubscript{3} crystals in the form of long needles, approximately 0.2 mm wide and 0.1 mm thick. The crystal was extended along the \textit{a} axis, with an exposed \textit{c} axis normal, natural facet. The experiments were principally carried out on ID20 (Ref. 22) at the ESRF, using a 4 + 1 circle diffractometer in vertical scattering geometry, although additional measurements were carried out on BM28 (XMaS) (Ref. 23) at the ESRF.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig2}
\caption{(Color online) A single iron chain, with the (a) up and (b) down diagonal charge ordered structures. The orange sites are Fe\textsuperscript{2+} while the green sites are Fe\textsuperscript{3+}.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig3}
\caption{(Color online) Experimental layout showing the \(\sigma\) and \(\pi\) polarization channels and the sense of the phase plate rotation, \(\chi\).}
\end{figure}

An MgO (2, 2, 2) analyzer was used for postscatter polarization analysis and was found to operate with a maximum channel leakthrough of approximately 0.6\%. A diamond phase plate was used to provide any arbitrary incident polarization state required.\footnote{Ref. 24} The experimental geometry is shown in Fig. 3, indicating the definition of the \(\sigma\) and \(\pi\) polarization channels. However, for arbitrary polarization states it is convenient to use the self-normalized Stokes’ parameters,\footnote{Ref. 25}

\begin{align}
P_1 &= \frac{(I_{\sigma'} - I_{\pi'})}{I_0'}, \\
P_2 &= \frac{(I_{\pi'45} - I_{\pi'3})}{I_0'}, \\
P_3 &= \frac{(I_{\sigma'0} - I_{\sigma'45})}{I_0'}
\end{align}

where \(I_0'\) represents the total scattered intensity, and \(I_{\sigma'}\) and \(I_{\pi'}\) represent the intensities of the scattered \(\sigma'\) and \(\pi'\) channels. \(I_{\pi'45}\) and \(I_{\pi'3}\) represent the intensities of the scattered channels intermediate between \(\sigma'\) and \(\pi'\) while \(I_{\sigma'0}\) and \(I_{\sigma'45}\) represent the scattered intensities in the right and left circularly polarized channels, respectively. Due to the self-normalization we have

\begin{equation}
P_1^2 + P_2^2 + P_3^2 \leq 1,
\end{equation}

where equality holds for a perfectly polarized beam. We are unable to directly measure the circularly polarized components to find \(P_3\), and so instead we use the square of its upper limit,

\begin{equation}
\text{pseudo-}P_3 = 1 - P_1^2 - P_2^2,
\end{equation}

thus producing a parameter for all nonlinearly polarized components, i.e., circular polarized and any potential unpolarized components.

\section*{III. RESULTS}

After aligning the crystal, the sample was rapidly cooled to a base temperature of \(\approx 20\) K, before warming to 220 K,
above the magnetic transition. However, it quickly became apparent that the rapid cooling had frozen in incommensurate components and resulted in very broad commensurate reflections. The sample was then rewarmed above the hysteresis region and cooled to 220 K at a rate of 0.4 K/min. This slow cooling resulted in a significantly better result, with much sharper commensurate features, and none of the reflections being visible at 220 K. As can be seen in Fig. 4, when the commensurate charge order initially forms it is poorly correlated along the $L$ axis, with well correlated regions condensing out upon further cooling. However, as the structural dynamics are greatly reduced at low temperatures, the development of large correlated regions takes a significant amount of time. After several days of being cold, the diffuse background had disappeared and the reflection had become truly commensurate.

Several other reflections were measured after being held at 220 K for several days, for which the correlation lengths are shown in Table I. The $(0, 0, 6)$ Bragg and forbidden $(0, 0, 7)$ reflections were well correlated along the $c$ axis. This is not surprising as the $(0, 0, 7)$ reflection is expected to be an E1-E1 quadrupolar anisotropy of the tensor of susceptibility [ATS (Ref. 26) or Templeton-Templeton27] reflection which is also allowed in the high-temperature phase. Scans along the $K$ direction for the $(0, 0, 6)$ and $(0, 0, 7)$ reflections revealed the sample to have rather poor crystallinity along the $b$ direction, as the reflections consisted of many sharp features.

**Table I.** Correlation lengths of several reflections measured along the $c$ axis at 220 K.

<table>
<thead>
<tr>
<th>Reflection</th>
<th>Energy (keV)</th>
<th>Correlation length (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0, 0, 6)$</td>
<td>7.123</td>
<td>$3387 \pm 28$</td>
</tr>
<tr>
<td>$(0, 0, 7)$</td>
<td>7.123</td>
<td>$1581 \pm 55$</td>
</tr>
<tr>
<td>$(\frac{1}{2}, 0, 6)$</td>
<td>7.123</td>
<td>$79 \pm 2$</td>
</tr>
</tbody>
</table>

Numerous $(h+\frac{1}{2}, k, l)$ reflections were surveyed and their energy spectra measured, with pronounced energy resonances present in the majority of cases. Some typical spectra are displayed in Fig. 5. We emphasize that these resonances, and those which follow, have not been enhanced through absorption corrections. In addition the $(\frac{1}{2}, 0, 6)$, $(\frac{3}{2}, 4, 7)$, $(\frac{1}{2}, -1, 7)$, $(\frac{1}{2}, 2, 7)$, $(\frac{1}{2}, 3, 6)$, $(\frac{1}{2}, 3, 7)$, $(\frac{3}{2}, 1, 6)$, $(\frac{3}{2}, 0, 7)$, and $(\frac{3}{2}, 2, 6)$ reflections were also collected. All energy scans were conducted in both the $(\sigma\alpha\prime)$ and $(\sigma\pi\prime)$ channels, and repeated at an offset azimuthal position in order to confirm that none of the features at the absorption edge originated from multiple scattering.28

The temperature dependence of the charge order reflections was studied on the XMaS beamline. The slightly incommensurate nature of the reflections is again clear from the $(\frac{1}{2}, 3, 7)$ reflection shown in Fig. 6(a). From this figure, we also see a surprisingly large difference between the re-

![Figure 4](image-url)

**Figure 4.** (Color online) Scans along the $L$ direction for the $(\frac{1}{2}, 0, 6)$ reflection in the $\sigma\alpha\prime$ channel using an energy of 7.123 keV (on-resonance). The scan at 272 K was measured on cooling from the high-temperature phase, after cooling at a rate of 0.4 K/min. The scan at 220 K was measured after further cooling at the same rate. The final scan was measured after holding the sample at 220 K for 4 days.

![Figure 5](image-url)

**Figure 5.** (Color online) Energy scans of several reflections, measured at fixed wave vector at 220 K. The arrows mark the resonant energies at which full linear polarization analysis was undertaken. Full linear polarization analysis was also undertaken well below the absorption edge for (a) and (c). Inset. The measured (symbols) and simulated (solid line) fluorescence spectrum used for energy calibration.
reflection measured on- and off-resonance. The widths associated with the curves fitted to Fig. 6 are given in Table II. Of course there is often a broadening of reflections across an absorption edge due to the reduction in the penetration depth of the x-rays. In this case we expect the attenuation length below and above the edge to be 33 and 5 m, respectively. This is three orders of magnitude greater than the correlation lengths reported in Table II, and therefore we believe that the observed increase in width cannot be solely explained as being due to the differences in the scattering volume probed. The broadening on-resonance could be the result of one of two phenomena: either the charge order that we are sensitive to on-resonance is less correlated than the structural distortion or the charge order is less correlated within the first 5 m of the surface than it is within the bulk of the crystal. As the crystal distortions and the charge order are fundamentally linked, it is highly unlikely that the two phenomena could have such different correlation lengths: indeed, if this was the case then BVS calculations could not hope to address questions of charge order. The second option is thus the far more likely. The result is nevertheless surprising, as by any conventional measure several microns deep represents the bulk of the sample.

Energy scans of the reflection were collected during warming, below and above the commensurate-incommensurate transition, $T_{\text{CM-ICM}}$, Fig. 7. There is a change in intensity between the spectra, as is clear from comparison to Fig. 8. However, as will be discussed in Sec. VA, it is the shape of the spectra that explicitly reveals changes to the charge disproportionation. Although the shape of the spectra evolves on warming from 220 to 300 K, there

<table>
<thead>
<tr>
<th>Reflection</th>
<th>Energy (keV)</th>
<th>Correlation length (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(-\frac{1}{3},3,7)_{\text{off-res.}}$</td>
<td>7.070</td>
<td>$215 \pm 18$</td>
</tr>
<tr>
<td>$(-\frac{1}{3},3,7)_{\text{on-res.}}$</td>
<td>7.123</td>
<td>$51 \pm 3$</td>
</tr>
</tbody>
</table>

FIG. 6. (Color online) Scans along the $L$ direction for (a) the $(-\frac{1}{3},3,7)$ reflection and (b) the (0, 0, 6) Bragg reflection in the $\sigma$-$\sigma'$ channel measured at 220 K. The former reflection was measured at 7.070 keV (off-resonance) and 7.123 keV (on-resonance).

FIG. 7. (Color online) Energy scans of the $(-\frac{1}{3},3,7)$ and $(-\frac{1}{3},3,7+\tau)$ reflections in the $\sigma$-$\sigma'$ channel, measured at fixed wave vector. The spectra have been normalized to the low-energy off-resonance intensities.

FIG. 8. (Color online) Temperature dependence on (a) cooling and (b) warming of the $(-\frac{1}{3},3,7)$ and $(-\frac{1}{3},3,7+\tau)$ reflections in the $\sigma$-$\sigma'$ channel, measured on-resonance at 7.123 keV [see the marked position in Fig. 5(a)]. The sample was cooled/warmed at a rate of 0.2 K/min. The hashed area contains contamination from a powder reflection.
are no significant differences in the shape immediately over
the transition, indicating there is not any large change to the
charge disproportionation upon moving into the incommen-
surate phase. Such a result is consistent with the interpreta-
tion of the CM-ICM transition as being due to the formation
of antiphase domain boundaries, rather than a fundamen-
tal change in the charge structure.

The temperature dependencies measured on cooling and
warming are shown in Fig. 8. These results agree well with
the temperature dependence measured previously, with
$T_{\text{CO}}$ at 340 K and $T_{\text{CM-ICM}}$ at 290 K, on cooling. The figure also
clearly establishes $T_{\text{CM-ICM}}$ as 310 K on warming. This be-
havior is consistent with the hysteresis observed in resistivity
measurements.

IV. POLARIZATION ANALYSIS

We find that for most of the half-integer reflections stud-
ied, the resonant component measured in the $\sigma-\pi'$ channel is
not simply analyzer leakthrough but contains a component
genuinely from this channel. This is made apparent when the
differences in the shapes of the spectra between the $\sigma-\sigma'$ and
$\sigma-\pi'$ channels are considered, as seen in Figs. 5(a) and 5(c).
To assess this apparent anisotropy, several reflections were
subjected to full polarization analysis. The procedure of ro-
tating the polarization of the incident linear light is similar to
the more commonplace method of rotating the sample, in
that both methods allow any anisotropy to be detected. Iso-
tropic charge scattering is generally the dominant process far
from an absorption edge; however, at an edge numerous
resonant contributions may be present. These contributions
may include a resonant isotropic term, as well as resonant
anisotropic terms constrained by the symmetry of the crystal
structure; the aforementioned ATS components. The results
for the forbidden (0, 0, 7) reflection measured on-resonance
are shown in Fig. 9. As anticipated, the reflection shows the
expected dependence for an ATS reflection for the high-
temperature structure.

To fully characterize the polarization dependence, several
charge order reflections were studied both at the resonant
energy and at a lower energy, far from the absorption edge.

FIG. 9. (Color online) Linear polarization analysis for the
(0, 0, 7) reflection, measured at 220 K at 7.122 keV. The solid lines
show the behavior expected for an ATS reflection in the high-
temperature structure.

FIG. 10. (Color online) Linear polarization analysis of the
(a) $(-\frac{1}{2},3,7)$ and (b) $(\frac{1}{2},-1,6)$ reflections, measured at 220 K, off-
resonance. The solid lines show the behavior expected for isotropic
charge scattering.

FIG. 11. (Color online) Linear polarization analysis of the
(a) $(-\frac{1}{2},3,7)$ and (b) $(\frac{1}{2},-1,6)$ reflections, measured at 220 K, on-
resonance. The solid lines show the behavior expected for isotropic
charge scattering.
The results using linearly polarized light can be seen in Figs. 10 and 11. Figure 10 confirms that the off-resonant reflections are entirely isotropic. Similarly, Fig. 11(b) confirms that the resonant \((\frac{1}{2},-1,6)\) reflection was similarly isotropic and the small \(\sigma\pi'\) component was negligible. Meanwhile Fig. 11(a) for the \((-\frac{1}{2},3,7)\) reflection displays very different behavior, including a large nonlinearly polarized component for an incident polarization of 75°. It is important to point out that while this nonlinearly polarized component at 75° is real, the nonlinearly polarized components seen in Figs. 10(a), 10(b), and 11(b) at 90° (\(\pi\) channel) are not. Due to the sample geometry, all of the reflections surveyed were at high \(2\theta\) angles. As the intensity in the \(\pi-\pi'\) channel has a \(\cos^2(2\theta)\) dependence for isotropic scattering, the genuine intensity is very low when \(2\theta\) is close to 90°, and thus a systematic error is introduced into the measurement.

The same analysis was also carried out for the \((\frac{1}{2},0,6)\) reflection, which possessed an almost identical dependence to the \((\frac{1}{2},-1,6)\) reflection shown in Figs. 10(b) and 11(b). Polarization analysis was carried out for the \((-\frac{3}{2},2,6)\) reflection on-resonance only, which demonstrated the same atypical nonlinearly polarized component at 75° as the \((-\frac{1}{2},3,7)\) reflection. The deviation from isotropic behavior for the \((-\frac{3}{2},2,6)\) is of a similar magnitude to the \((-\frac{1}{2},3,7)\), and shows an almost identical dependence, and hence is not shown.

Data were also collected on the \((0,0,6)\) Bragg reflection and the \((-\frac{1}{2},3,7)\) reflection, using circularly polarized incident light. The measured Stokes’ parameters are given in Tables III and IV, as are the expected values for isotropic charge scattering. For incident circular polarization, which is composed of \(\sigma\) and \(\pi\) light, 90° out of phase, we expect that scattering close to a \(2\theta\) value of 90° will reduce the \(\pi'\) component significantly for isotropic charge scattering. In this case we see that below the resonant energy we obtain exactly the result that we expect. However, on-resonance we find that the scattered light from the \((-\frac{1}{2},3,7)\) reflection is displaced away from the \(\sigma'\) plane.

V. ANALYSIS AND DISCUSSION

To address the question of charge ordering, the \textit{ab initio}, cluster-based, monoenergetic FDMNES code\(^{30}\) was employed. FDMNES is able to generate the Thomson \((f_0)\) and resonant scattering factors \((f'\) and \(f'')\) from an input crystal structure and atom specific charge configuration. The simulations were performed using multiple-scattering mode, with a 6 Å cluster radius containing approximately 91 atoms. The charge disproportionation was simulated in FDMNES by specifying the electronic configuration of each unique site. Only the E1-E2 excitation channel was included as the E1-E2 and E2-E2 components were found to be negligible. Unfortunately, due to the nanoscale domain twinning problem present within the crystal, producing a definitive low-temperature crystal structure has proved unfeasible. Indeed, within such a system the idea of a single-crystal structure starts to become unrealistic. The spectra can be very sensitive to the structure as well as the charge disproportionation, and so without a highly accurate structure all of the predicted spectra are unlikely to simultaneously fit the experimental data. However, we can still obtain compelling results regarding the physics of the system.

The crystal structure obtained from previous x-ray diffraction experiments is an average over two oppositely distorted charge ordered structures, and so is not correct for either individual structure. In order to proceed we have thus applied the diagonal and zigzag structures obtained from GGA+\(U\) calculations.\(^{8}\) An initial implementation of the FDMNES code using these structures, with full \((1e)\) and with no \((0e')\) charge disproportionation revealed some interesting results. When comparing to the observed reflections, we found that although most of the spectra did not fit well for any individual model, the diagonal model was successful in predicting the existence of all the reflections and resonant enhancements. Indeed many of the resonant features were found to exist even in the absence of charge order. Specifically, resonances in the rotated \(\sigma-\pi'\) channel were routinely observed in the absence of charge order while in the \(\sigma-\sigma'\) channel resonant features were sometimes present but typically small. Meanwhile the zigzag structure incorrectly predicted the existence/absence of several reflections and resonant enhancements, confirming that such a configuration is incorrect.

A. Charge disproportionation

In proceeding only the diagonal structure was implemented. The simulations using this structure revealed that while some spectra were only weakly sensitive to charge order, and some only experienced minor changes in shape with/without charge disproportionation, other reflections experienced much larger changes. Specifically, the presence of any resonant enhancement was found to be almost entirely due to the charge disproportionation for the \((\frac{1}{2},0,6), (-\frac{1}{2},4,7), (\frac{1}{2},-1,7), (-\frac{1}{2},3,7),\) and \((-\frac{3}{2},1,6)\) reflections. For
these reflections it became apparent that the size of the charge disproportionation is related to the relative size of the resonant feature in the $\sigma$-$\sigma'$ channel, with large disproportionations producing a more pronounced resonant enhancement. It is thus important to recognize that the temperature dependence performed on-resonance for the ($-\frac{1}{2}, 3, 7$) reflection is a reliable study of the charge order.

Of the five spectra whose resonances demonstrated a large dependence on the charge order, four were selected for use in estimating the charge disproportionation. The two formally Fe$^{3+}$ ions were constrained to have equal valences, and were allowed to vary between Fe$^{2+}$ and Fe$^{3+}$, while the formally Fe$^{2+}$ ions were also constrained together and allowed to vary between Fe$^{2+}$ and Fe$^{2.5+}$, simultaneous to the Fe$^{3+}$ ions. The results of the simulations are shown in Fig. 12. In all cases the intensities have been normalized to the off-resonant components, and the energy is calibrated using a fluorescence measurement. Here we can see that while the full $1e^-$ disproportionation typically overestimates the resonant contribution, removing the charge order underestimates it. Applying a charge disproportionation of $0.4e^-$ produces a reasonable fit but still underestimates the resonance in most cases. Allowing the program to vary the charge order results in the best fit for a disproportionation of $0.74e^-$. It is clear that the fitted spectra do not perfectly match the experimental spectra, as the ratio between the resonant and nonresonant features is not exact, and in all cases the higher energy shoulder is over estimated; however, there is clearly some agreement between simulation and experiment. The key features are replicated, and only in the case of the ($-\frac{1}{2}, 1, 6$) reflection is the resonant enhancement over estimated. As a result we are unable to determine an exact charge disproportionation between the formally Fe$^{2+}$ and Fe$^{3+}$ sites. However, we are able to estimate the lower and upper bounds of the disproportionation as $0.4e^-$ and $0.8e^-$. Thus RXD suggests that Fe$_2$OBO$_3$ has an unusually large charge disproportionation which is crucial to the presence of the surprisingly strong charge order energy resonances.

While the estimated disproportionation is considerably larger than the majority of similar compounds, determined via the same method, our result seems to contradict the conclusion of integer valence states deduced by BVS analysis.  It appears that there are two distinct causes for this discrepancy. As previously discussed, since the correlation length appears to be shorter within the first 5 $\mu$m, it is possible that there may be a difference of the charge disproportionation between this region and the bulk. Such a difference would contribute to the contradiction between studies, as the spectra we observe is representative of a combination of both regions. However, any such difference between the charge disproportionation in both regions is likely to be small, and so can only partially explain the inconsistency. BVS analysis is an empirical method which is dependent on the intimate connection between local geometry/bond lengths and ion valence states. It is a fingerprint method that relies on comparison with known nonmixed-valence reference compounds. In the FDMNES simulations, the electronic configuration is specified (without recalculating the structure), and the above estimated charge disproportionation is therefore a quantity distinct from the separation of valence states deduced to be close to integer in Ref. 12. Given that even nonmixed-valence compounds such as Fe$_2$O$_3$ have no integer charge on the Fe ions due to hybridization with oxygen, it is perhaps not surprising that the difference in orbital occupation is less than the difference in empirical valence.

Due to the increased widths of the reflections on resonance, some of the resonant intensity is surely missed in the energy scans. Such an effect could be compensated by col-

![FIG. 12. (Color online) Experimental spectra and simulations at 220 K, of the (a) ($-\frac{1}{2}, 3, 7$), (b) ($-\frac{1}{2}, 4, 7$), (c) ($-\frac{1}{2}, 1, 6$), and (d) ($\frac{1}{2}, 0, 6$) reflections, showing the effect of charge disproportionation on the resonance. The simulations use the diagonal structure and apply iron valences of $+2.5 \pm \frac{1}{2}$. The simulation has been corrected to include absorption.](Image)
lecting the energy spectra in the form of rocking curves at separate energies, and then extracting the integrated intensity; however, such a study is far more time consuming, and so was not possible in this case. The effect of our use of peak values rather than integrated intensities is an underestimation of the actual resonant enhancement, meaning that the charge disproportion could be slightly larger than that deduced here.

B. Polarization effects

We have found that off-resonance all of the reflections demonstrate a clear isotropic charge scattering dependence, Fig. 10. This is exactly what we expect for scattering from the scalar Thomson (isotropic nonresonant) terms. We have found that for the majority of reflections, isotropic scattering still provides an excellent description of the measured dependence at the resonant energies. This is not surprising, as on-resonance we expect the dominant terms to be the isotropic resonant components, along with a Thomson contribution. However, as already described, the contribution in the \( \sigma^+ - \pi^- \) channel is often larger than expected for isotropic scattering, even though this contribution is generally very small. For the \( (-\frac{1}{2},2,6) \) and \( (-\frac{1}{2},3,7) \) reflections deviations are seen from the isotropic behavior. However, it is only when studying the \( (-\frac{1}{2},3,7) \) reflection, where the polarization dependencies at and below the resonant energy are compared using both linearly and circularly polarized light, that such a difference can be fully appreciated. Why is it that such atypical behavior is seen for these two reflections and not the others surveyed? Although all of the reflections surveyed have 2\( \theta \) values approaching 90°, the specific reflections in question have 2\( \theta \approx 90° \) and so the isotropic scattering components are highly attenuated in the \( \pi^- \) scattered channel, allowing the anisotropic terms to be observed. Simulations using the FDMNES code using a charge disproportionation of 0.74 produce a good agreement with the observed result, as shown in Fig. 13(a). Figure 14 confirms that the charge ordered structure closely replicates the measured nonlinearly polarized contribution. Interestingly, Fig. 13(b) reveals that such an effect is not reliant on the charge disproportionation, although in this case the simulation including charge disproportionation clearly produces a better agreement.

A substantial change to the nonlinearly polarized contribution occurs when the nonresonant component is excluded from the simulation, suggesting that the interference between the Thomson terms and E1-E1 resonant terms may have the dominant role in performing the polarization conversion. However, inspection of the contributions from each of the individual components (Thomson, resonant isotropic and resonant anisotropic) reveals that the Thomson and resonant isotropic terms have approximately the same magnitude at the relevant energy of 7.1227 keV in all polarization channels. We also find that the dominant contributions in orthogonal polarization channels come from the isotropic terms in one channel and the anisotropic terms in the other, thus revealing that it is the interference between the isotropic and anisotropic terms which is responsible for the production of nonlinearly polarized light.

A similar polarization conversion has previously been reported in \( \text{K}_2\text{CrO}_4 \),\(^{20}\) where the conversion resulted from interference between the E1-E1 and E2-E2 scattering channels at a forbidden reflection. Such a conversion was also observed in magnetite,\(^{21}\) as a result of interference between E1-E1 components from different iron sublattices. The mechanism responsible for the phenomenon in iron oxyborate is thus subtly different and may be used to explain similar observations at allowed reflections in other materials.

VI. CONCLUSIONS

In this comprehensive RXD study of \( \text{Fe}_2\text{OBO}_3 \) at the iron \( K \) edge a number of important results have become apparent.

FIG. 13. (Color online) Comparison between the experimental and simulated polarization dependencies for the \( (-\frac{1}{2},3,7) \) reflection (a) with and (b) without charge ordering, with both simulations at 7.1227 keV (on-resonance).

FIG. 14. (Color online) Charge ordered FDMNES simulation of the pseudo-\( P_3 \) component for the \( (-\frac{1}{2},3,7) \) reflection, on-resonance at 7.1227 keV.
Before this analysis it was clear that there were numerous effects associated with the rate of warming and cooling: namely, the freezing in of incommensurate reflections and the hysteretic nature of the resistivity. Here, we have demonstrated the hysteresis of a resonant enhancement almost entirely associated with the charge order. We have also observed the development of slightly incommensurate reflections within the formally commensurate phase, which eventually condense into commensurate reflections. We have found no significant changes to the spectra immediately over \( T_{\text{CM-ICM}} \), indicating there is not any large change to the charge structure on moving into the incommensurate phase. Such a result is consistent with the formation of antiphase domain boundaries as an explanation for the CM-ICM transition.\(^{9,29}\)

Using simulations generated by the FDMNES code we have confirmed that the zigzag structure cannot be the correct electronic configuration of inequivalent sites is noninteger. We have demonstrated that under certain conditions we can observe a nonlinearly polarized component to the scattered beam from linearly polarized incident light, and confirmed the development of slightly incommensurate scattering components.\(^{25}\)

We are unable to replicate the spectra exactly due to the problems surrounding the exact low-temperature crystal structure, specifically the nanoscale domain structure, however our results replicate the key features. This is the first resonant x-ray diffraction study of iron oxyborate, which is a comparatively understudied material. Once a more appropriate structure can be determined, the data contained herein may be re-examined to more exactly determine the charge disproportionation.
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