Chimera states induced by spatially modulated delayed feedback
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Recently, we have presented spatially modulated delayed feedback as a novel mechanism, which generically generates chimera states, remarkable spatiotemporal patterns in which coherence coexists with incoherence [O. E. Omel’chenko et al., Phys. Rev. Lett. 100, 044105 (2008)]. Remarkably, such chimera states serve as a natural link between completely coherent states and completely incoherent states. So far, we have studied this mechanism with a self-consistency-based numerical analysis only. In contrast, in this paper we perform a thorough dynamical description and, in particular, a stability analysis of the emerging chimera states. For this, we apply a recently developed reduction procedure [A. Pikovsky and M. Rosenblum, Phys. Rev. Lett. 101, 264103 (2008)]. By combining analytical and numerical approaches, we systematically describe the relationship between the parameters of the delayed feedback on one hand and the properties of the chimera states on the other hand. We provide the general rules for an effective control and manipulation of the chimera states.
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I. INTRODUCTION

Synchronization of coupled systems is a generic mechanism in physics, chemistry, biology, and medicine [1–8]. Numerous studies have been devoted to the transition between synchronous and asynchronous regimes [1–6,9–13]. The vast majority of these studies were devoted to globally or locally coupled systems, as opposed to systems with intercellular or intracellular delays, which remained out of focus. Finally, Kuramoto and colleagues [14–16] drew the attention to the fact that in many real applications nonlocal coupling is responsible for the emergence of a new peculiar phenomenon. They showed that a symmetric system of identical but nonlocally coupled oscillators can surprisingly exhibit nonhomogeneous partially synchronized spatiotemporal regimes. Such regimes, later denoted as chimera state by Abrams and Strogatz [17,18], are characterized by the coexistence of spatial domains with synchronized oscillators directly neighboring spatial domains with desynchronized oscillators [14–26]. At that time nothing like that had ever been observed in studies on pattern formation and synchronization. Although the notion of chimera states was initially introduced with respect to spatially homogeneous systems only, later similar spatiotemporal patterns were found in different heterogeneous systems as well [22,27–32].

Note that chimeras induced by nonlocal coupling coexist with linearly stable coherent states, and one has to prepare quite specific initial conditions to approach them [14–25]. In contrast, recently we have shown that chimeras generically emerge in networks of globally coupled oscillators starting from a trivial synchronized initial condition, provided the oscillators are exposed to delayed feedback stimulation with a spatially decaying stimulation profile [27]. Delayed feedback stimulation is a standard means for the control of synchronization processes [33–40]. A spatially decaying stimulation profile is in a way generic when local control forces act on spatially extended systems (see, e.g., [41]). Moreover, we have found that the generically emerging chimeras caused by spatially decaying delayed feedback stimulation serve as a natural link between the coherent and the incoherent states [27]. In addition, contrary to nonlocal coupling the delayed feedback stimulation causes a pronounced multistability [42,43]. However, to a large extent our previous chimera analysis was based on numerical simulations [27]. To put these findings on a mathematically solid ground, we perform here a strict dynamical analysis and, in particular, a thorough stability and bifurcation analysis. For this, we use a reduction technique recently developed by Pikovsky and Rosenblum [44] and provide a universal dynamical description of the chimera states and other related solutions.

Since we consider the spatially modulated delayed feedback as a control tool, we describe in detail how the parameters of the delayed feedback impact the properties of the generated chimera states. Our results show, in particular, that by adjusting the amplification and the delay of the feedback loop one can effectively control the size of the coherent vs the incoherent domain as well as the distribution of the effective frequencies in the chimera state.

The paper is organized as follows. In Sec. II the model is outlined. We briefly recall the notion of the chimera state and define some auxiliary quantities which are used below for characterization. In Sec. III we apply the method from [44] and derive a reduced integro-differential equation which describes the long-time dynamical behavior of our model in the thermodynamic limit. We demonstrate that the chimera states as well as the phase-locked solutions correspond to standing-wave solutions, while the completely incoherent state corresponds to fixed-point solution. A linear stability analysis of all solutions is performed. In Sec. IV we discuss a general structure of the solution of the equation derived in Sec. III and the corresponding typical bifurcation diagrams. As follows from our study, chimera states can be generated by
spatially modulated delayed feedback also in the absence of global coupling. This situation is explained in Sec. IV B.

II. MODEL

Our basic model is a large ensemble of identical Landau-Stuart oscillators, representing a normal form of a supercritical Andronov-Hopf bifurcation

\[
\dot{W}(t) = \left[ r^2 + i\omega - |W(t)|^2 \right] W(t) + C[\bar{W}(t) - W(t)] + K\rho(x_k)\bar{W}(t - \tau), \quad k = 1, \ldots, N.
\]

(1)

Here, \( \dot{W}(t) \) denotes the position of the \( k \)th oscillator in the complex plane, while positive constants \( r \) and \( \omega \) stand for the radius of the unperturbed limit cycle and the natural frequency of the oscillators, respectively. The oscillators are assumed to be globally coupled (with coupling strength \( C \geq 0 \)) and exposed to spatially modulated delayed feedback (with delay \( \tau \) and strength of the delayed feedback \( K \geq 0 \)). These two types of interaction between oscillators are expressed in terms of the ensemble’s mean field

\[
\bar{W}(t) := \frac{1}{N} \sum_{j=1}^{N} W_j(t).
\]

Further, we assume that all oscillators are uniformly distributed over the interval \([-1, 1]\), and hence each of them has a prescribed space position

\[
x_k = -1 + 2(k-1)/\{N-1\}, \quad k = 1, \ldots, N.
\]

(2)

In such settings, the term spatial modulation means that the delayed feedback signal in Eq. (1) is delivered to each oscillator with the spatial profile factor \( \rho(x) \), which is supposed to be a non-negative even function, strictly decreasing on \([0,1]\) and obeying the normalization condition

\[
\frac{1}{2} \int_{-1}^{1} \rho(x)dx = 1.
\]

(3)

As a default stimulation profile in what follows we use the exponential stimulation profile defined by

\[
\rho(x) = \frac{a \exp(-a|x|)}{1 - \exp(-a)}, \quad \text{with} \ a > 0.
\]

(4)

In many real physical systems the position of an oscillator on its limit cycle provides the relevant information rather than the shape of the oscillator’s limit cycle. Accordingly, the phase reduction method [1] is the standard procedure to study the dynamics of oscillator networks, especially their synchronization behavior. In our case, the phase reduction can rigorously be performed if, for example, coupling and delayed feedback are both weak. Then the oscillators’ amplitudes can be eliminated \([|W_k(t)| \rightarrow r]\), and the complex Eq. (1) is reduced [1,45] to the scalar equation of the phase dynamics,

\[
\Psi_k(t) = \omega - \frac{C}{N} \sum_{j=1}^{N} \sin[\Psi_j(t) - \Psi_k(t)]
\]

\[
- \frac{K}{N} \sum_{j=1}^{N} \rho(x_k) \sin[\Psi_k(t) - \Psi_j(t - \tau)], \quad k = 1, \ldots, N,
\]

(5)

where \( \Psi_k(t) \) is the phase of the \( k \)th oscillator.

The analog of Eq. (5) with spatially uniform stimulation profile \( \rho(x) = 1 \) has been analyzed for both vanishing coupling \( (C = 0) \) [33] and positive coupling \( (C > 0) \) [34]. Interestingly, both studies revealed either completely coherent or completely incoherent stable states. Later, spatially nonhomogeneous phase-locked solutions induced by a spatially varying stimulation profile were described by [39,40].

In contrast to these studies, in numerical simulations of Eq. (5) with spatially decaying stimulation profile \( \rho(x) \) we observed chimera states (see Fig. 1). From a dynamical standpoint the latter are completely different states in that the ensemble of identical oscillators is split into two spatially localized domains. In the coherent domain around the tip of the stimulation profile the oscillators are phase locked. In the other incoherent domain the oscillators are desynchronized. The incoherent domain comprises those parts of the interval \([-1,1]\), where the stimulation strength is subcritical. Such a behavior can be illustrated by plotting the effective frequencies of the oscillators, i.e.,

\[
\langle \Psi_k(t) \rangle = \lim_{t \rightarrow \infty} \frac{\Psi_k(t)}{t}.
\]

It turns out that with increasing number of oscillators \( N \), the points \((x_k, \langle \Psi_k(t) \rangle)\) densely fill a well-defined continuous curve, which we call the effective frequency curve and denote it by \( \omega_{\text{eff}}(x) \). One can easily recognize two different parts of this curve: the coherent part, where the effective frequencies are identical, and the incoherent part, where the effective frequencies vary. Note that the graph of \( \omega_{\text{eff}}(x) \) reflects the averaged velocities of the oscillators, while their actual time-dependent dynamics \( \Psi_k(t) \) may be much more complicated (see Fig. 2).

Numerical simulations show that the typical effective frequency curve lies either completely below [Fig. 1(a)] or completely above [Fig. 1(b)] the natural frequency \( \omega \). That is why we refer to these two opposite situations as slow and fast chimera states, respectively.

To quantify the effective frequency curve \( \omega_{\text{eff}}(x) \) with a finite number of scalars we introduce three parameters:

1. Synchronization parameter \( S \), defined as the relative measure of the coherent part of the curve \( \omega_{\text{eff}}(x) \).

\[
S := \frac{1}{2} \int_{-1}^{1} \omega_{\text{eff}}(x)dx.
\]

(6)

2. Mean effective frequency

\[
\omega_{\text{m}} := \frac{1}{2} \int_{-1}^{1} \omega_{\text{eff}}(x)dx.
\]

3. Dispersion of the effective frequencies
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FIG. 1. (Color) Chimera states induced by the delayed feedback with the exponential stimulation profile (4). Parameters: $N=101$, $a=1.0$, $C=0.1\pi$, $K=\pi$, $\omega=2\pi$, and (a) $\tau=0.3$ or (b) $\tau=0.6$. System (5) was integrated using a Runge-Kutta method starting from the coherent initial condition. (Top) Snapshot of the oscillators’ phases (black dots). (Middle) Stimulation profile. (Bottom) Effective frequencies of the oscillators (black dots). Green thick lines in top and bottom graphs represent the theoretical predictions obtained from Eqs. (20) and (21).

\[
D_\omega := \sqrt{\frac{1}{2} \int_{-\pi}^{\pi} \left( \omega_{\text{eff}}(x) - \omega_{\text{eff}} \right)^2 dx.} \tag{7}
\]

Note that the synchronization parameter $S$ varies between 0 and 1, and equals 1 for completely phase-locked solutions only.

III. THERMODYNAMIC LIMIT: ANALYTICAL APPROACH

One of the ways to treat chimera states analytically was proposed by Kuramoto and Battogtokh [14]. Their approach is based on the self-consistency argument involving a space-dependent mean-field concept. We used this approach in our previous paper [27], where we derived a series of relations connecting the time-averaged parameters of the chimera states (see Eqs. (6)–(8) in [27]). However, this approach is limited since it does not provide a stability analysis. In contrast, in the present paper we utilize another approach developed by Pikovsky and Rosenblum [44]. It reveals the same relations as mentioned above and, hence, confirms our previous results [27]. More importantly, the present approach goes significantly beyond our previous study [27] since it actually enables us to consider the dynamical properties of the chimera states. In fact, it turns out that all bifurcation diagrams presented in [27] have to be modified significantly.

A. Reduction of the system

First, we rewrite Eq. (5) in the equivalent form

\[
\Psi_k(t) = \omega + \text{Im}[Z_k(t)e^{-i\Phi_k(t))}], \tag{8}
\]

where

\[
Z_k(t) = \frac{C}{N \sum_{j=1}^{N} e^{i\Phi_j(t)} + \frac{K}{N \sum_{j=1}^{N} \rho(x_j)e^{i\Phi_j(t-\tau)}}} \tag{9}
\]

is the effective force acting on the $k$th oscillator. In the case of the thermodynamic limit, when $N \to \infty$ and when the oscillators are uniformly distributed over the interval $[-1, 1]$ [see Eq. (2)], the spatial profile $\rho(x)$ remains almost constant for all oscillators positioned in a small vicinity of point $x$. Hence, the collective behavior of those oscillators can be characterized by the local complex mean-field $z(x, t)$ defined according to

\[
z(x, t) := \lim_{N \to \infty} \frac{1}{N(x, \Delta x); |j|_{|\epsilon|} < \Delta x} \sum_{j \neq i} e^{i\Phi_j(t)} \tag{10}
\]

where $N(x, \Delta x) := \#\{j : |x_j-x| < \Delta x\}$. As usual, such a definition implies that the inequality $0 \leq |z(x, t)| \leq 1$ holds for all $x$ and $t$. Moreover, the condition $|z(x, t)|=1$ means that the oscillators around point $x$ are synchronized in phase, while the condition $|z(x, t)|=0$ reflects the local absence of in-phase synchronization. In particular, concerning the chimera state, the relation $|z(x, t)|=1$ identifies the coherent domain, while the inequality $|z(x, t)|<1$ stands for the incoherent domain.

Comparing system (8) and (9) with Eqs. (2) and (3) from [44], we see that they have a similar hierarchical structure, with the space variable $x$ playing the role of a subpopulation index. Therefore, in the thermodynamic limit we can apply the reduction procedure by Pikovsky and Rosenblum [44] and reduce the dynamics of the original system (8) and (9) to a comparatively simpler set of equations.

Without going into detail, which can be found in [44], we mention that the reduction procedure is mainly based on the application of the Watanabe-Strogatz theory [46,47]. In the thermodynamic limit, for solutions of system (8) and (9) this theory suggests the following ansatz:

\[
ez^{i\Phi_k(t)} = \frac{z(x_k, t)e^{-i\xi_k(t)}}{z^{*}(x_k, t)e^{i\xi_k} + e^{-i\xi_k}}, \tag{11}
\]

which contains the local mean field $z(x, t)$ as well as an additional real-valued function $\xi(z, t)$ and $N$ constants $\xi_k$. In the special case when the constants $\xi_k$ are uniformly distributed over the interval $[-\pi, \pi]$, ansatz (11) being substituted in system (8) and (9) produces a delayed integro-differential equation for the local mean field $z(x, t)$,
\[
\frac{\partial z}{\partial t} = i\omega z + \frac{1}{2}Z(x,t) - \frac{\xi^2}{2}Z(x,t),
\]
(12)

where
\[
Z(x,t) = \frac{C}{2} \int_{-1}^{1} z(y,t)dy + \frac{K}{2} \int_{-1}^{1} \rho(x)z(y,t-\tau)dy,
\]
(13)
and the symbol \(\ast\) denotes the complex conjugate. The equation for \(\zeta(x,t)\) in this case reads
\[
\frac{\partial \zeta}{\partial t} = \omega + \text{Im}[\zeta^*(x,t)Z(x,t)],
\]
(14)
and turns out to decouple from Eqs. (12) and (13). Therefore, the dynamical properties of the resulting system (12)–(14) are determined by Eqs. (12) and (13) only.

Recent findings of Ott and Antonsen [48,49], later generalized in several directions by Laing [21,22], suggest that the dynamical evolution of a large size system (8) and (9) is in an appropriate physical sense, time-asymptotically attracted toward a reduced manifold given by system (12)–(14) and ansatz (11) with uniformly distributed constants \(\varphi_k\). In particular, below we are going to demonstrate that all macroscopic properties of the chimera states as well as the typical bifurcation scenarios involving them can be completely explained in terms of the solutions of Eqs. (12) and (13). Note that Eqs. (12) and (13) constitute a significant simplification, compared with system (8) and (9). Indeed, for any statistically stationary solution of system (8) and (9), which may be very different for neighboring indices \(k\) (consider, for example, the snapshot of the chimera state in Fig. 1), the corresponding mean-field solution \(z(x,t)\) of Eqs. (12) and (13) is expected to be a continuous function of both \(x\) and \(t\) due to definition (10).

Note that Eqs. (12) and (13) can also be derived in a different way, which is based on the Ott-Antonsen method [48,49] with the probabilistic interpretation of the function \(z(x,t)\). This version of the reduction procedure with a variety of examples, including our system (5), was recently formulated by Laing in [22]. In contrast to our study, Laing chose the natural frequencies of the oscillators from a Lorentzian distribution, rather than having them identical. Then, starting from the continuum limit equation he derived the dissipative equivalent of Eqs. (12) and (13), with a term \((i\omega - D)\zeta\) rather than \(i\omega\zeta\), where \(D\) is a positive real number. Such a modification results in the fact that Eqs. (12) and (13) now have genuine attractors, rather than the neutrally stable solutions described below. It is straightforward to modify our stability calculations (Secs. III C and III D) to show that this is the case.

### B. Standing-wave solutions

We seek for solutions of system (12) and (13) that take the form of standing waves,
\[
z(x,t) = \bar{z}(x)e^{i\Omega t}.
\]
(15)
Substituting this ansatz into relation (13), we obtain
\[
Z(x,t) = [C + K\rho(x)e^{-i\Omega t}]Re^{i\Omega t},
\]
(16)
where due to the rotational invariance of system (12) and (13) we have assumed that the value of the integral
\[
R = \frac{1}{2} \int_{-1}^{1} \bar{z}(x)dx
\]
(17)
is a positive real number [then, obviously, the inequality \(0 \leq R \leq 1\) holds since \(0 \leq |z(x,t)| \leq 1\)].
Substituting expressions (15) and (16) into Eq. (12) and canceling then the factor \(e^{i\Omega t}\) from both sides, we obtain the quadratic equation
\[
[C + K\rho(x)e^{-i\Omega t}]R\bar{z}^2(x) - 2i(\omega - \Omega)\bar{z}(x) - [C + K\rho(x)e^{-i\Omega t}]R = 0.
\]
Its solution can be written in the explicit form
\[
\bar{z}(x) = \frac{C + K\rho(x)e^{-i\Omega t}}{C + K\rho(x)e^{-i\Omega t}}[ig(x,R,\Omega) + \sqrt{1 - g^2(x,R,\Omega)}],
\]
(18)
where
\[
g(x,R,\Omega) = \frac{\omega - \Omega}{R|C + K\rho(x)e^{-i\Omega t}|}.
\]
Inserting further \(\bar{z}(x)\) from Eq. (18) into Eq. (17) we obtain finally the self-consistency equation
\[
R = \frac{1}{2} \int_{-1}^{1} \frac{C + K\rho(x)e^{-i\Omega t}}{|C + K\rho(x)e^{-i\Omega t}|} [ig(x,R,\Omega) + \sqrt{1 - g^2(x,R,\Omega)}]dx,
\]
(19)
which is identical to Eq. (7) in [27]. Note that values from the same leaf of the complex square-root function should be present in the integrand of Eq. (19), i.e., for any real \(y\) we have
\[
\sqrt{1 - y^2} + iy = H(y) = \begin{cases} \sqrt{1 - y^2} + iy, & |y| \leq 1 \\ if y - \text{sgn}(y)\sqrt{y^2 - 1}, & |y| > 1. \end{cases}
\]
Suppose that we have found a pair of numbers \((R,\Omega)\) solving Eq. (19), then formulas (15) and (18) imply that \(|z(x,t)| = 1\) if \(|g(x,R,\Omega)| < 1\), and \(|z(x,t)| > 1\) if \(|g(x,R,\Omega)| > 1\). Hence, equation \(|g(x,R,\Omega)| = 1\) identifies the boundary between the coherent and incoherent domains of chimera state. In particular, when \(|g(x,R,\Omega)| < 1\) for all \(|x| = 1\), then \(z(x,t)\) corresponds to a phase-locked solution.

Taking into account ansatz (11), we see that the dynamics of the coherent oscillators \(|z(x,t)| = 1\) is represented by \(\arg z(x,t)\). More precisely, the motion of such oscillators is locked, i.e., their phase deviation with respect to the macroscopic phase \(\Omega t\) is time independent and given by
\[
\arg \bar{z}(x) = \arg[C + K\rho(x)e^{-i\Omega t}] + \sin^{-1} g(x,R,\Omega)
\]
(20)
(see Eq. (6) in [27]).

Taking into account definition (10) and comparing Eq. (8) with Eq. (14), we see that the dynamics of the variable \(\zeta(x,t)\) actually reflects the locally averaged dynamics of the phase
oscillators positioned around point \(x\). Therefore, it is not surprising that by estimating the right-hand side of Eq. (14) we obtain the value of the effective frequency \(\omega_{\text{eff}}(x)\). More precisely, substituting ansatz (15) and (16) together with the explicit solution (18) into the right-hand side of Eq. (14), after straightforward transformations we obtain

\[
\omega + \text{Im}[\varepsilon^* (x,t)\mathcal{Z}(x,t)] = \begin{cases} 
\Omega, \\
\Omega + (\omega - \Omega)\sqrt{1 - g^2(x,R,\Omega)}, 
\end{cases}
\]

\[
|g(x,R,\Omega)| = \leq 1, 
\]

\[
|g(x,R,\Omega)| > 1,
\]

(21)

which is identical to the expression of \(\omega_{\text{eff}}(x)\) given by Eq. (8) in [27].

Summarizing the above results, we conclude that the standing-wave solutions of Eqs. (12) and (13) correspond to the phase-locked and chimera states of the initial Eq. (5). All relations obtained by means of Kuramoto’s self-consistency argument are completely reproduced via the analysis of Eqs. (12) and (13).

C. Linear stability analysis of standing-wave solutions

We are going to study the stability properties of solutions of Eq. (5), at least on the reduced manifold where Eqs. (12) and (13) are defined. For this, we linearize Eqs. (12) and (13) around the solution \(z(x,t)\) and obtain the equation

\[
\frac{\partial v}{\partial t} = i\omega z(x,t) + \frac{1}{2}U(x,t) - \frac{z^2(x,t)}{2}U''(x,t),
\]

where

\[
U(x,t) = \frac{C}{\frac{2}{\partial x}} \int_{-1}^1 u(y,t)dy + \frac{K}{\frac{2}{\partial x}} \int_{-1}^1 \rho(x)u(y,t)dy.
\]

(22)

(23)

Substituting ansatz (15) and expression (16) into Eq. (22), and introducing a dynamical variable

\[
v(x,t) = e^{-i\omega t}u(x,t),
\]

we rewrite Eqs. (22) and (23) as follows:

\[
\frac{\partial v}{\partial t} = \mu(x)v + \frac{1}{2}[CV(t) + K\rho(x)e^{-i\omega t}V(t - \tau)]
\]

\[
- \frac{z^2(x)}{2}[CV''(t) + K\rho(x)e^{i\omega t}V''(t - \tau)],
\]

where

\[
V(t) = \frac{1}{\frac{2}{\partial x}} \int_{-1}^1 v(x,t)dx,
\]

\[
\mu(x) = i(\omega - \Omega)z(x,t)Z''(x,t)
\]

\[
= - \sqrt{[C + K\rho(x)e^{-i\omega t}]R^2 - (\omega - \Omega)^2}
\]

[the latter relation is a consequence of formulas (16) and (18)]. Because of the presence of complex conjugate quantities in Eq. (24), one should consider this complex equation as a system of two coupled linear delay integro-differential equations:

\[
\frac{\partial v}{\partial t} = \mathbf{M}(x)v(x,t) + \frac{C}{\frac{2}{\partial x}} \mathbf{A}(x)v(t) + \frac{K}{\frac{2}{\partial x}} \rho(x)\mathbf{B}(x)v(t - \tau),
\]

(27)

where we used the bold symbols for the vector functions

\[
\mathbf{v} = \begin{pmatrix} \text{Re } v \\ \text{Im } v \end{pmatrix},
\]

\[
\mathbf{V} = \begin{pmatrix} \text{Re } V \\ \text{Im } V \end{pmatrix},
\]

and for the \((2 \times 2)\) matrices

\[
\mathbf{M}(x) = \begin{pmatrix} \text{Re } \mu(x) & - \text{Im } \mu(x) \\ \text{Im } \mu(x) & \text{Re } \mu(x) \end{pmatrix},
\]

\[
\mathbf{A}(x) = \begin{pmatrix} 1 - \text{Re } z^2(x) & - \text{Im } z^2(x) \\ - \text{Im } z^2(x) & 1 + \text{Re } z^2(x) \end{pmatrix},
\]

\[
\mathbf{B}(x) = \begin{pmatrix} \text{Re }[1 - z^2(x)]e^{i\omega \tau} & \text{Im }[1 - z^2(x)]e^{i\omega \tau} \\ - \text{Im }[1 + z^2(x)]e^{i\omega \tau} & \text{Re }[1 + z^2(x)]e^{i\omega \tau} \end{pmatrix}.
\]

According to the theory of delay differential equations with periodic coefficients [50], the stability of solution (18) is determined by its characteristic exponents. To find them, we substitute the ansatz \(v(x,t) = v(x)e^{i\lambda t}\) into the linearized Eq. (27) and obtain the eigenvalue problem

\[
(\lambda \mathbf{I} - \mathbf{M}(x))\bar{v}(x) = \left(\frac{C}{\frac{2}{\partial x}} \mathbf{A}(x) + \frac{K}{\frac{2}{\partial x}} \rho(x)e^{-i\lambda \tau}\mathbf{B}(x)\right)\frac{1}{\frac{2}{\partial x}} \int_{-1}^1 \bar{v}(x)dx.
\]

(28)

This problem can be analyzed as follows. First, we discretize Eqs. (12) and (13) replacing the continuous function \(z(x,t)\) with a sequence of functions \(z(x_k,t)\), with \(k = 1, \ldots, N\). Accordingly, we replace the integration \(\int_{-1}^1 \mathcal{V}dx\) with the summation \(\frac{2}{\partial x} \sum_{k=1}^N \mathcal{V}(x_k)\). In this way, we write the discrete version of the self-consistency equation (19) and the corresponding discrete version of the spectral problem (28). The latter has a form of a common \(N\)-dimensional eigenvalue problem and can be solved using standard routines provided by MATLAB or other computational software. A typical spectrum revealed by such a procedure consists of two parts: a discrete spectrum \(\sigma_d\), with elements which have individual limit behavior as \(N \to \infty\), and a pseudocontinuous spectrum \(\sigma_p\), with elements which accumulate in the thermodynamic limit on a curve in the complex plane (see Fig. 5). Such a behavior seems to be natural for coupled oscillators models and was previously reported in [51,52].

Note that the location of the accumulation set of the pseudocontinuous spectrum \(\sigma_p\) can be explained by a simple argument. Let us consider an idealized local perturbation at one fixed point \(x\) only. Then the integral term in Eq. (28) vanishes, and we get the simple matrix equation

\[
(\lambda \mathbf{I} - \mathbf{M}(x))\bar{v}(x) = 0 \text{ with } x \text{ being a parameter. Solving the corresponding characteristic equation}
\]
with different \(x \in [-1, 1]\), we obtain a set of values \(\lambda\) which turns out to fit perfectly to the accumulation set of the pseudocontinuous spectrum \(\sigma_{pc}\) obtained numerically. More precisely, the function \(\mu(x)\) defined by Eq. (26) is either real or pure imaginary. Hence, for every \(x\) Eq. (29) provides either a double real nonpositive eigenvalue [if \(\text{Im} \mu(x) = 0\)] or a pair of conjugate imaginary eigenvalues [if \(\text{Re} \mu(x) = 0\)].

Of course, the above argument is not strictly correct since the pointwise perturbation is equivalent to the zero perturbation in \(L^2\). But we presume that it can be put on a rigorous base in a way similar to \([33, 34]\).

### D. Completely incoherent state

A common way to study the stability of completely incoherent state is to write a continuous formulation of Eq. (5) in terms of a probability density and then to consider its linearization around the uniform density distribution \([2, 33, 35]\). However, as follows from the discussion in \([44]\), the same analysis can be done by means of system (12) and (13). In this settings, the completely incoherent state corresponds to the trivial solution of system (12) and (13), i.e. \(z(x, t) = 0\). Due to definition (10), this implies the absence of any local, and hence global, in-phase synchronization.

Linearizing Eq. (12) around zero we obtain the equation

\[
\frac{\partial u}{\partial t} = i\omega u + \frac{C}{4} \int_{-1}^{1} u(y, t) dy + \frac{K}{4} \int_{-1}^{1} \rho(x) u(y, t - \tau) dy,
\]

which is equivalent to the vector system

\[
\frac{\partial \mathbf{u}}{\partial \tau} = \mathbf{N} u(x, t) + \frac{C}{2} \mathbf{U}(t) + \frac{K}{2} \rho(x) \mathbf{U}(t - \tau),
\]

where

\[
\mathbf{u} = \begin{pmatrix} \text{Re} u \\ \text{Im} u \end{pmatrix}, \quad \mathbf{U} = \frac{1}{2} \int_{-1}^{1} \tilde{u}(x, t) dx, \quad \mathbf{N} = \begin{pmatrix} 0 & -\omega \\ \omega & 0 \end{pmatrix}.
\]

Substituting the ansatz \(\tilde{u}(x)e^{\lambda t}\) into the latter system, we obtain

\[
(\lambda \mathbf{I} - \mathbf{N}) \tilde{u} = \frac{C}{2} \frac{1}{2} \int_{-1}^{1} \tilde{u}(x) dx.
\]

Now we proceed as in the previous section. First, by considering idealized pointwise perturbations at different \(x \in [-1, 1]\), we obtain two eigenvalues \(\pm i\omega\) with continuum degeneracy. This implies that the completely coherent state can be neutrally stable only. Integrating Eq. (32) with respect to \(x\) and taking into account the normalization condition (3), we then come to the system of two linear equations:

\[
\begin{pmatrix} \lambda - \frac{C}{2} - \frac{K}{2} e^{-\lambda \tau} \end{pmatrix} \mathbf{I} - \mathbf{N} \end{pmatrix} \tilde{U} = 0.
\]

Its characteristic equation,

\[
\left( \lambda - \frac{C}{2} - \frac{K}{2} e^{-\lambda \tau} \right)^2 + \omega^2 = 0,
\]

determines the rest of spectrum. Obviously, the latter is discrete. Moreover, it is easy to verify that both \(\lambda\) and \(\lambda^*\) are roots of Eq. (33), and that zero never solves Eq. (33). Hence, the completely incoherent state loses its stability typically via a Hopf bifurcation. A straightforward analysis of Eq. (33) shows that such a bifurcation occurs at curves

\[
\tau = \tau_m^\pm(K) = \frac{4\pi m \pm 2 \cos^{-1} \left( \frac{C}{K} \right)}{2\omega + \sqrt{K^2 - C^2}},
\]

where \(K \geq C\) and \(m \in \mathbb{Z}\). The completely incoherent state is neutrally stable if and only if all roots of Eq. (33) lie in the left half-plane (LHP). Taking into account that parameters \(C\) and \(K\) are both positive, the latter condition defines a sequence of dropletlike domains in the control parameter plane (see Figs. 8 and 10) given by the inequality

\[
\frac{\pi \sqrt{K^2 - C^2}}{2\sin^{-1} \left( \frac{C}{K} \right)} < \frac{\omega}{2m + 1}.
\]

Since the expression on the left-hand side of (35) is an increasing unbounded function of \(K\) tending to \(\pi C/2\) as \(K \to C\), inequality (34) defines a finite number of “droplets” in the \((\tau, K)\) plane with \(m=0, 1, 2, \ldots, \lfloor \omega/\pi C - \frac{1}{2} \rfloor\), where \([x]\) denotes the largest integer less or equal to \(x\). Moreover, the size of the droplet becomes smaller as the delay \(\tau\) increases. Note that similar results are typical for any other system with delayed feedback control (for example, compare our Fig. 4 with Fig. 2 in \([34]\), with Fig. 2 in \([56]\), and with Fig. 2 in \([57]\)).

### IV. DISCUSSION

#### A. Bifurcation analysis

In our previous paper \([27]\) we have observed that the phase-locked solutions and the chimera states typically constitute a branch of solution of Eq. (5), which naturally links the completely coherent and the completely incoherent states. This and other results were obtained phenomenologically, lacking a strict stability analysis of the derived solutions. In contrast, in the present paper, by considering the thermodynamic limits (12) and (13) and the spectral problem (28) derived in the previous section, we are able to provide a largely rigorous description of the bifurcation scenarios mediating the transition between different types of synchronized and partially synchronized solutions of Eq. (5).
Taking this solution as a starting point and varying the time delay of the solutions. In parallel, we trace the corresponding effective frequency profiles corresponding to different types of solutions from Fig. 3. For a certain critical value of the delay, the pseudocontinuous spectrum accumulates on a bounded interval of the real axis, lying completely on the left of the imaginary axis (compare this with a similar spectral behavior reported in [51]).

Two typical solutions of Eq. (19) obtained in such a way are shown in Figs. 3(a)–3(d). The corresponding typical profiles of the effective frequencies are plotted in Fig. 4. We start to move along the solution from the point corresponding to the completely coherent state [point with $R=1$ and $\tau=0$ in Fig. 3(a)]. With varying $\tau$, this state, first, survives as a stable phase-locked solution with modified effective frequency and deformed phase pattern [black curve in Figs. 3(a) and 4(a)] (see also [40] for similar results). The stability of such solutions follows directly from their spectral properties [Fig. 5(a)]. Indeed, the corresponding discrete spectrum lies in the LHP [we omit the zero eigenvalue originating from the periodic nature of ansatz (15)], and the pseudocontinuous spectrum accumulates on a bounded interval of the real axis, lying completely on the left of the imaginary axis (compare this with a similar spectral behavior reported in [51]). For a certain critical value of the delay, the pseudocontinuous spectrum goes to zero, and one enters a region with chimera states [red curve in Figs. 3(a) and 4(b)]. The point dividing black and red curves indicates the boundary between the phase-locked solution and the chimera state. With a further increase in the delay, the pseudocontinuous spectrum of the chimera state gets a T-shaped form [Fig. 5(b)]. According to Eq. (28), the real eigenvalues in the accumulation...
tion set correspond to the phase-locked oscillators, while the pairs of conjugate pure imaginary eigenvalues are produced by the drifting ones. Note that the presence of eigenvalues at the imaginary axis usually makes it impossible to perform the linear stability analysis in a rigorous form. Nevertheless, the results of our numerical simulations suggest that the stability of the chimera states mainly depends on the position of the discrete spectrum and is not sensitive to the presence of marginal eigenvalues [58]. In particular, the red curve marks the stable chimera states with discrete spectrum in the LHP [Fig. 5(b)], i.e., those which are observed in numerical simulations. Along this curve the synchronization parameter $S$ varies monotonically with changing delay [see Fig. 3(b)]. This corresponds to a progressive transition of the oscillators from the phase-locked to the drifting state at the edges of the coherence region.

By further increasing the time delay $\tau$ we come to a saddle-node bifurcation point: the stable chimera (red curve) collides with an unstable chimera [dark-blue curve in Figs. 3(a) and 4(c)]. Further following along the unstable chimera (dark-blue curve) and the unstable completely drifting solution [blue curve in Figs. 3(a) and 4(d)] we finally approach a subcritical Hopf bifurcation point, at which the completely incoherent state ($R=0$) changes its stability. The latter state has been considered in Sec. III D. From the results presented above [see Eq. (34)] it follows that the completely incoherent state is stable on the interval marked by the green segment in Fig. 3(a). We recall that the completely incoherent state has a stability interval for moderate stimulation strengths $K$ only, while for strong stimulation it is always unstable (see Sec. III D).

In the same way as described above, we construct another branch of the solution originating from the point with $R=1$ and $\tau=T$ in Fig. 3(a). Comparing Figs. 4(a)–4(d) and Figs. 4(e)–4(h), corresponding to the left and right parts of Fig. 3(a), we see that the effective frequencies curves are either completely retarded (left branch) or completely accelerated (right branch) with respect to their natural frequency $\omega$. In particular, the left branch in Fig. 3(a) contains the slow chimera only, while the right one contains the fast chimera only.

Remarkably, the above dynamical scenario, with the stability of the chimera state being mediated by the saddle-node bifurcation, is observed for moderate values of the stimulation strength $K$ only. If $K$ is large enough [see Fig. 3(e)], then the chimera state loses its stability through a torus bifurcation [59] at the point where a pair of conjugate eigenvalues from the discrete spectrum crosses the imaginary axis [compare Figs. 5(b) and 5(c)]. Note that such a bifurcation cannot be detected via Kuramoto’s self-consistency approach. Therefore, we missed it in our previous study [27].

The bifurcation diagrams in Fig. 3 reveal the connection between the chimeras on one hand and the coherent and completely incoherent states on the other hand. To verify this theoretical prediction we compare it with the results of the corresponding numerical simulations. More precisely, we perform a standard dynamical continuation procedure for the solution of system (5) with $N=101$ oscillators. To detect only stable solutions, we supply the right-hand side of each equation of system (5) with an additional Gaussian white noise term $F_j(t)$, satisfying $(F_j(t))=0$ and $(F_j(t)F_k(t'))=\sigma_{jk}\delta(t-t')$, where $\sigma$ is a constant noise amplitude (default value is $\sigma=0.0001$) [60]. Starting from the completely coherent initial condition, we first increase the time delay $\tau$ in Eq. (5) from zero to $T$, and then decrease it back again. The numerical data obtained in this way perfectly coincide with the theoretical curves shown in Figs. 3(a)–3(h). More importantly, we obtain two hysteresis loops, illustrated schematically in Fig. 6. These loops are bounded by the predicted bifurcation points and indicate the multistability behavior of our system. In particular, we observe that stable chimera...

![Image](image-url)
state can coexist with the completely incoherent state ["*" in Fig. 6(a)] or two chimera states can exist simultaneously ["α" in Fig. 6(b)]. Note that since we do not observe any stable solution extending the chimera state beyond the torus bifurcation point in Fig. 6(b), we conjecture that this bifurcation is a subcritical one.

Taking into account the scenario from Fig. 3 and using the same analytical-numerical technique as described above, we can construct the complete solution of Eq. (19) consisting of an infinite sequence of overlapping branches (Fig. 7). In this way, we reveal the main features of all stable chimeras given by Eq. (19) (Fig. 8). As we have mentioned above, the stability region of the chimera is typically bounded by a curve consisting of two different parts: the saddle-node bifurcation line (for moderate values of $K$) and the torus bifurcation line (for large values of $K$). We missed the latter in our previous study [27]; therefore, we have indicated a much larger parameter region for stable chimera states than it actually is (compare Figs. 3a and 3b in [27] with their corrected versions Figs. 8(b) and 8(a), respectively).

The parameter dependence of the characteristics of the slow and fast chimera states, order parameter $R$ [Eq. (17)], synchronization parameter $S$ (i.e., the relative measure of the coherent domain), mean effective frequency of the oscillators $\omega_e$ [Eq. (6)], and dispersion of the effective frequencies $D_\omega$ [Eq. (7)] belonging to Fig. 8(b) are shown in Fig. 9. These plots demonstrate that by a proper adjustment of the feedback parameters one can select particular chimera states out of a wide range of possible dynamical features. In particular, Fig. 8 shows domains in the control parameter plane where one or two stable chimera states (co)exist. Remarkably, the multiple-leaf structure of the constructed solution is very similar to that described in other models with delayed coupling [56,57]. Such a reappearance of branches was shown to be a typical feature of any system with delay [42,43]. The latter is also responsible for the pronounced multistability observed in our system, where different values of the control parameters $\tau/T$ and $K/\omega$ may be connected with different combinations of coexisting stable solutions (Fig. 10).

The results presented above are sensitive to the value of the coupling strength $C$ (see Fig. 8). In particular, comparing Figs. 8(a)–8(c) we see that chimera states emerge only for $K \simeq C$, while for stimulation strengths smaller than the global coupling (i.e., for $K < C$) the solutions are phase locked and synchronized. Moreover, the increasing coupling gradually destroys the dropletlike domains at the bottom and shifts the striplike structure to higher values of $K$. Note that the appearance of the torus bifurcation for large stimulation strengths makes spatially modulated delayed feedback less effective, since in this case the properties of the stable chimera states differ slightly from the phase-locked solutions. In particular, one cannot significantly desynchronize the system to obtain small values of the synchronization parameter $S$ or the order parameter $R$. 

FIG. 6. (Color) Schematic representation of the hysteresis behavior observed in numerical simulations of Eq. (5). Parameters: $a=1.0$, $C=0.1\pi$, $\omega=2\pi$, and (a) $K=1.3\pi$ or (b) $K=2.2\pi$. Different colors on the plot of order parameter $R$ stand for the stable phase-locked state (black line), stable chimera (red line), and stable completely incoherent state (green line). Curves (a) and (b) consists of the stable parts of the curves in Figs. 3(a) and 3(b), respectively. “α” in (a) indicates coexistence of a stable chimera state and a stable completely incoherent state. “*” in (b) indicates coexistence of two different stable chimera states.

FIG. 7. (Color) Multiple-leaf structure of the solution of Eq. (19) for default parameters: $C/\omega=0.05$ and exponential stimulation profile with $a=1.0$. Starting from the completely synchronized state ($R=1$, $\Omega=\omega$) that solves Eq. (19) for $\tau=0, T, 2T, \ldots$, and continuing the solution into the directions marked with arrows [see (a) and (b)], we obtain different branches of the solution. In the violet region, the solution is a stable phase-locked state, whereas in the yellow region, it is a stable chimera state. At the right (left) edge of each leaf there is a slow (fast) chimera state. Green lines mark the boundary between the phase-locked solutions and the chimera states. Near this line the chimera state is a stable solution and loses its stability via a saddle-node bifurcation (black line) or via a torus bifurcation (red line).

FIG. 8. (Color) Domains in the control parameters plane with one (yellow) or two (orange) stable chimera states. The incoherent state is stable inside the regions marked by blue lines. Other colored lines denote different stability boundaries as explained in the caption of Fig. 7. Note that stable chimera states are not observed for $K=0$ in (a). But they are induced by any arbitrarily small positive stimulation strength $K$, provided the delay $\tau$ lies in the corresponding yellow domain. Parameters: exponential stimulation profile with $a=1.0$, and (a) $C/\omega=0$, (b) $C/\omega=0.05$, or (c) $C/\omega=0.1$. 

FIG. 9. Changed version of the parameter plane of Fig. 8, with $a=1.0$ and $C/\omega=0.05$. The red squares mark the parameter combinations of coexisting stable solutions (Fig. 10).
FIG. 9. (Color) Characteristics of (a)–(d) the stable slow chimera and (e)–(h) the stable fast chimera corresponding to the enlargement of the left third of Fig. 8(b): [(a) and (e)] order parameter $R$, [(b) and (f)] synchronization parameter $S$, [(c) and (g)] mean effective frequency of the oscillators $\omega_r$, and [(d) and (h)] dispersion of the effective frequencies $D_{\omega_r}$.

To study to which extent our results depend on the particular shape of the stimulation profile, we have compared Fig. 8(b) with the corresponding results for the linear stimulation profile

$$\rho(x) = -ax + \left(1 + \frac{a}{2}\right), \quad \text{with } 0 < a \leq 2, \quad (36)$$

and for the inverse stimulation profile

$$\rho(x) = \frac{a}{\tan^{-1}(1/a)} \frac{1}{a^2 + x^2}, \quad \text{with } a > 0. \quad (37)$$

We observe (see Fig. 11) that the bifurcation scenario presented above is robust with respect to variations of the shape of the decaying stimulation profile. However, the linear spatial decay results in the largest area of stable chimera states. Hence, the linear spatial decay seems to be the most suitable choice for a control setup.

FIG. 10. (Color) An enlargement of the left third of Fig. 8(b) illustrates the multistability of the system under study. See Fig. 8 for an explanation of the colored lines. In the blue region the completely incoherent state is stable. In the violet region, at least one stable coherent solution exists. Numbers indicate the number of stable chimera states in the corresponding subdomains.

B. Delayed stimulation without coupling

Remarkably, the bifurcation diagrams from Fig. 3 remain qualitatively the same even in the absence of global coupling, i.e., when $C=0$. This underlines that for the emergence of chimera states only the spatially modulated delayed feedback is crucial. The noncoupling case is also interesting from the theoretical point of view, since in this case Eq. (19) becomes significantly simpler and provides more explicit information, which can be used, for example, for an asymptotic analysis of Eq. (5). Indeed, if $C=0$, then Eq. (19) reads

$$\frac{1}{2} \int_{-1}^{1} H(g(x,R,\Omega)) dx = Re^{i\Omega\tau}, \quad (38)$$

where the definition of function $g$ is modified as follows:

$$g(x,R,\Omega) = \frac{\omega - \Omega}{RK\rho(x)}. \quad (39)$$

Since the stimulation profile $\rho(x)$ is assumed to be positive and strictly decreasing on $[0,1]$, the equation

$$|g(x_0,R,\Omega)| \leq 1 \quad (40)$$

has at most one solution $x_0$ belonging to this interval. Provided this solution exists, it defines the boundary between coherent and incoherent domains of the chimera state. More precisely, the coherent and incoherent domains are given by

FIG. 11. (Color) Domains in the control parameter plane with one (yellow) or two (orange) stable chimera states. See Fig. 8 for an explanation of the colored lines. Parameters: (a) linear [see Eq. (36)] or (b) inverse [see Eq. (37)] stimulation profile with $a=1.0$ and $C/\omega=0.05$. 066201-10
the inequalities \(|x| < x_0\) and \(x_0 < |x| \leq 1\), respectively.

Let us consider Eqs. (38) and (40) as a system. Taking into account definition (39), we represent this system in the equivalent form

\[
p(\pm \rho(x_0)) = \pm \int_0^1 H\left(\pm \frac{\pm \rho(x_0)}{\rho(x)}\right) dx = \frac{\omega - \Omega}{K} e^{\omega x} + \frac{\omega - \Omega}{K} e^{-\omega x} = \pm 1.
\]

Introducing the functions

\[
P(x_0) = \pm \int_0^1 H\left(\pm \frac{\pm \rho(x_0)}{\rho(x)}\right) dx \quad \text{and} \quad Q(x_0) = \arg\left[\rho(x_0)\int_0^1 H\left(\pm \frac{\rho(x_0)}{\rho(x)}\right) dx\right] \in [0, 2\pi),
\]

defined for all \(x_0 \in [0, 1]\), we obtain

\[
\frac{\omega - \Omega}{K} = P(x_0), \quad \Omega = Q(x_0).
\]

Now excluding \(\Omega\) from system (41), we finally have just one scalar equation

\[
[\omega - KP(x)] = Q(x_0).
\]

It is easy to see that every solution \(x_0 \in (0, 1)\) of Eq. (42) stands for a chimera state. The corresponding values of frequency \(\Omega\) and order parameter \(R\) can be found in Eqs. (41) and (40), respectively.

One can use these formulas to determine the characteristic boundaries in the control parameter plane. For example, the results of numerical simulations (see Figs. 3 and 4) imply that the boundaries between phase-locked and chimera states are given by

\[
g(1, R, \Omega) = \pm 1.
\]

Substituting this condition (i.e., \(x_0 = 1\)) in Eq. (42) we obtain such boundaries in the explicit form

\[
\tau = \frac{q + 2\pi m}{\omega - R^2 K\rho(1)} = \frac{q}{\omega - R^2 K\rho(1)}, \quad m = 0, 1, 2, \ldots,
\]

where

\[
R^2 = \int_0^1 H\left(\pm \frac{\rho(1)}{\rho(x)}\right) dx, \quad q = \arg\int_0^1 H\left(\pm \frac{\rho(1)}{\rho(x)}\right) dx.
\]

The upper and lower signs in formula (44) correspond to slow and fast chimeras, respectively. Remarkably, for slow chimeras, Eq. (44) implies that there exists a critical value

\[
K_{cr} = \frac{\omega}{R^2\rho(1)},
\]

such that for \(K > K_{cr}\) the existence of slow chimeras is not possible, while fast chimeras can be found for all positive values of \(K\). Note that a similar behavior is observed for \(C \neq 0\), too.

Concerning the curve at which stable and unstable chimeras disappear, one can find it as a critical line for Eq. (42). For this, one needs to consider Eq. (42) jointly with the degeneracy condition \(-\tau K' = Q'\) and exclude \(x_0\) from the obtained system. However, in this case, the results cannot be expressed in an explicit form similar to Eq. (44).

For \(C = 0\), one obtains also a simpler description of the stability region for the completely incoherent state. In particular, inequalities (34) and (35) now read

\[
\frac{4\pi m + \pi}{2\omega - K} < \tau < \frac{4\pi m + 3\pi}{2\omega + K}, \quad 0 < K < \frac{\omega}{2m + 1}.
\]

They define a sequence of triangle-like domains, with \(m = 0, 1, 2, \ldots\) [see Fig. 8(a)]. Taking into account the equivalence of the continuous formulation method from [53,55] and the method used in the present paper, it is not surprising that expression (45) provides the boundaries of the stability region for the completely incoherent state, which coincides with the analogous Eq. (4) in [33].

C. Conclusion

We have demonstrated that the chimera states as well as related coherent vs incoherent solutions in systems with nonhomogeneous coupling can be effectively analyzed with the approach recently proposed by Pikovsky and Rosenblum [44]. Applying this method to a system of globally coupled oscillators with spatially modulated delayed feedback, we obtained an approximate dynamical description of all typical synchronization phenomena occurring there. In particular, we found that the standing-wave solutions of the approximating equation correspond to the synchronized and partially synchronized (chimera states) solutions of the initial system. We have clarified the link between the chimera states from one side and the coherent and incoherent solutions from the other side, considering more accurately the stability of such solutions and bifurcation transitions between them. Finally, we obtained a series of analytical and numerical results revealing possibilities of the spatially modulated delayed feedback to generate the chimera states and control their form. In particular, we showed that the control is extremely effective, when the coupling strength is small compared to the natural frequencies of oscillators [that is a typical condition for phase reduction of Eq. (1)]. In this case, varying the parameters of the delayed feedback in an appropriate region of the parameter space (typically, \(\tau \sim T\) and \(K \sim \omega\), one can induce chimera states with different sizes of coherent vs incoherent domains or with different distributions of effective frequencies. For large stimulation or coupling strengths as well as for large delays, the spatially modulated delayed feedback also produces partially synchronized solutions. But in this case, the control generates the fast chimeras only, which are in a certain sense close to the phase-locked states.

In the present paper we have considered a simple mathematical model of coupled phase oscillators. But chimera states may be relevant in other physical and biological systems, too. A fundamental problem in neuroscience is feature binding [61]: How are, e.g., different features, which belong to a meaningful signal pattern, represented and coded by the brain? It has been suggested that the neurons which represent the single features join into one synchronized ensemble (of coincidentally firing neurons) in order to establish a represen-
tation of the pattern as a whole [61]. However, in the simple model we have considered here an input into an oscillatory network (i.e., the delayed feedback) may induce chimeras, where the synchronized regime and the desynchronized regime coexist and are mutually dependent. Hence, by exclusively focusing on synchronization we would have missed the superordinate organization of the whole process, the chimeras. In fact, the relationship between model parameters and external input is not adequately reflected by only considering the portion of synchronized oscillators. Rather all dynamical features of the chimeras states considered above (see, e.g., Fig. 9) have to be taken into account to characterize the “response” of the oscillator network to the external input (delayed feedback): which spatial part of the network gets synchronized and what is the frequency distribution? Accordingly, anatomically distributed and well-tuned mixtures of synchronization and incoherence might be an alternative and possibly more robust candidate mechanism for feature binding.
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Solving the discretized spectral problem (28), we obtain in this case the pseudocontinuous spectrum which is separated from the imaginary axis and lies completely in the LHP. However, we presume that for larger delays the behavior of the spectrum may be different. In particular, the pseudocontinuous spectrum may cross the imaginary axis, resulting in a Turing-like bifurcation scenario for chimera states. We plan to address this issue in a future study.

We recall that in our settings the chimera state is described as a standing-wave solution to system (12) and (13); therefore, we use here the term “torus bifurcation” to distinguish this bifurcation of a periodic orbit from the classical Hopf bifurcation of a fixed point. The latter also appears in our analysis, but for the completely incoherent state.

Note that the result of the dynamical simulation of the finite-size system (5) is not sensitive to the presence of a small amount of noise, provided we observe phase-locked states and chimera states only. However, the presence of noise is crucial if we want to resolve the stability properties of the completely incoherent state.