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Preface

The spring school “Functional Soft Matter” gives an introduction to and an overview of current research topics of soft matter systems with the emphasis on biological and technological functionality. Synthetic and biological polymers, polyelectrolytes, amphiphiles and colloids are the building blocks of many materials. The understanding of their structural and dynamical properties is important for the rational design of structures with pre-described functionality and is challenging due to the enormous complexity of these systems.

The goal of this spring school is not only to teach selected topics from soft matter science and biophysics to students and postdocs in physics, chemistry and biology, but also to establish the interdisciplinary connection between these fields. This includes, in particular, to introduce biologists and chemists to physical experimental methods and theoretical modelling, and to introduce physicists to the large variety of fascinating chemical and biological phenomena.

Introductory lectures present the basics of soft matter science and biophysics. These lectures are intended to establish a common level of basic interdisciplinary knowledge. Subsequent lectures treat more advanced topics within both disciplines and emphasize interdisciplinary aspects. In addition, experimental and computer simulation techniques are introduced and explained, and examples of applications are given.

Topics of the lectures include:

- **Materials**
  Colloidal and polymeric building blocks that are used to design functional materials have the unique property that interactions, enthalpic and entropic, can be tuned precisely, such that new structures with specific and optimized functionality can be engineered. Biomolecules like proteins, DNA and lipids are optimized by evolution and form the building blocks for complex structures with a versatile biological functionality.

- **Theory & Simulations**
  The structure and dynamics of soft matter systems is most commonly described within the framework of classical statistical mechanics, by continuum hydrodynamics and by using scaling theory. Basic lectures present these theoretical approaches. Many phenomena, however, are too complex to obtain quantitative information from analytical theories. Therefore one has to rely on numerical techniques of which molecular dynamics-, Monte Carlo-, and mesoscale hydrodynamics-, simulations are important examples discussed here.

- **Experimental Methods**
  The study of soft matter systems is particularly challenging since very often the microscopic building blocks are inherently complex and the relevant length and time scales in these systems span many orders in magnitude. Success requires a combined effort of preparative techniques (synthesis), the elucidation of structural and dynamical properties by scattering, microscopy, rheology and single molecule techniques.

- **Interfaces**
  In many soft matter systems, interfaces are of major importance because the area per volume is unusually large. The school covers materials, which show a spontaneous development of interfaces such as microemulsions and cell membranes as well as situations where interfaces are created artificially in nanocomposites or nanoconfinement.
- **Biomatter**
   Investigating the structure-property relations in biomatter is a key-tool for understanding diseases and their treatment. Therefore the school aims to provide a deeper knowledge about proteins and their properties. Advanced lectures provide information about proteins that are embedded in membranes or adsorbed on tissues. Emphasis is given on their ability to form complex 3-D structures, which rules their extraordinary dynamical behavior and their specific inter-domain dynamics. As a most prominent medical example a lecture on recent developments concerning Alzheimer’s disease is presented.

- **External Fields and Active Matter**
   Many systems, in technological applications and in living organisms, are far from equilibrium. Systems can be brought out of equilibrium by external stimuli, or can be far from equilibrium due to intrinsic properties like internal activity. Therefore, a series of lectures is provided which encompass the action of external fields on matter, to name a few: flow, pressure, electric field and temperature. In addition, intrinsically non-equilibrium systems like active swimmers and active gels will be addressed.

- **Future Technologies**
   Functional soft matter bears a large potential for technological applications. Many of these are related to the grand challenges of the 21st century: Polymers are used as membranes in batteries and fuel cells. Bioelectronic devices are new tools for the treatment of diseases. This section also covers novel materials as polymers with tailored architecture and self-healing materials.

This school could not take place without the help and dedication of many colleagues. We would like to express our thanks to all of them for the effort and enthusiasm which they have put into the preparation and presentation of their lectures and manuscripts. Without the participation of all these colleagues, the program would not be as interesting, versatile, and attractive.


In particular, these colleagues are:

Dr. Thorsten Auth, Prof. Arnd Baumann, Dr. Ralf Biehl, Dr. Jens Elgeti, Prof. Christian Fahlke, Dr. Dmitry Fedosov, Prof. Jörg Fitter, Dr. Henrich Frielingshaus, Dr. Olaf Holderer, Dr. Kyong Kang, Dr. Peter Lang, Prof. Werner Lehner, Prof. Pavlik Lettinga, Prof. Rudi Merkel, Prof. Andreas Offenhäuser, Dr. Wim Pyckhout-Hintzen, Dr. Marisol Ripoll, Dr. Gerald Schneider, Prof. Gunnar Schröder, Prof. Birgit Strodel, Dr. Simone Wiegand, and Prof. Roland G. Winkler.

We are very glad that several colleagues from universities and research laboratories have agreed to contribute to the program of the school:

<table>
<thead>
<tr>
<th>Professor</th>
<th>Institution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prof. Dario Anselmetti</td>
<td>Faculty of Physics, Experimental Biophysics and Applied Nanoscience, Bielefeld University</td>
</tr>
<tr>
<td>Prof. Gijsje Koenderink</td>
<td>Systems Biophysics Department, FOM Institute AMOLF, Amsterdam</td>
</tr>
<tr>
<td>Prof. Martin Möller</td>
<td>DWI Leibniz-Institut für Interaktive Materialien, Aachen</td>
</tr>
<tr>
<td>Prof. Walter Richtering</td>
<td>Institute of Physical Chemistry, RWTH Aachen</td>
</tr>
<tr>
<td>Prof. Evelyne van Ruymbek</td>
<td>Bio and Soft matter, IMCN, Université Catholique de Louvain</td>
</tr>
<tr>
<td>Prof. Annette Schmidt</td>
<td>Chemistry Department, Universität zu Köln</td>
</tr>
</tbody>
</table>
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1 Introduction

1.1 Building Blocks and Systems

The common feature of what is referred to as “Soft Matter” is that these systems contain entities that are much larger than the typical size of simple molecules. There are a variety of different types of soft matter systems, depending on the type of this “large entity”.

Probably the simplest example are the classical colloidal systems consisting of small solid, spherical and rod-like particles (the “colloidal particles”) of inorganic material, such as gold particles (about \(1 – 10\) nm), silica particles (about \(10 – 1000\) nm in radius), which can be considered as small “sand particles”, and aluminum-oxide rods (with a length of about \(50 – 500\) nm).

The second large class of Soft Matter systems are polymeric systems. These macromolecules consist of long chains of identical monomers, which are covalently linked by a carbon backbone. The large variety of polymer materials arises in part because of many possible types of side groups. Many polymers are linear, but there are also branched polymers, block copolymers consisting polymers of different chemical structure linked together, star polymers, etc.

Many Soft Matter systems are self-assembled systems. The classical example is mixtures of surfactant molecules with oil and/or water. Surfactant molecules assemble at the oil-water interface, because they consist of a hydrophobic and a hydrophilic part. Self-assembly of amphiphilic molecules can lead to large structures like spherical micelles, an aggregate of surfactant molecules with a diameter of a few nm’s, and microemulsion droplets, consisting of an oil droplet with a surfactant monolayer at its surface with a diameter of up to a few ten’s of nm’s.

Another common feature of soft matter systems is that the macromolecules and aggregates are embedded in a solvent – most of the time water. These soft matter systems are therefore also referred to as “complex fluids”. This implies that the dynamical behavior is often strongly affected by the solvent hydrodynamics. There are exceptions, like polymer melts, which do not contain solvent but are still fall within the class of soft matter.

There is an abundance of macromolecules that play an essential role in living matter. DNA is a helical macromolecule that consists of paired nucleic acids, and carries the genetic information. Depending on genetics, many different types of proteins are synthesized within the cell, which are necessary for the functioning of the cell. Proteins themselves are macromolecules consisting of a linear covalent attachment of about 20 types of different amino acids. The order of these amino acids defines the protein. The linear amino-acid chain folds in a way that makes the proteins functional for its special task within the cell. Proteins can also assemble in larger fibrillar structures, and form networks that are necessary for directed transport by molecular motors and which are important for cell motility and cell division. Amphiphilic molecules (lipids) assembly to membranes, which form the outer part of a cell, as well as membranes within the cell for various purposes. Within cellular membranes, various proteins reside, which, in cooperation with proteins in solution, regulate for example the transport of ions through the outer membrane of a cell. All of these macromolecular “living systems” constitute very complex soft-matter systems, with very complicated, specific inter-macromolecular interactions.

There are nowadays several directions in which soft-matter science is developing:

(i) Due to the macromolecular nature of living matter, part of soft-matter science is developing towards biophysics, where complex biomimetic and biological systems are studied.
(ii) The behavior of mixtures consisting of several different types of soft-matter systems (like colloids and polymers, or colloids and liquid crystalline materials) is very rich due to the complex interactions and the many parameters that can be tuned. This offers the possibility to obtain many new material properties.

(iii) Soft-matter systems respond quite sensitively to external fields, and are thus easily taken far away from equilibrium. The response to external fields and non-equilibrium phenomena can thus be studied relatively easily, but also be exploited in structure formation, for example in the directed self-assembly of nano-structured materials.

(iv) By a combination of such properties, functional Soft-Matter systems and smart materials can be constructed, which includes responsive and adaptive materials, self-healing and self-cleaning materials, and materials for energy applications. Composite smart materials are therefore interesting with many possible technological applications.

1.2 Why is Soft Matter “Soft”

Why are these systems that contain large entities called “soft”? The reason for this is as follows. Let us compare the energy that is needed to deform the surface of a common molecular crystal (like sodium chloride) and of a crystal of giant spherical “molecules” with a size of, say, 1 micron. The size of ordinary molecules is typically one Angstrom, which is a factor of $10^4$ smaller than the colloidal spheres. Suppose that a cube with faces of length $L$ is deformed by means of a small external shearing force $F$, as depicted in Fig. 1. The shear modulus $\mu$ of the crystal relates the displacement $\Delta L$ to the force as,

$$\frac{F}{L^2} = \mu \frac{\Delta L}{L}$$

Thus, the shear modulus has the dimension energy/(length)$^3$. The energy scale is here the typical interaction energy of neighboring molecules, which is on the order of the thermal energy $k_B T = (1/40)eV$ for not too low temperatures. The length scale is proportional to the lattice constant, since this is the only characteristic length scale in a crystal. This simple estimate indicates that the shear modulus of a colloidal crystal is about 12 (!) orders of magnitude
smaller than that of a usual crystal. This result indeed reproduces experimentally observed values quite well. Therefore, colloidal crystals are much more easier to deform, that is, they are extremely soft and can be destroyed by mechanical means very easily. This is the consequence of the fact that the colloids are so much larger as compared to simple molecules.

### 1.3 A Guide to some Recent Literature

Several books, which cover different areas of soft matter and cellular biophysics, have been published in recent years. A (necessarily incomplete) list is:

- **Colloids:**
  - Russel (1987,1989) [1,2], van de Ven (1989) [3], Hunter (1989) [4], and Dhont (1996) [5].

- **Polymers:**

- **Amphiphilic Systems and Membranes:**

- **General Soft Matter:**

- **Cell Biophysics:**

### 2 Soft Matter

The “classical” *soft matter* systems, which have already been studied since the beginning of the 20th century are dispersion colloids, amphiphilic systems and polymers. We will briefly introduce these systems here.

#### 2.1 Dispersion Colloids

As mentioned above, the size of a colloidal particle is by definition much larger than the size of solvent molecules (about 0.1 nm). An upper bound for the size of colloidal particles is set by the requirement that they exhibit vivid thermal motion. This thermal motion is also referred to as “Brownian motion”, named after the English Botanist who observed this motion for pollen
grains in 1827. Thermal motion of colloidal particles becomes weaker as they become larger, since the forces that solvent molecules exert on the surface of the colloidal particle tend to average out. This limits the largest size of colloidal particles to about $10^{-20}$ micron. Hence, colloidal systems can be regarded as solutions of very large, thermally active molecules. Such solutions are commonly referred to as *dispersions* or *suspensions*. Colloidal systems thus exhibit phase transitions which can be described on the basis of thermodynamics and statistical physics. Phase transitions (like crystallization, gas-liquid phase separation and formation of nematics and smectics) and critical phenomena (like critical slowing down of diffusion and critical opalescence) are amongst the phenomena that colloidal systems have in common with molecular systems. Colloids can thus be used to study fundamental questions which are also relevant for molecular systems. Due to their large size and slow dynamics, the experimental study of colloids is usually much simpler than for molecular systems (for example, instead of X-ray or neutron scattering, light-scattering and microscopy can be used in many cases, and times that are involved are in the second range, instead of the microsecond or even picosecond range).

The lower limit of approximately 1 nm on the size of a colloidal particle assures that the fluid in which the colloidal particles are embedded can be treated as a structureless continuum. Since the typical size of a solvent molecule is 1 Angstrom, the colloidal particle can be regarded as a macroscopic object on the solvent length scale (an exception on this would be a solvent that itself is close to its critical point). Interactions between colloidal particles and solvent molecules can thus be treated on the basis of the Navier-Stokes equation for the solvent. Moreover, relaxation times of degrees of freedom of the solvent molecules are much smaller than those for the colloidal particles. Dynamics and non-equilibrium phenomena can thus be described by equations of motion in which the degrees of freedom of the solvent molecules are integrated out. Both for the structure and dynamics, a colloidal system of identical colloidal particles can thus be regarded as an effective one-component system. The solvent just acts as a “thermal motor” that drives the motion of the colloidal particles.

![Fig. 2: Three possible pair-interaction potentials $V(r)$, where $r$ is the distance between the centers of two spherical colloids. (a) A hard-core interaction potential, where the core of the colloidal sphere is coated with short polymers chains and the solvent is a good solvent for the coat polymer. (b) A short-ranged attractive potential on top of the hard-core potential, which is achieved when the core is coated with polymers and the solvent is a bad solvent for the coat polymer. (c) Like-charged colloids repel each other, and the range of the repulsive potential can be varied through variation of the salt concentration.](image-url)
The interest in colloidal systems goes well beyond the above mentioned possibility to gain insight in fundamental questions that also apply to molecular systems. Colloidal systems have their own specific properties that have no counterpart in molecular systems. There are two reasons why colloids exhibit specific phenomena not found in molecular systems: (i) the various kinds of interaction potentials that can exist between the colloidal particles which do not exist for molecules, and (ii) the slow dynamics of the colloidal particles, giving rise to non-equilibrium phenomena that are not found in molecular systems.

**Fig. 3:** (a) A fd-virus particle has the shape of a long, semi-flexible rod. It has a diameter of about 6 nm, a length of 880 nm, and persistence length of about 2.2 μm. (b) Nematic “tactoids” (the bright regions) of fd-virus particles floating in an isotropic fd-virus solution (the blue region). The tactoids are about 50 μm long. Picture courtesy of K. Kang (FZ Jülich).

The interaction potential between molecules is set by their electronic structure. The interaction potential between colloidal particles, however, can almost be chosen at will, ranging from purely long-ranged repulsive to very short-ranged attractive. The potential can be tuned in a number of ways. First of all, the surface of a colloidal particle can be covered by short or long polymer chains or charged groups. When the solvent is a good solvent for the polymers attached to the surface, and the polymer chains are very short in comparison to the size of the core of the particle, the interaction potential is essentially a so-called hard-core potential: the interaction potential is infinite when the inter-particle separation is smaller than the size of the core and zero otherwise (see Fig. 2a). When, on the other hand the solvent is a bad solvent for the polymer, the interaction potential has a very short-ranged attractive part, on top of the hard-core repulsion (see Fig. 2b). Such a systems exhibits gas-liquid phase separation and it can form a gel where the colloid particles “freeze” into a long-lived, non-equilibrium state. The existence of a gel-state is an example of a state which is not found for the usual molecular systems.

In the good solvent case, one can experimentally study nucleation and crystal growth kinetics for a model hard-core system, while for the poor solvent case one can study gas-liquid phase separation kinetics and gel formation. Secondly, one can change the potential by external means. For example, the quality of the solvent for the polymer attached onto the surface of a colloidal particle can be changed by changing temperature: the depth of the attractive part in Fig. 2b the potential is then changed. One could also change the refractive index of the solvent,
thereby changing the strength of the always present van der Waals attractions between the cores of the colloidal particles. When the surface of the colloidal particles is charged, one can change the range of the repulsion by adding or removing salt from the solvent (see Fig. 2c). Another possible way to manipulate both the range and strength of a predominantly attractive potential is to add free polymer to the solvent. So-called “depletion attractions” between the colloidal particles are now induced. The range of attraction is set by the size of the polymers while the interaction strength is set by the number concentration of polymers. In this way one can chose an interaction potential depending on the kind of phenomena one wishes to study, or find new kinds of phenomena on changing the potential. The above not only holds for spherical colloidal particles, but also for non-spherical particles. Non-spherical colloidal particles that are commonly used are bio-polymers (like fd-virus (see Fig. 3a), tobacco mosaic virus (TMV) and DNA fragments) or inorganic particles. Rigid rod-like colloids exhibit an isotropic-nematic phase transition. In Fig. 3b an example of coexistence of droplets containing a nematic of fd-virus particles and an isotropic phase is shown.

The very slow dynamics of colloids gives rise to non-equilibrium phenomena that are not found in molecular systems. The micro-structural arrangement of colloidal particles relaxes typically in a time range of seconds. This results, for example, in a non-linear response of colloidal systems to a shear-field. For molecular systems such a non-linear response would occur only at unrealistically high shear-rates and frequencies. A practical application of this kind of non-linear behavior of colloids is paint. At high shear rates the viscosity of paints should be small, so that one can easily bring paint onto the wall; after that, the paint should stay on the wall and not simply slide off the wall under gravity. Hence, at low shear rates the viscosity of paint should be large. Such complex fluids are called “shear-thinning”.

2.2 Self-Assembling Amphiphilic Systems

Amphiphilic molecules consist of a hydrophilic, “water-loving” part and a hydrophobic “water-hating” part, see Fig. 4. The hydrophobic part typically consists of one or two hydrocarbon chains. The hydrophilic part is a polar group in the case of non-ionic amphiphiles, and a ionizable group, which dissociates in water, in the case of ionic amphiphiles — such as the molecule shown in Fig. 4. Amphiphilic molecules therefore prefer to sit at the interface between hydrophilic and hydrophobic solvents. Their name derives from the Greek word “amphiphile”, which means “loving both”. These molecules are also often called “surfactants”, for surface active substance, since they assemble at surfaces and reduce the surface tension.

![Fig. 4: Sodium dodecyl sulfonate (SDS) is an typical example of an ionic amphiphile. The dissociable headgroup (right) is linked to one hydrocarbon chain (left).](image)

Structure formation in amphiphilic systems occurs by supramolecular aggregation. The dominant driving force is here the hydrophobic effect, which makes mixtures of polar and apolar molecules highly unfavorable. The underlying physical mechanism is not very well understood,
Fig. 5: Amphiphilic molecules self-assemble into complex aggregates due to the hydrophobic effect. In mixtures with oil and water, they form monolayers at the water-oil interface. In mixtures with water, they form bilayers.

but is most likely due to the perturbation of the network of hydrogen bonds in polar solvents like water by an apolar solute particle. This effect is responsible for oil and water not to be miscible at ambient temperatures. Amphiphilic molecules preferentially adsorb at the oil-water interface, because in this way both parts of the molecule can be in their favorable environments. The adsorption of surfactants reduces the tension of the oil-water interface, because at the location of the amphiphilic molecule, the unfavorable direct contact between oil and water can be avoided. The interfacial tension decreases with increasing surfactant concentration, until a state is reached in which the amphiphilic molecules are so densely packed that no space is available for more molecules to squeeze in (compare Fig. 5). This state has been called by Schulman a saturated monolayer [43]. The interfacial tension is extremely low in this case, or vanishes completely, so that new phases become possible, in which oil and water are mixed on a mesoscopic length scale, typically $1 \sim 100 \text{ nm}$. Such phases are called lyotropic phases or microemulsions. A schematic phase diagram is shown in Fig. 6. As can be seen, a whole variety of structures can be formed, ranging from spherical entities to cylinders, sheets and bi-continuous structures. In binary mixtures of water and amphiphile, no oil-water interface exists for the surfactants to assemble. Therefore, they form spherical aggregates in this case, called micelles, or bilayers (compare Fig. 5). Thus the amphiphilic molecules form in this case a favorable environment for themselves, by sticking their hydrocarbon tails together and exposing only the polar headgroups to the water. Amphiphilic bilayers are the basic building block of all biological membranes, as will be discussed in more detail in Sec. 3 below.

2.3 Polymers

In the simplest case, polymers are long, linear chain molecules, which are built from a repeat unit, called a monomer. Such polymers are linear homopolymers. Many properties of polymers can be custom-tailored by the use of different monomers in the polymerization process, or by a variation of the polymer architecture which can be linear, star-shaped, H-shaped, like a bottlebrush, etc.
The individual monomers or building blocks are bound together by covalent bonds. This usually does not restrict rotations around the bond axis, so that such rotations are still possible. Therefore, long chains have a very large number of internal degrees of freedom, which lead to an enormous number of spatial conformations of all the monomers. The entropy of such a chain is directly related to the vast number of conformations, and is therefore also large. The free energy of a chain molecule is therefore not only determined by the internal interaction potentials, but to the same extent by the chain entropy. On distances, which are large compared to the size of a monomer, the chemical structure of the building block plays only a minor role, and the properties of the chain are mainly determined by the statistical mechanics of the chain, i.e. essentially by the chain entropy.

The central limit theorem, also called the law of large numbers, states that the most probable spatial conformation of a large number of monomers is governed by Gaussian statistics. When external forces act on such a chain, it is stretched out and thereby looses part of its entropy, which thus favors a return to the most probable, coiled-chain conformation. This is equivalent to an entropic force, which is responsible for rubber elasticity.

Many properties of polymers are a direct consequence of the law of large numbers and the laws of statistics, and are therefore universal valid. For a polymer chain, which is in a coil conformation (compare Fig. 7), the radius of gyration $R_g$ or the average end-to-end distance $R_e$ depend, for example, on the number $N$ of monomers in the form of a power law,

$$R_e \sim N^\nu.$$  \hspace{1cm} (2)

For Gaussian chain statistics, the exponent is $\nu = 1/2$. The entropic nature of rubber elasticity...
2.4 Soft Matter Unification

As already mentioned in subsection 1.1, in the last 10-20 years, the previously largely independent research fields of colloids, membranes, microemulsions and polymers have been integrated in the new research field soft matter. It has been realized that many phenomena in these sys-
tems have the same underlying physical mechanisms, so that similar effects do not have to be discovered and understood anew in each subfield. May be even more importantly, it has been recognized that combinations of these classical systems, like for example polymers and colloids, exhibit new properties which are not found in each of the systems separately.

Two aspects are particularly important:

**Macromolecular Toolbox** — For many of the recently studied systems is it very difficult to classify them into one of the classical categories. As rod-like colloids become longer and longer, their flexibility becomes increasingly important. As soon as their length exceeds the persistence length, they behave as a semi-flexible polymer, and even longer ones as flexible polymers. As an example, consider the fd-virus of Fig. 3. Is it more appropriate to call it a colloidal particle or a semi-flexible polymer? Similarly, amphiphilic properties can be varied gradually. Amphiphilic molecules can be short, such as the classical surfactants, or very long, such as amphiphilic block copolymers. Also, it is nowadays possible to synthesize so-called spherical colloidal Janus particles, where the two faces of a colloidal sphere can be made hydrophilic and hydrophobic (in Roman mythology Janus is the god of change and transition. He is often portrayed with two faces looking in opposite directions). These examples show that the macromolecular construction kit has grown beyond its original classification, and that there is now a large variety of molecules and building blocks available, as shown schematically in the “magic triangle” in Fig. 8.

As another example consider F-actin and worm-like micelles. F-actin (filamentous actin) is a very long and stiff object. It can not be classified as a classical colloidal rod-like particle, however, since it changes its length through polymerization. The polymerization process is at the origin of the force that networks of F-actin exert on cell membranes which in turn leads to motion of the cell. Similarly, worm-like micelles can break and reform, which is especially important when they are subjected to shear flow. The flow behavior of these system is to a large extent determined by scission and recombination kinetics of these elongated surfactant aggregates. The polymerization process and scission and recombination of worms are additional complications that are absent in classical systems of colloidal rods.

**Universality** — Many phenomena of soft matter are independent of the chemical structure of the molecular building blocks. A simple example are polymers. As discussed in Sec. 2.3, when the chains are long enough, the average end-to-end distance as well as other polymer properties are found to depend on the monomer number by a power law, with an the exponent $\nu$, which has the same value for all polymers of the same topology and the same class of interactions, independent of the chemical architecture of the monomers. Similar relations can be found for membranes and colloids, where also many effects are independent of the chemistry of surfactants or colloidal particles.

The reason for the universality is again the large characteristic length scale of soft matter systems, which implies that a very large number of atoms or atom clusters have to cooperate to make things happen. In the simple case of a linear polymer chain without self-avoidance, the law of large numbers implies $\nu = 1/2$. When self-avoidance is taken into account, cooperativity effects become even stronger, and the exponent increases to $\nu = 0.6$. Therefore, from a theoretical point of view, soft matter physics is the domain of Statistical Mechanics, which provides the framework in which cooperative phenomena can be understood.

As already mentioned above, there is also a universality among the different classes of materials. As an example, consider a mixture of two homopolymers $A$ and $B$ (i.e. polymers made of a single type of monomer) with a so-called $A$-$B$ diblock copolymer, in which two different
Fig. 8: The “magic triangle” of soft matter, which shows that the classical fields of colloids, polymers and amphiphilic systems have merged into one. The aspect ratio (length/width) increases in the vertical direction, the amphiphilicity in the horizontal direction. From Ref. [45].
homopolymers are linked together chemically to form a single, correspondingly longer chain. If the two A- and B-polymers are immiscible, which is often the case, then a mixture can be achieved by addition of small amounts of diblock copolymers. Thus, block copolymers play a very similar role in this case as amphiphilic molecules do in mixtures with oil and water. A second example is the viscosity of dilute polymer solutions. The dependence of the viscosity on the polymer concentration is exactly the same as in a dilute colloidal suspension. Thus, in the dilute regime, polymers behave like hard spheres. Finally, the worm-like micelles mentioned above, which can be so long that they exceed their persistence length many times and then behave as “living polymers”, i.e. in many respects they behave as polymers, but they have the additional dynamical property of fission of long micelles into shorter ones, and vice versa the fusion of short micelles into longer ones.

3 Biological Matter

Macromolecules are the building blocks of biological cells. DNA is a linear polymer, which in its sequence of nucleic acids stores the genetic information. There is a complex machinery in the cell which transforms this information into amino-acid sequences, which constitute functional units – the proteins. There is large variety of proteins in the cell, each of which performs a specific task. Some proteins assemble into long filaments, like actin filaments and microtubules. Another type of self-assembly occurs for lipid molecules, which due to their amphiphilic character form bilayer membranes. These membranes form the outer envelope of the cell – the plasma membrane – and are present in the interior of the cell to form compartments. A special class of proteins are membrane proteins, which play an important role to regulate transport through the membrane.

3.1 DNA

The most well-known and important polymer in living systems is certainly the carrier of the genetic information, desoxyribonucleic acid (DNA), see Fig. 9. It consists of a sequence of four monomers, the nucleotides adenine, thymine, guanine and cytosine, which in pairs form the famous double helix. Three subsequent bases encode for one amino acid. The genetic code specifies 20 standard amino acids.

In eukaryotic cells, DNA is tightly packed in the form of chromosomes within the nucleus [38, 41]: the linear length of stretched DNA within a chromosome is typically of the order of centimeters, and is contained within the volume of the nucleus which has a diameter of a few microns. Such a tight packing is possible through the interactions of DNA with so-called chromatin-proteins. It is still a matter of debate how the mechanism of tight packing functions. In prokaryotic cells, DNA is present as circular molecules, which are super-coiled through interactions with enzymes. These helical super-coiled DNA’s float freely in the cell’s plasma. It is thus clear that DNA only functions with the help of complex interactions with several types of proteins. This is the case for almost all processes in living matter: many different types of molecules work together to maintain life.
Fig. 9: Structure of biopolymers. Left: DNA is a double-stranded helix. Right: Microtubules are assembled from dimers of α and β tubulin; 13 protofilaments from a hollow tube.

3.2 Proteins

Proteins were first described by the Dutch chemist Gerhardus Johannes Mulder and named by the Swedish chemist Jöns Jakob Berzelius in 1838. Proteins (also known as polypeptides) are linear chains of amino acids, which fold into a globular or fibrous form. The amino acids are covalently connected by peptide bonds. Proteins are formed from a “library” of 20 standard amino acids.

The content and sequential order of amino acids define the “primary structure” of a protein. One of the most distinguishing features of polypeptides is their ability to fold into a globular state. This folding occurs on two hierarchical levels. The “secondary structure” consists of α-helices, pieces of the chain which form tight staircase-like cylindrical units, and β-sheets, which form ribbon-like units. One of the important forces that stabilizes the secondary structure are hydrogen bonds between the amino acids. These elements then order into a three-dimensional arrangement, which defines the “tertiary structure”. The function of a protein strongly relies on the correct tertiary structure. Two examples of proteins with high content of α-helices and β-sheets are shown in Fig. 10.

The extent to which proteins fold into a defined structure varies widely. Some proteins fold into a highly rigid structure with small fluctuations and are therefore considered to be single structure. Other proteins undergo large rearrangements from one conformation to another. Not all proteins require a folding process in order to function.

3.3 Biopolymer Filaments and Networks

An important biopolymer is actin, one of the three major components of the cytoskeleton; it participates in many important cellular functions, including muscle contraction, cell motility, cell division and cytokinesis, vesicle and organelle movement, cell signaling, and the establishment
Aquaporin 1 is a member of the Aquaporin family. It was first discovered in red blood cells. In 2003, Peter Agre was awarded the Nobel prize for discovering this “water channel”. This channel is used for rapid transportation of water across the cell membrane. It is very specific and only allows passage of water molecules, but is impermeable to hydrogen ions. Note the large content of $\alpha$-helices. From Ref. [46].

and maintenance of cell junctions and cell shape.

A second component of the cytoskeleton are microtubules, which are responsible for the transport of vesicles within the cell; also, during cell division, microtubules are involved in the process of the separation of the chromosomes. The structure of microtubules consists of a hollow tube of dimers of the protein subunits $\alpha$ and $\beta$ tubulin, which are arranged in protofilaments, see Fig. 9.

An important aspect of biopolymers are their mechanical properties, which can be characterized by the persistence length, i.e. the length below which a polymer behaves essentially like a stiff rod, whereas it behaves like a random coil on larger scales. The persistence lengths of DNA, actin and microtubules are $50 \text{ nm}$, $10 - 20 \text{ pm}$ and about $1 \text{ mm}$, respectively. These numbers can be connected to their functions and location in the cell. Very long DNA strands have to be curled up in the cell nucleus, which is only a few $\mu\text{m}$ in diameter (the total length of a single DNA strand in the human genome is $1.8 \text{ m}$); DNA therefore has to be very flexible. On the other hand, microtubules have to be very stiff, because they are the “highways” for vesicle transport; their persistence length therefore exceeds the cell diameter.

In contrast to synthetic polymers, biopolymers are often not permanently, “passively” polymerized. Instead, they are dynamic states of an active polymerization process, which proceeds with different rates at the two ends of the polar filaments. Both actin and microtubules belong to this class of “tread-milling” filaments.
3.4 Membranes

The main component of a cell membrane are lipids, amphiphilic molecules with two hydrocarbon tails (see Fig. 11), which form bilayers in water. This was first shown experimentally by Gorter and Grendel (1925). They first extracted lipid molecules from the plasma membrane of red blood cells. By pouring the lipids onto a water surface, and comparing the area of the resulting patch with the surface area of the original cell surfaces, they concluded that the cell membrane consists of a lipid bilayer. Later it turned out that their arguments contained several errors, they had for example underestimated the size of the original cell surface. However, these errors canceled out each other to a large extent, so that their conclusion was nevertheless correct. Nowadays, it is well established that the major component of the cell membrane consists of a lipid bilayer. Within cell membranes there are usually a variety of other molecules embedded (an artistic impression is given in Fig. 12). The macromolecules and macromolecular complexes that are embedded in the membrane regulate exchange of matter with its surroundings. For example, ion channels are complexes which regulate exchange of specific ions.

![Fig. 11: Phosphatidyl-choline (PC) is a typical example of a membrane lipid. The polar head (left) is connected to two hydrocarbon tails (right).](image)

For the same reason as sketched above for colloidal crystals, membranes consisting of (bio-)polymers are quite easily deformable. A typical example of a such a biological membrane is the “skin” of a red blood-cell, see Fig. 13, the size of which is in the few micrometer range. Due to the flexibility of the membrane, a red blood cell can penetrate through openings with a size four times smaller than its own size. In addition, they are easily deformed by solvent flow, which is important for blood flow in microvessels. An example of blood-cell deformation in flow is shown in Fig. 13. The figure also shows the flow-induced interaction of red blood cells with other particles in the blood stream, for example with drug carriers or platelets.

Biological membranes have a very complicated structure. Fundamental insight in properties of membranes must thus be obtained through the study of more simple “physical” membranes.

4 Functional Soft Matter

Since the times when W. H. Carothers produced the first nylon polymers (1931) and K. Ziegler and G. Natta discovered catalyst systems, which polymerize polyethylene at room temperature and ambient pressure (1953) – opening the way for the industrial production of commodity
polymers, the amount of polymers produced per year has grown very rapidly and now reaches about 1 billion ($10^9$) tons. Of course, all the polymer materials produced are "functional" in the sense that they are useful in our daily lives – like plastic bags, back-packs, rain gear, blankets, plastic bowls, and auto parts. However, when we are talking about "functional soft matter", or somewhat synonymously "smart materials", then we mean much more advanced materials. Such functional matter includes, for example, responsive and adaptive materials, self-healing and self-cleaning materials, and materials for energy conversion.

### 4.1 Responsive and Adaptive Materials

There is an abundance of applications of different kinds of soft functional materials based on their response to changing environmental conditions ("adaptive materials") and to external stimuli ("responsive materials"). These materials find their applications in drug delivery, tissue engineering, diagnostics, bio-electronics, optical systems, biosensors, mechanical systems, coatings and textiles.

Colloidal and polymeric materials can, for example, regulate transport of ions and molecules, they can change binding conditions and adhesion of various molecular species depending on environmental conditions, and they can generate optical and electrical signals due to chemical stimuli. As an example of changing binding conditions, Pickering emulsification (i.e. emulsification with colloidal particles instead of surfactants) can stabilize oil-in-water droplets, which can be easily de-stabilized by additives. In such a way, crude oil can be separated in oil and a water phase, the latter of which contains the Pickering nano-particles that can subsequently be re-used. An example of response to an external field can be found in the fluids of shock absorbers, where magnetic beads form strings under the action of a magnetic field, which enhanced the viscosity of the suspension, and hence serves as a strong increase in friction.
Fig. 13: Margination of Drug Carriers in Microchannel Flows. Red blood cells (erythrocytes) have a characteristic, biconcave disk shape (discocyte) at rest, and are strongly deformed by flow. Carriers interact with the red blood cells and can thereby be pushed toward the wall. The carriers are colored according to their radial position \( r \), as indicated, which demonstrates their strong margination. From Ref. [48].

(magneto-rheological fluids). Another example concerns targeted drug delivery with a high spatial and temporal resolution, which can be achieved with light-responsive materials, which either degrade or dissociate upon irradiation.

4.2 DNA-based Materials – DNA Origami

DNA can be used to construct a large variety of macromolecules with complex architecture, due to the simple “click chemistry” (or “Watson-Crick binding”) involved in matching of DNA base-pairs [49]. The DNA-based click chemistry opens the way to engineer macromolecular shapes that would not be feasible with purely synthetic materials. These DNA-based macromolecules are commonly referred to DNA-origami. The simplest of such macromolecules are, for example, two rods linked together with a flexible spacer, where the two rod-like ends consist of double-stranded DNA, while the middle part is unmatched, or a Y-shaped geometry based on the same principle with either a flexible part between the three legs (see the upper panel in Fig. 14(a)), or a stiff connection leading to a planar structure (see Fig. 14(b)). Much more complex origamis based on base-pair click chemistry can be constructed. The folding of a very long backbone DNA strand enables the construction of large, two-dimensional scaffolds [50], an example of which is given in Fig. 14(c). The folding pathway is tuned by short single-stranded DNA molecules that are attached to the long DNA backbone at appropriate positions. In addition, DNA origami can be used in combination with synthetic molecules (colloids and polymers), where the synthetic components can be functionalized. For example, the three legs of the Y-shaped DNA origami in Fig. 14(a,b) can be functionalized with an apolar polymer, so that these macromolecules will be surface active (see the lower panels in Fig. 14(a,b)). Such DNA origamis can be used for surface patterning purposes. Further applications include the
engineering of drug capsules, for example through the construction of artificial virus particles or the construction of DNA tubes, the design of functional materials through self-assembly of DNA-synthetic hybrids, and designing nano-electronic circuitry and plasmonic devices using DNA-origami scaffolds.

4.3 Self-Healing Materials

Self-healing polymers can respond to a traumatic mechanical event (cut, fracture, or strong deformation) to restore the original material and its properties. A variety of architectures have been explored for these materials, from reversible Diels-Alder reactions (formation of covalent $C\rightarrow C$ bonds) to encapsulation methods. Often these architectures share the problem that the temperature required for the recovery is quite high (around 100 degrees Celsius).

Alternatively there are supramolecular materials, which are naturally self-healing as they are constituted of reversible non-covalent bonds; however, these suffer from low mechanical strength, which drastically limits their applications in structural materials. Materials which contains both supramolecular and covalent bonds are therefore advantageous to tune the properties of the material more towards self-healing or towards mechanical strength, achieving levels for both properties that can be useful for particular applications.

Bio-inspired hydrogen bonding is one of the prominent key factors for the design of novel self-healing properties. These bonds counteract damage processes directly and autonomously on the molecular level. The hydrogen-bonding mechanism may be specifically implemented in a network, so that in addition to the usual covalent chemical cross-linking, a transient but reversible link fraction is also present, as shown in Fig. 15. As a result, a catastrophic failure in materials through crack propagation can be prevented by the self-healing of molecular cracks from the very beginning, i.e. on the molecular level. Furthermore, the stress-relieving dissipative source reduces wear and tear and prolongs the lifetime of such materials.
4.4 Self-Cleaning Materials

The Lotus leaf has the remarkable property that hardly any dirt, neither oily nor water-soluble, is sticking to its surface, or can easily be removed by rinsing with water, see Fig. 16(a). A closer look at the surface of the Lotus leaf reveals that it has a hierarchical microstructure [51] with a typical length scale of about 10 μm, see Fig. 16(b). This enables the contact area and the adhesion force between the surface and a water droplet to be significantly reduced, resulting in a self-cleaning process.

When it became clear that self-cleaning qualities come from the physical-chemical properties of super-hydrophobic surfaces at the microscopic to nanoscopic scale, and not from any of the specific chemical properties of the surface of the leaf, this discovery opened up the possibility of using this effect in engineered surfaces [53].
4.5 Materials for Energy Conversion

Photovoltaic conversion of sunlight is environmentally attractive, and can be done on a domestic scale with silicon cells, the efficiency of which is nudging 20%. However, there is now a lot of interest, see Fig. 17, in a different kind of device to harness sunlight: organic or polymer solar cells (PSCs). These have the potential to provide lightweight flexible films, easy to manufacture, and with the potential to lower costs.

4.6 Biological Materials

Biological macromolecules and biological systems (like cells and organelles) are almost by definition functional – otherwise they would have been singled out by the evolution process. On the macromolecular level, DNA is the storage devise for information, while proteins are the nano-machines which perform the work. Here, a complex network of signaling molecules is responsible for stimulating or depressing the action of chemical reactions. The study of the mechanisms and processes in living systems serves four different goals: (i) to obtain a fundamental understanding of biological processes involving macromolecules on the basis of physical mechanisms and models, and their quantitative analysis by modern physical methods and techniques; (ii) the understanding of the function and dysfunction of proteins and cells and their role in various diseases; (iii) the development of new therapeutic strategies; (iv) the use of the concepts, strategies and mechanisms of biological systems to construct new materials based on bio-macromolecules, bio-synthetic hybrids, or entirely synthetic building blocks.

4.7 Active Matter – Active Materials

In cells, motor proteins generate forces and perform mechanical work. There are several families of such motor proteins, in particular kinesin, dynein, and myosin. Motor proteins perform work by stepping along two types of biological filaments, microtubules and actin. Their functions in the body range from vesicle transport in the cell to muscle contraction, see Fig. 18. Contrary to passive, diffusive mass transport, active transport can facilitate the movement of a substance also against concentration gradients (from low to high concentrations), possibly towards targeted regions. In cells, such a mass transport towards a region of high concentration is necessary for the accumulating of molecules that the cell needs, such as amino acids, ADP
Fig. 18: (a) The motor protein kinesin consists of two active heads, a passive stalk, and a tail which binds to the cargo. (b) “Walking” occurs by ATP binding to the head, energy release by the reaction $\text{ATP} \rightarrow \text{ADP} + P_i$ and subsequent release of one head from the filament. Transport is directed from the $-$ to the $+$ end of the polar filament.

or ATP, glucose, and ions. Examples of active transport are the transport of cargo through molecular motors that move along microtubules, the uptake of glucose in the intestines and of ions in root hair cells of plants.

Motor proteins can also be employed to generate force in artificial systems. One example are active gels, which essentially consist of the biological filaments and motor proteins mentioned above, plus ATP as fuel, but nothing else. In this case, motor mini-filaments are used, which consist of a few motor proteins linked together, so that they can bind to two actin filaments or microtubules simultaneously, and displace them relative to each other. This leads to active structure formation, in which bundles, asters, or vortices can form depending on ATP concentrations and filament density. In a dense system of long flexible filaments, motor activity can be used, for example, to speed up the relaxation process from the slow reptation in passive polymer melts to a liquid-like flow with active motors [55]. New features can be obtained by adding permanent cross-linkers, see Fig. 19. In this case, motor activity leads to local contraction and bundle formation in the network, e.g. see Ref. [56].

Another important type of active matter are microswimmers and self-propelled particles. Many uni- and multi-cellular organisms use hair-like filaments (called flagella) driven by motor-protein complexes to propel themselves through a fluid. Locomotion on the nanoscale through a fluid environment is one of the grand challenges confronting nanoscience today [57]. The vision is to synthesize, probe, understand, and utilize a new class of motors made from nanoscale building blocks that derive on-board or off-board power from in-situ chemical reactions. The generated mechanical work allows these motors to move through a fluid phase while simultaneously or sequentially performing a series of tasks. A large variety of such swimmers have been constructed recently, from bimetallic nanorods and Janus colloids to artificial sperm and artificial bacteria.

An example is the screw-like actuated nano- and micro-propellers [58] displayed in Fig. 20, which are rotated by an external magnetic field – almost self-propelled particles, but not quite yet. Another example is artificial cilia, which form spontaneously in a carpet of microtubules grown on a solid substrate, when synthetic polymers are added as depletant to induce an at-
Fig. 19: (Left) Active networks are macroscopically homogeneous, but small contractile foci are present (inset); the actin filaments extending out from these foci are bundled and aligned, but they merge into a more isotropic network between the foci. (Right) Proposed mechanism of active stiffening: myosin mini-filaments (blue) contract actin filaments (gray) toward one another, thereby pulling against the cross-links (red) and generating an internal stress. From Ref. [56].

Fig. 20: (Left) Nanohelix with Au-head and Ni-screw. (Right) Size comparison between nano- and micro-screws. From Ref. [58].
tractive interaction and thus the formation of microtubule bundles, as well as motor-protein mini-filaments to move the microtubules in a bundle relative to each other [59].

5 Grand Challenges

The importance of research in functional soft-matter systems has been recognized by the Federation of American Scientists already in 2003, when the goals of “Understanding of Complex Systems”, “Applying Physics to Biology and Medicine”, and “New Materials” were identified as three of seven Grand Challenges in Physics for the 21st century [60]. A similar conclusion was reached by a committee of the National Research Council (USA) in a 2007 study: “What are the prospects for Condensed-Matter and Materials Physics in the early part of the 21st century?”, where “What is the physics of life?” and “What happens far from equilibrium and why?” were identified as two out of six Grand Challenges [61]. Furthermore, the 2012 report From Quanta to the Continuum: Opportunities for Mesoscale Science of the Basic Energy Sciences Advisory Committee for the US Department of Energy [62] describes the visionary goals of mesoscale science for future energy-related material development:

- The ability to manufacture at the mesoscale, i.e. the directed assembly of mesoscale structures that yields cheaper, higher performing, and longer lasting products with unique functions.
- The realization of biologically inspired complexity and functionality with inorganic earth-abundant materials to transform energy conversion, transmission, and storage.
- The transformation from top-down design of materials and systems with macroscopic building blocks to bottom-up design with nanoscale functional units producing next-generation technological innovation.

These challenges and opportunities do not only concern energy-related materials, but also many other fields of material sciences to the same extent. Furthermore, it is important to emphasize the aim to realize biologically inspired complexity and functionality in functional materials of the future.
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1 Introduction

Inorganic nanocrystalline materials exhibit exceptional structural, mechanical and other physical properties that are of high interest for application in today’s key technologies in biomedics, optical electronics, and data storage [1]. The development of new methods to understand and analyze the underlying nanoscale and interface effects is of critical importance for the future development of this emerging field of materials science and application. The advent of nanoscience and -technology offers the possibility of creating novel model nanostructures with precisely controlled composition, structure and morphology, and thus with a previously inaccessible control of properties [2].

This lecture gives an overview on the variety of functional inorganic nanoparticles and their size-dependent optical, dielectric and magnetic properties that are useful for the investigation of the underlying fundamental properties and for implementation into nanostructured multifunctional materials and systems.

2 Size-dependent Physical Phenomena in Nanoparticles

It is well known that the decrease of crystal size and the large surface area present in inorganic nanoparticles result in a spectrum of size-dependent physical properties that are of great interest to explore, to understand, and to tailor for future high-performance and multifunctional materials. Modern nanotechnology offers a number of functional metallic and other inorganic nanomaterials with a property spectrum that is highly dependent of the particle size and shape, as well as of the surface functionalization and chemical environment. As a consequence of their optical, dielectrical and magnetic characteristics originating from collective electron responses in crystalline structures (in combination with limited crystal size and surface dominance), such functional nanoparticles are of high interest for sensing, catalytic, or energy-transducing applications.

2.1 Surface Area-to-Volume Ratio

In general, when an object gets smaller, its surface area-to-volume ratio \(\frac{A}{V}\) ratio increases. For a compact geometry like a cube or sphere with a characteristic length \(r\), \(\frac{A}{V} \sim \frac{1}{r}\) (see Fig. 1.). An increase in \(\frac{A}{V}\) implies the exposure of a larger fraction of atoms to the environment. For a 10 nm structure, about 30 % of all building blocks are located at the surface of the nanocrystal, and for nanoporous, tubular and ribbon-like structures, this ratio is even higher.

It is obvious that the number of nearest neighbors within the crystal lattice is reduced for atoms that are located near the crystal surface as compared to bulk atoms. This is of consequence not only for the direct chemical environment of the atom, but also correspondingly induces a redistribution of electronic charge, altering the binding situation [3]. Similarly, atoms located near the interface of two materials experience a different local chemical and electronic environment than atoms in the bulk of the materials. As a result, the energy of these atoms is different from that of the atoms in the bulk. What is more, for various metal-based nanoparticles, larger values of surface-excess free energy are found as compared to the bulk material, originating from a size-dependent lattice parameter (SDLP) as found in many metals [4-7].

For particles in the nanometer range, this leads to an excess surface free energy comparable to the overall lattice energy, resulting in a general structural instability, and predisposition for agglomeration and Ostwald-type ripening. It is therefore generally necessary to stabilize
nanoparticles against these aging processes to result in well-defined systems with reliable properties. At the same time, the increased activity of surface-bound atoms as compared to neighbors located in the bulk is beneficial for the implementation of specific surface binding sites, e.g., for coupling to the environment, catalysis, and adsorption.

First of all, the large ratio of surface area to volume in nanosized objects makes the behavior of surfaces and interfaces become a prominent factor controlling the mechanical properties of nanostructured materials [8-10]. In the case of polymeric nanocomposites, the elastic properties of the interface region between nanoscopic fillers and the polymer matrix are predominant for the stress–strain relationship and need to be given due consideration while discussing their overall properties. The effective interfacial properties strongly depend on the texture of the particle surface, its chemical composition, and the presence of surfactants and charge carriers. Imperfections and gradual composition profiles give rise to the concept of an “interphase” that corresponds to the volume defined by the narrow region sandwiched between the two phases but with different properties.

In the absence of strong covalent or coordinative interactions between the particle surface and the matrix components (e.g., polymers), such nanocomposites can be considered to be a Class I hybrid material. In this case, the interaction between the inorganic filler particles and the matrix is dominated by physical forces, including electrostatic interactions, van-der-Waals forces, and surface complex or hydrogen bond formation [11,12]. In contrast, Class II nanocomposites involve even stronger, generally covalent interactions between particle surface and matrix phase. Recently, several methods have been reported on the modification of inorganic components with polymerizable groups, that subsequently can be copolymerized with organic monomers [13-16].

The high surface area and easy modification of the particulate surface properties present in nanoparticles is promising for applications in quasi-homogeneous catalytic systems. The nancrystalline catalysts can be suspended in organic or aqueous media as required after appropriate compatibilization. In numerous cases, and enhanced surface-normalized activity and modified selectivity has been observed in nanosized catalysts as compared to larger particles. Similarly, small particles are generally attractive for tailored adsorption processes with high accessible surface area.

2.2. Localized Surface Plasmon Resonance

The general optical properties of metal nanoparticles differ significantly from those of the respective bulk materials. In the sub-100 nm regime, the continuous electron bands become discrete, and properties such as plasmon resonance scale with particle size and are strongly influenced by the particle environment and state of aggregation [17,18]. Surface plasmon resonance originates from the metallic electrons in the conducting materials delocalized within the crystal region. In the bulk transition metals, the mean free path of the d-type conduction electrons is in the range of a few tens of nm. For objects with a characteristic length scale below this value, no scattering is expected from the bulk phase of the particle, and all interactions with electromagnetic waves are expected to be with the surface.

Localized surface plasmon resonance (LSPR) is an optical phenomenon generated by light when it interacts with conductive nanoparticles that are smaller than the incident wavelength. As in surface plasmon resonance, the electric field of the incident light collectively excites electrons of a conduction band, inducing a displacement of the electron cloud relative to the nuclei and giving rise to a restoring force from coulombic attraction. The resulting oscillation of the electron cloud with respect to the nuclei meets the resonance condition at a specific frequency with electrons exhibiting a $\pi/2$ phase lag with respect to the field of incident radiation. The resonantly enhanced field inside the nanoparticle leads to a dipolar field on the exterior that is responsible for enhanced absorption and scattering cross-sections, as well as strongly enhanced EM fields in close vicinity of the nanoparticle surface [19]. The resonance frequency depends on the composition, size, geometry, the dielectric environment and the separation distance of the nanoparticles. Resonance of the incident light with the oscillation results in a strong absorption, causing the intense colour of metallic nanoparticles [20].

Although this phenomenon has always been fascinating to scientists, it was only during the recent twenty years that synthetic methods became available allowing to accurately manipulate the structure of inorganic objects on the nano- and mesoscale. In consequence, many applications became possible that take advantage of the strong electric field enhancement on the particle surface.

When only dipole oscillations contribute to the extinction cross-section $C_{\text{ext}}$, Mie’s solution of the Maxwell equation can be used to obtain the spectrum for well-separated nanoparticles [21,22]:

$$C_{\text{ext}} = \frac{24\pi^2 R^3 \varepsilon_m^{3/2} N}{\lambda \ln(10)} \frac{\varepsilon'''}{(\varepsilon' + \chi \varepsilon_m)^2 + (\varepsilon''')^2}$$

with $\varepsilon_m$: dielectric constant of the surrounding medium, $\varepsilon = \varepsilon' + i\varepsilon''$: complex dielectric constant of the bulk metal, $R$: radius of the nanoparticle, $N$: electron density.

The factor $\chi$ accounts for the shape of the particle. It is assigned a value of two for a spherical particle, and can be as large as 20 for particles with high aspect ratios such as nanorods [23]. The surface plasmon resonance peak responsible for the color of a spherical NP is observed when $\varepsilon' = -2 \varepsilon_m$. Using extensions of the model, the extinction cross-section for NPs of various shapes can be theoretically modeled [24].
While the absorption coefficient caused by the plasmon resonance of spherical metal nanoparticles is already orders of magnitude larger than for strongly absorbing dyes [25], the effect can even be enhanced for particles with elongated or anisotropic shapes. As the shape or size of the nanoparticle changes, the associated change in surface geometry causes a change in the oscillation frequency of the electrons, generating different cross-sections for the optical properties including absorption and scattering. The anisotropy has been shown to generate large control over the optical absorbance for all shapes generated [26]. Nanorods possess two plasmon resonance bands [27], one due to the transverse oscillation of the electrons (around 520 nm for gold), and the other due to the longitudinal plasmon resonance at longer wavelengths as shown for various aspect ratios in Fig. 2a. Disks also display a similar plasmon resonance absorption dependence on their aspect ratio [28], while in triangular nanoparticles the edges and corners play an important role [29].

Similarly, a change in the dielectric constant of the surrounding material is of effect on the resonance frequency, as it alters the electron charge density accommodation at the interface. Accordingly, metal nanoparticles can serve as highly sensitive transducers of small changes in the local refractive index, indicated by a spectral shift of extinction (absorption plus elastic light-scattering) and scattering spectra. The colour shift can be achieved by a change of the dispersion medium, but is particularly sensitive to the immediate neighborhood to the crystal surface, i.e. the capping agent or stabilizer shell and its thickness, composition and electronic properties.

For many organic molecules with a relatively high refractive index compared to solvent or air, their immobilization on the nanoparticle surface results in a redshift of the particle spectrum. There is an empirical relationship between the magnitude of the spectral shift of LSPR extinction (or the scattering wavelength maximum, respectively) $\Delta \lambda_{\text{max}}$, for small nanoparticles [30]:

$$\Delta \lambda_{\text{max}} = m \Delta n \left[ 1 - e^{-2d/\ell_d} \right]$$

with $m$: bulk refractive index response of the nanoparticle (sensitivity factor), $\Delta n$: change in refractive index, $d$: effective thickness of the adsorbed layer, $\ell_d$: characteristic field decay length. This expression serves as the basis for using the LSPR wavelength-shift in chemical assays and bioassays to probe the (bio)chemical affinity between molecules, or as highly sensitive optical sensors in diagnostics and trace analysis. Examples for such applications are found in chapter 3 [18].

Common nanomaterials used for LSPR applications are noble transition metals such as Ag and Au. The d–d transition energy levels lead to LSPR in the visible range of the spectrum [31], and the electrochemical stability is of advantage for particle handling and reliable properties. Although Ag exhibits the sharpest and strongest bands among all metals, Au is preferred for biological applications due to its inert nature and biocompatibility [32], and thiol-gold association for immobilization of biomolecules.
Semiconducting properties of macrocrystalline semiconductors based on Cd chalcogenites, ZnO, and others, originates from the spatial overlapping of orbitals from periodically arranged atoms in a crystalline lattice, resulting in a spanning valence- and conduction band of orbitals. In a nanoparticle, the particle size becomes comparable to or is even smaller than the exciton diameter in the bulk material. For larger particles, modes with higher multipoles can occur, and in practical embodiments, the particle polarizability has to be considered.

2.3. Semiconductivity and Fluorescence

Semiconductor particles with sizes between about 1 nm and 10 nm have received much attention since the pioneering works in the early 1980s [38]. They are well-known for their strong band-gap luminescence tunable by size as a result of the quantum confinement effect, being of interest for different applications, such as fluorescence labels, as optical amplifier, or in thin film electroluminescent devices [42].

Unlike organic fluorophores, plasmonic NPs do not photobleach or blink and thus can serve as intense and robust labels for biosensors, immunoassays, cellular imaging and surface-enhanced spectroscopies [33]. For larger particles, modes with higher multipoles can occur, and in practical embodiments, the particle polarizability has to be considered.

Fig. 2: a) Illustration of the LSPR principle in metal nanoparticles, and shape-dependent scattering spectra of (b) rod-like silver nanoparticles with different aspect ratio (reprinted with permission from Annual Reviews Publishers, Ann. Rev. Phys. Chem., 2009 [36]), and (c) of single silver nanoparticles of different shapes obtained in dark-field configuration (reprinted with permission from AIP Publishing, J. Chem. Phys. 2002 [37]). The insets are SEM images of the respective particles. d) Illustration of the size-dependent electronic states in quantum dots [35], and d) emission spectra of water-soluble CdSe/ZnS QDs excited at 350 nm (reprinted with permission from Macmillan Publishers Ltd., Nature Biotechnology 2002 [34]).
The behavior of nanoparticles based on ferromagnetic metals such as cobalt, iron, or nickel, and the ferrimagnetic iron oxides and ferrites is dominated by their response to external magnetic fields, including pattern formation and magnetic heating.

Macroscopic crystalline magnetic materials tend to split up into magnetic domains, each characterized by the parallel alignment of the involved magnetic moments on the atomic scale within the domain. In the absence of external fields, the relative arrangement of the domains is organized to minimize the net overall magnetization. For nanocrystals, however, the formation of magnetic domains is energetically not favored, and the particles can be described as single-domain particles (SDP). The critical diameter for domain formation can be approximated at 150 nm for Fe₃O₄ and at 70 nm and 14 nm for Co and Fe, respectively [47]. When a single-domain magnetic particle is well-dispersed in a suitable carrier fluid, it can be rationalized as a magnetic dipole that can reorientate by two mechanisms: either by rotation of the whole particle within the carrier (Brownian type) or by collective reorientation of the atomic magnetic moments within the crystal lattice of the particles (Néel type, see below). In either way, the thermal fluctuation of the dipoles leads to a zero net magnetization in the absence of outer fields. Under field and gradient influence, an alignment of the dipoles is achieved, while a suitable stabilization prevents the particles from (irreversible) agglomeration. As a consequence, magnetic colloids can be moved in droplets or set into position against gravity by the influence of outer fields.
In homogeneous static fields, the degree of alignment of an ensemble of monodisperse, non-interacting magnetic nanoparticles depends on the field strength and follows the Langevin law [48] for paramagnetic substances:

\[ M = M_s \left[ \text{ctgh}(\alpha) - 1/\alpha \right] \]  

(4)

with \( M \): sample magnetization, \( M_s \): saturation magnetization of the sample, and

\[ \alpha = \frac{\mu_0 m H}{k_B T} \]  

(5)

with \( \mu_0 \): permeability of free space; \( m \): magnetic moment of the particles; \( H \): magnetic field strength; \( k_B \): Boltzman constant; \( T \): temperature. While the general behaviour of magnetic nanoparticle dispersions thus resembles that of paramagnetic materials, the involved magnetic moments of the particles are in the order of \( 10^3 - 10^4 \) \( \mu_B \). This behavior is therefore referred to as superparamagnetic, and the critical size for a stable magnetization at room temperature is known as the superparamagnetic limit. As a consequence, the magnetization curve of magnetic colloids shows a symmetrical sigmoidal shape with no hysteresis [48]. More complex behaviour is observed when the particles are interacting, immobilized in a solid or viscous matrix, or organized in a 2D or 3D array.

In dynamic magnetic fields, the different relaxation times of the Néel type remagnetization mechanism and the Brownian type becomes important [49]. Both processes are thermally activated. In case of the “inner” (Néel type) remagnetization, this requires activation against the magnetic anisotropy barrier \( K_{\text{eff}} V \) (with \( K_{\text{eff}} \): effective magnetic anisotropy constant of the particle, and \( V \): particle volume). The magnetic anisotropy is mainly composed of the magnetocrystalline anisotropy of the magnetic component, and the shape anisotropy. In some cases, significant contribution from surface effects and magnetoelastic effects have to be taken into account.

\[ \Delta E_N = K_{\text{eff}} V_c = K_{\text{eff}} \frac{4}{3} \pi R^3 \]  

(6)

with a Néel relaxation time \( \tau_N \) of

\[ \tau_N = \tau_0 e^{f_0^2} \]  

(7)

and \( f_0 = 1/\tau_0 \): Lamour frequency of the magnetization vector, typically in the range of \( 10^{-9} \text{ s}^{-1} \) for superparamagnetic nanoparticles. Similarly, the Brownian relaxation is counteracted by the friction acting on the particle, that is, approximately against the viscosity \( \eta_0 \) of the carrier fluid:

\[ \tau_B = \frac{4 \pi \eta_0 R^3}{k_B T} \]  

(8)

with \( \tau_B \): Brownian relaxation time. While \( \tau_N \) depends exponentially on the core volume, \( \tau_B \) increases linearly with the hydrodynamic volume of the particles. The latter may differ from
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the volume of the crystalline cores in the case of a stabilizing shell or agglomeration. The faster process dominates the overall remagnetization process, and for similar time scales, both mechanisms contribute according to $1/\tau_{\text{eff}} = 1/\tau_N + 1/\tau_B$.

The dynamic magnetic losses can be detected by AC susceptometry. Here, the time depending response of the sample magnetization is recorded in a frequency-modulated magnetic field of low amplitude. The real and imaginary part of the initial susceptibility, $\chi'$ and $\chi''$ is determined, and a peak in the phase shift $\tan\delta = \chi''/\chi'$ is observed in the region of $\tau_{\text{eff}}$. In real particle ensembles, an influence of the particle size distribution has to be considered.

$$\chi(\omega) = \chi_0 \int \frac{1}{\left(1 + i\omega\tau_B(R_h)\right)} f(R_h) dR_h$$

(9)

In recent years, the complex properties of magnetic nanostructures have been intensively investigated, motivated by potential technological and medical applications as recording media, magnetic sensors and biocompatible tools for diagnostics and therapy (see chapter 3).

The relaxational and hysteretic losses observed in magnetic nanoparticles when exposed to a dynamic magnetic field of the kilo- to Gigahertz regime lead to a significant generation of heat [53]. Within the validity range of linear response theory, the loss power density $P$ is given by [55]:

$$P(f, H) = \frac{(mHf\tau_{\text{eff}})^2}{(2\pi k_b V(1 + f^2\tau_{\text{eff}}^2))}$$

(10)

with $f, H$: frequency and field amplitude of the AC field. The magnetic heatability of a magnetic particle ensemble is greatly influenced by the particle size and the size distribution as well as field parameters. The fact that most other material (exceed of metals) are transparent in the relevant frequency range makes this option pertinent for local heating applications. Clinical studies are performed regarding the application of the magnetic heatability of magnetite nanoparticles in tumor therapy by magnetic fluid hyperthermia [56].

The full potential of magnetic particles as functional building blocks in nanostructured materials becomes apparent when considering their ability for structure formation and self
assembly or self organisation with and without the presence of an external field, and their contribution to the formation of novel hybrid materials with anisotropic magnetic and mechanical properties (see chapter 3).

3 **Synthesis of Functional Nanoparticles**

The availability of well-defined particle samples with controlled composition, size, shape, and surface characteristics is of crucial importance for the investigation of the structure-property relationships and future applications, requiring high-yield synthesis of nanoparticle ensembles with controlled optical, electronic and/or magnetic properties. A variety of chemical synthesis methods have been developed in the last decade for that purpose. The formation of inorganic nanoscaled particles composed of metals and metal oxides or chalcogenides can principally occur by a bottom–up or a top–down approach [59]. Nanostructured metal colloids accessible by disintegration of macroscopic (bulk) crystals, and subsequent stabilization of the resulting nanosized inorganic particles by the addition of protecting agents [60], e. g. by laser ablation or high performance milling. The properties of the resulting particles, however, are hard to tune, and the control of particle size and dispersibility is not trivial for these approaches.

For the preparation of magnetic colloids, the bottom–up approach is by far more spread. It is based on the controlled condensation of low molecular precursors such as metal salts or (organo-) metallic complexes either in the gas phase or in solution. Best control of the particle properties is maintained by a controlled nucleation and growth process of the evolving nanoparticles. Alternatively, the growth of the primal particles can be controlled by a confined outer geometry, e.g., in micro- or miniemulsions or in a gel-, respectively glass matrix. Vapor techniques like atom vapor deposition (AVD) and chemical vapor deposition (CVD) have provided chemists with a versatile route for the production of a wide range of nanostructured colloids on a preparative laboratory scale [62]. The use of metal vapor techniques is, however, limited because the operation of the apparatus is demanding and it is difficult to obtain narrow particle size distributions. An alternative are wet-chemical routes by chemical reduction of metal salts, electrochemical path-ways, or the controlled decomposition of metastable organometallic compounds in the presence of stabilizing agent in order to prevent the particle agglomeration (see chapter 2.2) [59].

Nanoparticle ensembles are generally described as “monodisperse” when possessing a standard deviation s from the mean particle size of than 10 % from the average value, and as having a narrow size distribution when the deviation of the mean size is about 20%. While principally techniques are available that control the particle size post synthesis by size-selective separation [67], the processes are generally time consuming and difficult to scale up. Size-selective synthetic pathways are therefore preferred.

The pioneering work of Faraday on the chemical reduction of transition metal salts in the presence of stabilizing agents to generate zerovalent metal colloids in aqueous or organic media dates back to 1857 [69], now being the basis for the most common and powerful synthetic methods in this field. Reproducible standard protocols for the preparation of metal colloids were established by Turkevich [70], proposing a mechanism for the stepwise formation of nanoclusters based on nucleation, growth, and agglomeration, that principally is still valid in a refined version. According to this, nanoparticle formation is initiated by the
reduction of the metal salt to give zerovalent metal atoms. These atoms can reversibly collide in solution with other metal ions, atoms, or clusters to form an irreversible nucleus or seed. The diameter of the initial seeds nuclei can be well below 1 nm, depending on the strength of the metal-metal bonds and the difference in redox potentials of the metal salt and the reducing agent applied, and the strength of the metal-metal bond. The seed further grows into bigger particles by coalescence with freshly reduced metal atoms or clusters.

The size and size distribution of the resulting nanoparticles is controlled by the relative rates of nucleation and particle growth. The essential factors that control the particle size are the strength of the metal – metal bond; the molar ratio of metal salt; colloidal stabilizer; and reducing agent; the extent of conversion or the reaction time; the applied temperature; and the pressure. In practice, the parameters have to be carefully adjusted to the kinetic requirements in order to result in a reproducible, well-controlled synthetic protocol for particles with predetermined composition, phase, and size.

Fig. 4: a) LaMer model describing nucleation and growth of nanocrystals as a function of reaction time and concentration of precursor atoms. Adapted with permission from ACS, J. Am. Chem. Soc. 1950 [73]; b) Reaction pathways to fcc metal nanocrystals with different shapes; ((100) green; (111) orange; (110) purple; $R=<100>/<111>$). Reprinted with permission from Wiley, Angew. Chem. Intern. Ed. 2009 [74].

3.1 Anisotropic & Multicomponent Nanoparticles

The properties of a metal nanocrystal are determined by a set of physical parameters that may include its size, shape, composition, and structure (e.g., solid or hollow). In principle, one can tailor and fine-tune the properties of a metal nanocrystal by controlling any one of these parameters, but the flexibility and scope of change are highly sensitive to the specific parameter. For example, in the case of localized surface plasmon resonance (LSPR) and surface-enhanced Raman scattering (SERS), both computational and experimental studies have demonstrated that the shape and structure of a Au or Ag nanocrystal play the most important roles in determining the number, position, and intensity of LSPR modes, as well as the spectral region or polarization dependence for effective molecular detection by SERS.
An important research direction in the synthesis of functional nanoparticles is the expansion from simple spherical single-component nanoparticles to anisotropic and/or multi-component hybrid nanostructures with discrete domains of different materials arranged in a controlled fashion [75]. The last decade has witnessed the successful synthesis of metal nanocrystals in a variety of shapes, including spheres, spheroids, cubes; cuboctahedrons; octahedrons; tetrahedrons; right bipyramids; decahedrons; icosahedrons; thin plates with a triangular, hexagonal, or circular profile; and rods or wires with a circular, square, rectangular, pentagonal, or octagonal cross-section [74].

Many methods have been demonstrated for controlling the shape of inorganic nanocrystals, and for wet-chemical methods, the selection of reductant, reaction conditions, and stabilizer are critical to forming a particular shape. Strong reducing agents, as typified by polyol reduction, facilitate the synthesis of thermodynamically favored polyhedral nanocrystals [76].

In multicomponent functional nanoparticles, the different functionalities of two or more components can be combined and integrated, with the dimension and material parameters of the individual components independently optimized [75]. One such example is the Co/CdSe bifunctional magneto-optic nanocrystals reported by Klimov’s group [78]. The core/shell nanoparticles retain the magnetic and optical properties of each single component and permit potential applications as optical reporters and magnetic handles for bioassay. Since the dimensions of the individual components are comparable to the size of the biomolecules, the combination is expected to provide improved performance. The second advantage is in providing novel functions not available in single-component materials or structures.

Because many physical and chemical properties have critical length scales on the order of nanometers, the intimate contact between the nanocomponents in hybrid nanoparticles should allow strong interactions between these components and a possible rational modulation of the physical and chemical properties from each individual component. Such composite particles consist of symmetric core/shell nanoparticles [78], non-symmetric heterodimers [83], and other multicomponent heterostructures [87]. There are several comprehensive review articles on the synthesis, properties, and applications of such multicomponent nanostructures [90].

### 3.2 Stabilization, Compatibilization

Nanoparticulate systems are subjected to a number of destabilizing forces that can lead to phase separation due to agglomeration and sedimentation. One of the main causes of phase separation is the van der Waals interaction between the high-surface particles that results in the formation of agglomerated material [93]. While the sedimentation of single particles by gravitational force is prevented by thermal motion in the size range below 100 nm, the formation of small agglomerates leads to a reduction of the particle diffusion, and sedimentation is accelerated. In addition, the unique size-dependent physical properties of the particles can be affected by agglomerate formation. Consequently, nanoparticle dispersions need to be stabilized against agglomeration by creating a protecting shell for each particle that prevents too close contact, using classical colloid chemistry concepts, including electrostatic stabilization and steric stabilization [65].

Electrostatic stabilization is based on the Coulombic repulsion between equally charged particles. Surface charge is generated by the evolvement of an electrical double layer formed by ions adsorbed at the particle surface (or generated by redox reaction at the interface), and the corresponding counterions. This is exemplified by the gold sols prepared by the reduction of
[\text{AuCl}_4]^2$ with sodium citrate, leading to a negatively charged citrate molecules on the particle surface, and a diffuse layer gradient of sodium and citrate atoms around the particle [70].

Steric stabilization is achieved by absorption or coordination of sterically demanding organic molecules such as surfactants or polymers on the particle surface, acting as a protective shell. Coordination or chemisorption is best achieved under application of tailored anchors (donor groups), such as phosphanes, amines, thiols or carboxylates; coordinating solvents such as THF or propylene carbonate; long-chain alcohols or surfactants. In general, lipophilic protective agents give particles soluble in organic solvents, while hydrophilic and charged agents are best suited for water-based dispersions. When polymers are involved, they can be either physisorbed or covalently attached to the particle surface, and may be crosslinked to encapsulate the inorganic core. Polymers have the additional potential to be functionalized to introduce additional functions such as catalytic activity, colour, or biological function.

Apart from compatibility with the environment, the surface properties of the nanoparticles can be of impact on the physical properties of the particles. By interaction between the nanoparticle surface and the matrix or coordination agents (ligands), a perturbation of the electronic and magnetic properties of the crystal lattice close to the interface can be strong enough to result in chemically and/or electronically induced changes in the intrinsic magnetic moments of interfacial atoms and the surface magnetic anisotropy of nanoparticles. The effect is most pronounced for particles an clusters below 10 nm.

4 Examples for Functional Nanoparticle Systems

Owed to their unique physical properties, functional inorganic nanoparticles are used in a broad range of applications, including responsive materials for sensing and actuation and biomedical applications. Their combination with other inorganic or organic compounds to hybrid particles or materials allows the composition of structures with a property spectrum that is otherwise not accessible.

4.1 Nanoparticles as Mechanical Strengtheners & Stimulators

A classical application of inorganic nanoparticles is their use as mechanical fillers in polymeric matrices. In general, the fillers improve mechanical properties of polymer materials, e.g. they enhance the different mechanical moduli, and ultimate strength of the material. The smaller the size of the particles, the larger is the interface where interactions between polymer molecules and fillers can generate new properties.

In filled polymers, the mobility of the macromolecules is often reduced as compared to the non-filled material. This is ascribed to a confinement effect by the filler particles, or due to interactions between filler as matrix molecules. This effect is usually more pronounced for nanometer sized fillers than for micrometer sized fillers. For several systems, the formation of of layered interphases of slowed molecular dynamics around the particles is reported [97]. In elastomers, interphases with almost immobile molecules are known as bound rubber. For a decent review see [100].

Among the most frequently employed inorganic filler particles is SiO$_2$ and carbon black. Some interesting aspects are found when strongly ineracting, elonganted, or functional inorganic nanoparticles are introduced.

After the initial works of Haraguchi et al. [101], a variety of works can be found on the incorporation of partly or fully exfoliated clay nanosheets into hydrogels. The hybrid
hydrogels are prepared by in situ radical polymerization using a specific solution system. Highly stable, structurally homogeneous materials with extraordinary mechanical properties are achieved. Static Light Scattering (SLS) and rheology experiments on exfoliated laponite-containing gels indicate that the cross-linking proceeds mainly through the nanosheets, even if the exact nature is still subject of discussions. In the meantime, similar particles have been employed analogously in the combination with thermoresponsive PNiPAAm hydrogels [102]. The gels have been tensile-tested under aqueous conditions at various temperatures. The response time of the materials could further be improved by preparing porous materials by the salt-leaching technique [103], or by the incorporation of carboxymethylidextran [104].

Further functionalization result in additional incorporation of pH-responsive components [105]. The possibility to manipulate the position, orientation and dynamics of ferro- and superparamagnetic nanoparticles by the means of external magnetic fields is of interest for a range of scientific and technological applications. Among the latter is the use of magnetic fluids (dispersions of magnetic nanoparticles in a carrier fluid) in vacuum sealing rotary feedthroughs, e.g., in hard disk drives, and in high quality loudspeaker membranes. In both applications, the property of a viscous fluid (lubrication, and as damping and cooling liquid) is needed combined with the possibility to locate the fluid in space by a permanent magnet. Additionally, magnetic colloids are in use in dampers and separators making use of their field-dependent properties.

Actual investigations also concern nanomotors and nanoactuators. An interesting concept is to use the field-induced translational or rotational motion of tracer particles to evaluate the dynamic behavior of soft materials. Such techniques are known as nano- or microrheology, offering advantages like small sample volume, an extended frequency range in comparison with macroscopic approaches, and the option to extract spatially resolved information. In magnetic particle nanorheology, the probe is actively driven within the material, either in oscillatory or steady motion. It was shown for different systems that the rotational activation of magnetically blocked micro- or nanoscaled particles in an oscillatory field can be used to investigate the viscosity of (non-)Newtonian fluids at different temperatures [107]. Gels filled with magnetic nanoparticles are commonly known as ferrogels. After pioneering work of Zrinyi [115] demonstrating that it is possible to use the susceptibility of superparamagnetic particles, and the induction of particle interaction in static magnetic fields to achieve considerable gel bending or contraction effects. Meanwhile, magnetostrictive gels based on different matrices like PVA [116], Pluronics [117], and PHEMA have been realized.

If the synthesis of magnetically loaded gels and elastomers is performed under the impact of an external magnetic field, magnetically and mechanically anisotropic materials are obtained with an intrinsic magnetic anisotropy, manifesting itself both as direction dependent elastic modulus and direction dependent swelling. The mechanical properties are further influenced by external fields. It is assumed that next to particle-field and particle-particle interactions, chain formation plays a significant role for the stiffening effect.

Therapeutic application potential is found in Magnetic Drug Targeting [118], exploiting the magnetic moment of the particles for a preferred enrichment at the center of disease, e.g., a tumor, by the application of an outer permanent magnet. A predominantly local release of drugs like cytostatica is achieved, resulting in a decrease in side effects.
4.2 Optical Detection & Diagnostics

The size-selective interaction of functional nanoparticles with electromagnetic fields is of considerable interest for their application as optical probes and in diagnostics. Latest developments in biocompatible functionalized nanoparticles show considerable promise for both enhanced and novel applications in the biomedical and diagnostic fields, ranging from targeted drug delivery to contrast enhancement in imaging applications. The optical properties of noble metal nanoparticles lead to many uses as sensing and imaging techniques. Mirkin and co-workers [119] have pioneered the use of DNA in assembling noble metal particles, and studying their application for the colorimetric detection of biological targets by optical means. The use of nanoparticles in the field of photonics is immense but beyond the scope of this lecture.

The optical detection of the particle location and state of agglomeration is possible by means of absorption, fluorescence of the particles itself or bound organic moieties, or scattering. The sensitivity of the surface plasmon resonance absorption of the particles to the immediate particle environment enables the detection of adsorption or binding processes taking place on the specifically designed particle surface. The nanoparticles can be functionalized to observe only the molecules of interest and the absorption of desired molecules can be observed by a shift in the plasmon resonance absorption (i.e. a change in the color). Haes et al. [120] have used the surface plasmon resonance from an array of silver nanoparticles created by nanosphere lithography to detect the interaction of amyloid β-derived diffusible ligands (ADDL) and anti-ADDL antibody, believed to be important in Alzheimer's disease. The binding constant of the anti-ADDL and ADDL can be determined with this technique. The localized surface plasmon resonance effect is also responsible with the strong impact of metal nanoparticles on the fluorescence of chromophores in the vicinity of the particle surface. Due to the strong electromagnetic field gradients generated at the surface of metal nanoparticles under irradiation [121], the fluorescence of chromophores located within ~5 nm of the surface is quenched, while that of chromophores at distances of ~10 nm or larger is strongly enhanced.

Further, the enhanced scattering cross section due to surface field effects can be used as a powerful technique to image biological systems. Gold nanoparticle surface plasmon resonance scattering is predicted in the Mie equations and is found to increase as the size of the nanoparticle increases. By conjugating gold nanoparticles to anti-EGFR antibody, it is possible to distinguish between cancer and non-cancer cells from the strong scattering images of the gold nanoparticles conjugated to antibodies that binds only to the cancer, but not to the non-cancer cells [123]. The surface-enhanced raman scattering (SERS) of molecules deposited on rough noble metal surfaces and particle aggregates was observed in the early 1970s [124] and is now interpreted to be originated by a “hot spot” effect at the junction of two or more particles [125]. As a method that combines a large signal enhancement along with chemical information, SERS is being developed as a powerful diagnostic tool [125].

Similarly, the interaction of magnetic nanoparticles with suitable magnetic fields can be used for detection and imaging applications. In vitro applications aim on the detection (magnetorelaxometry assays) or the separation (magnetic cell separation) [126] of biological species like proteins [127], oligonucleotides [129], or cells. Magnetic nanoparticles are now routinely used in MRI medical applications to enhance the contrast between biological structures and for early tumor detection. The application as a contrast-enhancing agent in magnetic resonance imaging is based on the effect that the magnetic field induced by a
particle results in modified relaxation times in the surrounding tissue. In addition, magnetic nanoparticles can replace the radioactive materials that are currently used as drug tracers. The detection and quantification of the drug location is then possible by measuring magnetic instead of radioactivity intensities, eliminating potential human harm from radiation.

Fig. 5:  
a) Design of the LSPR biosensor for anti-ADDL detection. Reprinted with permission from ACS Nano Lett.[120]. 
b) Magnetic contrast effect of magnetic nanoparticles in water. The induced magnetic field of the magnetic nanoparticles perturbs the magnetic relaxation processes of the protons in water molecules, resulting in $T_2$ shortening of the proton with a dark MR contrast. Reprinted with permission from RCS, Chem. Commun. 2007 [91].

4.3 Local heating

The local heat development by functional nanoparticles is possible under resonant conditions as well from the localized surface plasmon resonance as under magnetic resonance for accordingly designed particles. Under ideal conditions, the particles show a high efficiency of heat development and high selectivity. While the LSPR signal is very intense and show a narrow dispersion, the resonant frequencies in the visible / UV region limit the penetration depth within real applied systems due to the absorption by the particle environment. One advantage of the plasmonic systems is the possibility to spectroscopically and time-resolved read out the actual particle temperature during the heating process with high accuracy.

In the case of magnetic particles, the magnetic resonance can be tuned to occur in the kHz range, with the advantage that many other materials incuding biological tissue are largely transparent in this range, allowing a highly localized effect, by cost of efficiency.

In the biomedical field, magnetic nanoparticles and their dispersions play an important role for the development of new diagnostics and therapeutics. Due to the limited stability and compatibility of metallic particles, in general oxidic ferrites are used, predominantly magnetite (Fe$_3$O$_4$) or maghemite ($\gamma$-Fe$_2$O$_3$) with their accepted biocompatibility. Hyperthermia is a therapeutic procedure to increase the temperature of a certain body region to decelerate the growth of tumor tissue, respectively to sensitize, damage or ideally destroy them. For magnetic fluid hyperthermia [53], superparamagnetic particles are injected into the tumor, with the advantage that the heat development can be limited to the tumor region by magnetic heating of the particles in an applied AC field.

The magnetic heatability of magnetic nanoparticles is furthermore exploited for glue formulations that can be activated by AC magnetic fields [131].

The combination of magnetoresponsive and thermoresponsive properties is of interest from different points of view. The thermal properties can be used to complement or to control the
features of magnetic fluids, or the physical properties of the nanomagnets can add the performance of thermoresponsive polymer systems.

### 4.4 Multifunctional

Multicomponent hybrid nanoparticles demonstrate many interesting physical properties originating from intercomponent interactions. Core/shell or dumbbell nanoparticles are attractive multifunctional systems for potential applications ranging from catalysis, advanced biomedicine, data storage, and high-frequency materials to advanced permanent magnets [133].

Biocompatible Au@Fe₃O₄ nanoparticles that selectively attach to A431 human epithelial carcinoma cell line [137] are magnetically and optically active and are useful for simultaneous magnetic and optical detection. Furthermore, an external magnetic field can be applied to manipulate the cells.

Core/shell nanoparticles with a magnetic core and a non-magnetic shell, such as FePt/SiO₂ and FePt/MnO, have been developed by several groups as building blocks for self-organized magnetic media [138], where FePt with high anisotropy provides the high thermal stability, and a non-magnetic shell can be used to decouple the grains and prevent agglomeration of the nanoparticles. A soft magnetic-dielectric core/shell nanoparticle may have applications in radio-frequency (RF) transducer materials, where the dielectric shell can be used to cut eddy current loss [140]. In the case of hard-soft exchange-coupled magnetic core/shell nanoparticles, both the coercivity and magnetization can be tuned by material parameters and the dimensions of the core and shell, as well as their mutual interactions [141].

Multicomponent magnetic-semiconductor nanoparticles show potential for applications in spintronics. The magnetic component will provide spin filtering of the carriers by injection or extraction; and the recombination of the electrons and holes in the semiconductor component is expected to give polarized emission. The structure can be considered as a nano spin-LED, except that the device is directly synthesized from the solution phase instead of fabricated by top-down lithography techniques [75].
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1 Introduction

The term ‘biomolecule’ covers any molecule that is produced by a living organism. This includes small molecules such as hormones, metabolites, neurotransmitters, vitamins as well as amino acids, fatty acids, lipids, or saccharides. From these small molecules (large) macromolecules like nucleic acids, polysaccharides, or proteins can be build. The capability to produce small and large biomolecules is an inherent property of the elementary and functional units of each living organism: the cell. In addition to producing biomolecules, cells provide an organism with a variety of fascinating features. They assemble to larger entities and form different tissues, they are able to self-replicate, i.e. divide into two identical daughter cells, and cells equip an organism with efficient communication systems. To fulfil these challenging tasks cells come in remarkably diverse structures and functions within a single organism. However, all cells share fundamental biochemical and biophysical principles. In the following, I will briefly introduce the main cellular ‘blueprint’ before I am going to focus on the properties of some essential biomolecules that are produced in a living cell. This is a tutorial for physicists interested in biochemical and molecular cell function. There are several superb textbooks available that comprehensively cover this research area. The text and figures of this review are, in part, based on the text books “Biochemistry” by Berg et al. [1], “Lehninger, Principles of Biochemistry” by Nelson and Cox [2], “Molecular Cell Biology” by Lodish et al. [3], and “Molecular Biology of the Cell” by Alberts et al. [4]. The interested reader is also referred to other textbooks cited at the end of the text [5 - 7].

2 Cells, the factories of biomolecules

Multicellular organisms contain many different types of cells, which vary in size, shape, and function. The human body, for example, consists of about 200 cell types that collectively amount to more than $10^{14}$ cells. Typically eukaryotic cells are 5 to 100 µm in diameter and thus much larger than e.g. bacteria (length ~2 µm, diameter ~1 µm). To provide some insight into their functional divergence I will briefly introduce a few eukaryotic cell types: neurons, erythrocytes, and hepatocytes.

The human brain consists of approximately $10^{11}$ neurons. Both, in the central and the peripheral nervous system, neurons equip the organism with an efficient system for fast communication. Some cells of the nervous system (motor neurons) possess very long cellular extensions (Fig. 1). These axons can be ~1 m long. They originate in the spinal cord and pass electrical signals to muscle fibres in legs or toes.

To convey information to target cells, neurons generate action potentials. These are small electrical discharges of the membrane potential that originate from the consecutive activity of ion channel proteins housed in the cell membrane (see also chapter A5). The action potential travels down the axon with velocities of up to 100 m/sec. When the action potential reaches the presynaptic terminal region of the neuron, it stimulates the release of chemical transmitters. The transmitters diffuse to a target cell and activate specific proteins that eventually generate an electrical response of that cell.
Cell types contained in the blood fulfil functions ranging from the transport of oxygen to the production of antibodies. They all have limited life spans and are continuously produced throughout an animal’s life. ‘White’ blood cells, leukocytes, combat infection and engulf and destroy debris. ‘Red’ blood cells, erythrocytes (Fig. 2), are specialized for carrying O\textsubscript{2} and CO\textsubscript{2}. Human erythrocytes are small, biconcave disks with a diameter of 6 to 9 µm. During their maturation, erythrocytes produce large amounts of haemoglobin (up to 34% of the cells total weight).

Functional haemoglobin assembles from four subunits. Each subunit contains a prosthetic group called heme. The heme group is a porphyrin system coordinating a single Fe\textsuperscript{2+} atom to which O\textsubscript{2} can bind. Haemoglobin is saturated with O\textsubscript{2} in the lung and from there circulating erythrocytes provide O\textsubscript{2} supply of peripheral tissue via the blood stream.
**Fig. 2:** *Erythrocytes are filled with haemoglobin and provide oxygen supply in the body.*

The liver is the largest gland of the human body. Cells in the liver, *hepatocytes* (Fig. 3), are arranged in folded sheets and face blood-filled spaces called sinusoids. The blood is separated from the surface of the hepatocytes by a single layer of epithelial cells covering both sides of each hepatocyte sheet. This arrangement facilitates the exchange of metabolites between hepatocytes and the blood.

**Fig. 3:** *Hepatocytes synthesize, store, and degrade a huge number of different substances in the liver.*

The liver is the key organ where nutrients that have been absorbed from the gut and then transferred to the blood are processed for further use in other cells of the body. Hepatocytes thus participate in the synthesis, degradation, and storage of a huge number of different substances. Hepatocytes differ in their life-style, e.g. from cells that line the lumen of the gut. The latter are facing very harsh chemical conditions originating from the corrosive contents of the gut. Consequently they are rapidly and continuously replaced by newborn cells. Hepatocytes are protected from direct interaction with the gut contents. Therefore, they do not undergo a rapid turnover and are replaced at a slow but precisely controlled rate. However, if two-thirds of a rat’s liver is surgically removed, a liver of normal size can regenerate from the remaining tissue within a week.

### 2.1 Structural features of eukaryotic cells

Despite their morphological and functional differences, all eukaryotic cells share important features that manifest in conserved subcellular structures (Fig. 4). The *plasma membrane* defines the surface of the cell, separating its contents from the surrounding. The external surface of a cell is in contact with other cells and the extracellular fluid harbouring solutes and nutrient molecules. The plasma membrane is held together primarily by non-covalent hydrophobic interactions and forms a thin, hydrophobic layer around the cell. The membrane is a barrier to the free passage of inorganic ions and most other charged or polar compounds. Nevertheless, cells continuously have to exchange “substances” with their environment. To manage this logistic problem, specific transport proteins in the plasma membrane allow the
The internal volume bounded by the plasma membrane, the cytosol, is composed of an aqueous solution and a variety of insoluble, suspended particles. The cytosol is a highly concentrated aqueous solution with complex composition and gel-like consistency. A major constituent of the cytosol is the cytoskeleton, a meshwork-like structure composed of polymeric protein fibres, called microtubules and filaments that participate in maintaining a cell’s shape and mobility and also provide anchoring points for other cellular structures. Suspended in the cytosol are many proteins, small organic molecules (metabolites), and intermediates of biosynthetic and degradative pathways. Among the particles operating in the cytosol are the ribosomes. They are the sites at which protein synthesis occurs (see also chapter E2). Ribosomes engaged in protein synthesis often come in clusters called polysomes and are located on the outer surface of the endoplasmic reticulum.

The endoplasmic reticulum (ER) is a highly convoluted, three dimensional network of membrane-enclosed spaces extending throughout the cytoplasm and enclosing a subcellular compartment separate from the cytoplasm. The flattened branches of this compartment are continuous with each other and with the nuclear envelope. Ribosomes that synthesize proteins destined for plasma membrane insertion or export attach to the surface of the ER, and these proteins are passed through the membrane into the ER lumen as they are synthesized. By contrast, proteins remaining in the cytosol are synthesized on ribosomes unassociated with the ER. Areas where thousands of ribosomes are attached to the ER are called rough endoplasmic reticulum. Although physically continuous with the rough ER, the smooth ER is free of ribosomes. Its main function is in lipid biosynthesis.
Most eukaryotic cells have *Golgi complexes* (see Fig. 4). Structurally and functionally the Golgi complex is asymmetric. The cis side faces the rough ER, and the trans side faces the plasma membrane. Newly synthesized secretory and membrane proteins move into the lumen of the rough ER and pass through the Golgi complex to the trans side. In the Golgi complex, proteins become modified by sulfate groups, carbohydrates, or lipid moieties. These modifications serve as molecular “labels” directing a protein to its final destination properly.

*Lysosomes* (see Fig. 4) are spherical vesicles usually 1 μm in diameter. They contain enzymes capable of digesting proteins, polysaccharides, nucleic acids, and lipids. Lysosomes function as cellular recycling centres. They contain degradative enzymes which break down complex molecules, for example nutrients, but also worn-out organelles from the cell’s own cytoplasm. The enzymes in principle could act on all cellular components were they not confined by the lysosomal membrane. Another strategy to keeping these enzymes inactive in the cytoplasm is their exquisite pH-dependence of activity which is maximal in the lysosomal lumen (pH ≤ 5) compared to the cytosol (pH = 7).

A pivotal organelle of all eukaryotic cells is the *mitochondrion*. Mitochondria typically have a diameter of 1 μm. Mitochondrial enzymes catalyze the oxidation of organic nutrients by molecular oxygen. The chemical energy released in mitochondrial oxidations is used to generate adenosine triphosphate (ATP), the major energy-carrying molecule of cells. When glucose is completely oxidized to CO₂ and H₂O, 26 molecules of ATP are produced. The ATP diffuses to all parts of the cell and provides the fuel for cellular work. This energy is supplied by the hydrolysis of the phosphoanhydride bonds in ATP. Per mol of ATP hydrolysed, 14.6 kcal of energy are produced. Since cells heavily consume energy, ATP has to be continuously regenerated by mitochondria.

The largest subcellular structure depicted in Fig. 4 is the *nucleus*. The nucleus contains almost the cell’s entire DNA. The nucleus is surrounded by a nuclear envelope, composed of two membrane bilayers separated by a narrow space and is continuous with the rough ER. At intervals, the inner and outer nuclear membranes are pinched together and form nuclear pores. Huge protein complexes that allow macromolecules to pass between the cytoplasm and the aqueous phase of the nucleus are associated with these pores [8]. Traffic into the nucleus includes enzymes required for DNA replication, transcription, and RNA processing. Passing out through the nuclear pores are messenger RNA molecules which are translated into protein on ribosomes.

### 3 Biomolecules

#### 3.1 Molecular Composition of Cellular Membranes

In the following, the basic features of biological membranes of eukaryotic cells will be described. More information on membranes can also be found in chapter B5.

All biological membranes share certain fundamental properties. They are impermeable to most polar or charged solutes, but permeable to nonpolar compounds. Membranes are sheetlike structures. They are 6 to 10 nm thick. Biological membranes consist of a lipid bilayer and a huge amount of either membrane-associated or membrane-integrated proteins. Membrane lipids are relatively small molecules with both, hydrophilic and hydrophobic...
features. It is the hydrophobic properties that are relevant for cellular function. The hydrophobic nature originates from a particular constituent of each lipid, i.e. fatty acids. Fatty acids are hydrocarbon chains of various lengths. In most biological membranes fatty acids typically consist of 14 to 24 carbon atoms. Fatty acids not only differ in chain length. They can also be saturated or unsaturated which means that carbon atoms are connected by single or double bonds, respectively.

Three major kinds of lipids can be found in a biological membrane: phospholipids, glycolipids, and cholesterol. Phospholipids are abundant in all biological membranes. A phospholipid molecule is constructed from four components: fatty acids, glycerol or sphingosine, a phosphate group, and an alcohol attached to the phosphate. In phosphoglycerides (Fig. 5), the carboxyl groups of two fatty acid chains are esterified to the hydroxyl groups at C-1 and C-2 of glycerol. Phosphoric acid is esterified to the hydroxyl group at C-3 of glycerol. The phosphate can form another ester bond to the hydroxyl group of one of several alcohols. Some common alcohol moieties of phosphoglycerides are choline, ethanolamine, the amino acid serine, and the sugar inositol.

![Molecular structure of a phosphoglyceride](image)

**Fig. 5:** Molecular structure of a phosphoglyceride (here: phosphatidylethanolamine) found in cell membranes. Two fatty acid molecules (CH₃(CH₂)nCOOH) are linked by ester bonds to the central alcohol, glycerol (CH₂OH-CHOH-CH₂OH). The third hydroxyl group of glycerol is esterified to a phosphate group (PO₄) which also is connected to one of several alcohols, in this case ethanolamine (H₃N(CH₂)₄OH).

Glycolipids, as their name implies, are sugar-containing lipids. Glycolipids in animal cells are derived from sphingosine, an amino alcohol that contains a long, unsaturated hydrocarbon chain. One or more sugars are attached to the primary hydroxyl group of the sphingosine backbone. Glycolipids are oriented in a completely asymmetric fashion with the sugar residues always presented on the extracellular side of the membrane.

Cholesterol is another important constituent of biological membranes. It is a steroid. In membranes, cholesterol is oriented parallel to the fatty acid chains of the phospholipids. Cholesterol is found to varying degrees in all animal membranes. A cholesterol content of up to 25% has been determined in some neurons whereas the steroid is essentially absent from intracellular membranes.

What properties enable phospholipids to form membranes? Membrane formation is a consequence of the amphipathic character of the lipid molecules. The polar head groups, formed by the alcohol and phosphate groups favour contact with water (see Fig. 5). Their hydrocarbon chains interact with one another rather than preferring water. These strongly
opposed preferences of the hydrophilic and hydrophobic moieties of membrane lipids can be satisfied by forming a lipid bilayer, composed of two lipid sheets (Fig. 6). The hydrophobic tails (= fatty acid chains) of each sheet interact with one another, forming a hydrophobic interior that acts as a ‘natural’ permeability barrier for charged or polar molecules. The hydrophilic head groups interact with the aqueous medium on each side of the bilayer. The major driving force for lipid bilayer formation originates from the hydrophobic interactions between the hydrocarbon chains. Van der Waals attractive forces between the hydrocarbon tails favour close packing of these entities. In addition, there are electrostatic and hydrogen-bonding attractions between the polar head groups and water molecules. Thus, lipid bilayers are stabilized by a full array of forces that mediate molecular interaction in biological systems.

**Fig. 6:** Biological membranes consist of a two-dimensional sheet of lipid molecules arranged in a lipid bilayer. The hydrophilic head groups (blue) of the lipids are in contact with water at each surface of the bilayer. The hydrophobic chains of the fatty acids (yellow) are protected from water and form the core of the bilayer. Modified from [2].

Although the lipid bilayer structure itself is stable, the individual phospholipid molecules have great freedom of motion within the plane of the membrane. The interior of the bilayer is fluid. Individual hydrocarbon chains of fatty acids are in constant motion produced by rotation about the carbon-carbon bonds. The degree of fluidity depends on lipid composition and temperature. At low temperature, lipid motion is restricted and the bilayer exists as a nearly crystalline array. Above a certain temperature (= transition temperature), the crystalline solid changes to a more fluid phase. The transition temperature depends on the lipid composition of the membrane. High amounts of cholesterol and unsaturated fatty acid chains in phospholipids result in lower transition temperatures.

Another type of lipid motion involves the movement of an entire lipid molecule relative to its neighbours. A molecule in one monolayer of the bilayer can diffuse laterally so fast that it ‘circumnavigates’ a cell within seconds. This rapid lateral diffusion within the plane of the bilayer randomizes the positions of individual molecules in a few seconds. In recent years, however, experimental evidence has been accumulated that some areas of a cell’s membrane possess a rather fixed lipid and cholesterol composition. Such areas are referred to as lipid rafts. It is assumed that certain membrane proteins preferentially assemble in these areas (‘microdomains’) to ensure specific and rapid responses to external stimuli.

In addition to lateral movements of lipid molecules one might also expect diffusion from one face of the bilayer sheet to the other. This “flip-flop” transition requires a polar head group to
leave its aqueous environment and move into the hydrophobic interior of the bilayer. This process is energetically unfavourable due to a large, positive change in the free energy. Sometimes, however, a cell necessitates moving lipids from one side of the bilayer to the other. For this purpose, specific proteins in the plasma membrane, called flippases, provide a transmembrane path to circumvent the energetically unfavourable flip-flop diffusion.

3.2 The Nucleus

The nucleus contains the majority of the cell’s genetic material. Here, multiple linear DNA molecules and specific proteins are tightly associated forming structures called chromosomes. Somatic cells that make up most of the human body have two copies of each chromosome. Such cells are ‘diploid’. Gametes, i.e. egg and sperm, contain only one copy of each chromosome. These cells are ‘haploid’. A human somatic cell has 23 pairs of chromosomes. The DNA, wound up in the chromosomes, contains all the information to encode every protein of the cell. Before a cell starts to divide, the entire chromosomal DNA is duplicated, a process termed replication. Thereafter each chromosome consists of two identical chromatids. When the cell divides, the two chromatids separate, one moving to each pole of the cell, where they become part of the newly formed nucleus of each daughter cell.

In the nucleus, the DNA is tightly bound to a family of positively charged proteins, the histones. Histones and DNA associate in complexes called nucleosomes, in which the DNA strand winds around a core of histone molecules. The DNA of a single human chromosome forms about a million nucleosomes. The nucleosomes associate to form very regular and compact supramolecular complexes. The resulting chromatin fibres, about 30 nm in diameter, condense further by forming a series of looped regions and cluster with adjacent looped regions. This tight packing of DNA into nucleosomes results in a remarkable condensation of the DNA molecules. The DNA in the chromosomes of a single somatic human cell would have a combined length of about 2 m if fully extended, whereas the combined length of all 46 chromosomes is about 200 nm (= 2 x 10^{-7} m). In the following chapter, a short introduction into the molecular properties of the nucleic acids DNA and RNA will be given.

3.2.1 Nucleic Acids

In modern organisms, deoxyribonucleic acids (DNA) and ribonucleic acids (RNA) are the molecular repositories of genetic information. The structure of every protein is a product of information programmed into the nucleotide sequence of a cell’s nucleic acids. The ability to store and transmit genetic information from one generation to the next is a fundamental condition of life.

The nucleotide sequence in the cell’s DNA specifies the amino acid sequence (see 3.2.2) of every protein in the cell. A segment of a DNA molecule that contains the information required for the synthesis of a functional biological product is referred to as a gene. The human genome is estimated to contain up to 25,000 different genes. The storage and transmission of biological information are the only known functions of DNA. In comparison to DNA, RNAs have some broader range of functions. Several classes of RNAs are found in cells. Ribosomal RNAs (rRNA) are structural components of ribosomes, the particles that synthesize proteins. Messenger RNAs (mRNA) carry genetic information from a gene to a ribosome, where the encoded protein is synthesized. Transfer RNAs (tRNA) are adapter molecules that translate the information from the messenger RNA into a specific amino acid sequence of a protein.
The nucleic acids of a cell consist of nucleotides (Fig. 7). Nucleotides have three characteristic components: a nitrogen-containing base, a pentose (= sugar), and a phosphate. The bases are derivatives of two parent compounds, purine and pyrimidine. The base of a nucleotide is covalently linked by an N-β-glycosyl bond to the pentose, and the phosphate is esterified to the 5’ carbon of the pentose. Both DNA and RNA contain two purine bases, adenine (A) and guanine (G), and two pyrimidines. In both nucleic acids one of the pyrimidines is cytosine (C), whereas the second is thymine (T) in DNA and uracil (U) in RNA. Nucleic acids have two kinds of pentoses. The nucleotides of DNA contain 2’-deoxy-D-ribose, and the nucleotides of RNA contain D-ribose.

![Chemical components of nucleotides](image)

**Fig. 7:** Chemical components of nucleotides. Nucleotides consist of three components: a nitrogen-containing base, a pentose, and a phosphate. The bases are derivatives of either purine (adenine or guanine) or pyrimidine (thymine or cytosine). In DNA, the hydroxyl group on the pentose ring (depicted in red) is replaced by hydrogen.

The successive nucleotides of both DNA and RNA are covalently linked through phosphate-group bridges, in which the 5’-hydroxyl group of one nucleotide is joined to the 3’-hydroxyl group of the next nucleotide by a phosphodiester linkage (Fig. 8). Thus the covalent backbones of nucleic acids consist of alternating phosphate and pentose residues, with the bases joined as side groups to the backbone at regular intervals. The backbones of both DNA and RNA are hydrophilic. The hydroxyl groups of the sugar residues form hydrogen bonds with water. The phosphate groups are completely ionized and negatively charged at pH 7. Thus, DNA is considered as a ‘poly-anion’. In a cell, the negative charges are compensated by ionic interactions with positive charges on proteins, e.g. histones, metal ions, or polyamines.
Fig. 8: Covalent bonds in the backbone of DNA and RNA. The phosphodiester bonds link successive nucleotide units. The backbone of alternating pentose and phosphate groups in nucleic acids is highly polar. Sketch modified from [2].

The covalent structure of nucleic acids accounts for their ability to carry information in form of the linear sequence of bases along a nucleic acid chain. Another important feature is the ability of the bases to form specific base pairs (A : T; G : C) which gives rise to a helical structure consisting of two complementary strands of nucleic acids. The existence of specific base-pairing interactions was discovered when the three-dimensional structure of DNA was solved by X-ray diffraction [9]. The diffraction patterns indicated that DNA was formed of two chains that wound in a regular helical structure. The two helical DNA chains are coiled around a common axis. The sugar-phosphate backbones are on the outside of the helix, and the purine and pyrimidine bases are facing the inside of the helix. The bases are nearly perpendicular to the helix axis. The helical structure repeats every 3.4 nm. There are 10 base pairs per helix turn. The diameter of the helix is 2.0 nm. Altogether these are the essential features of the Watson-Crick model of DNA.
The flow of genetic information in a cell is from DNA to RNA to protein. All cellular RNAs are synthesized by specific enzymes (RNA polymerases) from DNA as a template. This process is called *transcription*. In contrast to DNA molecules, RNA molecules are single stranded. RNAs, however, may also contain double-stranded regions that arise from the folding of the single chain into hairpin loop-like structures.

### 3.2.2 Synthesis of proteins

Proteins are the ‘working horses’ of a cell. Proteins are constructed from 20 different *amino acids*. All amino acids share a basic design. A central carbon atom (C₆) is bonded to an amino group, to a carboxyl group, to a hydrogen atom, and to one variable group (R), called side chain (Fig. 9). It is the side chain that determines an amino acids physico-chemical property. Amino acids are the letters of the alphabet in which proteins are “written”.

![Fig. 9: Structural formula of amino acids.](image)

Transcription of a gene by RNA polymerase II results in the synthesis of messenger RNA (mRNA). The mRNA is the template for protein biosynthesis. How does an mRNA molecule direct amino acids to become joined in the correct sequence to form a protein? The process of protein biosynthesis requires another class of RNA molecules, i.e. transfer RNA (tRNA). All tRNAs contain an amino acid-attachment site and a template (= mRNA) recognition site. The carboxyl group of the amino acid is esterified to the 3’- or 2’-hydroxyl group of the ribose at the end of the tRNA chain (= amino-acyl-tRNA). This reaction is catalyzed by specific enzymes (= synthetases) and there exist specific synthetases for attaching each of the 20 different amino acids to their respective tRNA(s).

The correct arrangement of 20 different amino acids in a protein cannot be specified by four nucleotides in a one-to-one manner. Consequently, a group of nucleotides is required to encode each amino acid. The code employed must be capable of specifying at least 20 ‘words’, i.e. different amino acids. If two nucleotides were used to code for one amino acid, then 4² different ‘words’ could be formed; a number still below the default value. If three nucleotides are used to encode one amino acid, then 4³ code ‘words’ can be formed. This condition not only fulfils but also exceeds the default value. In fact, some amino acids are encoded by more than one triplet codon. This phenomenon is referred to as ‘the genetic code is degenerate’. An advantage of the degeneracy is that the system becomes less vulnerable to mutations in the nucleic acids. Even the DNA base composition may vary without altering the amino acid sequence of the encoded protein. The template-recognition site on tRNA is a sequence of three nucleotides called *anticodon*. The anticodon on a tRNA molecule recognizes a complementary sequence on the mRNA by base pairing.
Ribosomes are the molecular machines coordinating the interplay of mRNA, tRNAs, and proteins which leads to protein synthesis. A eukaryotic ribosome consists of a large and a small subunit. Both subunits come together forming the functional ribosome with a relative molecular mass of 4,200 kDalton. As a whole, the ribosome is a complex composed of individual RNA molecules (rRNA) and more than 50 proteins [10].

The average rate of protein synthesis is about five amino acids per second. At the end of biosynthesis, the protein is a linear stretch of covalently linked amino acids (see Fig. 10). To become a functional protein within the cell it has to adopt a unique three-dimensional structure. A protein adopts a stable, folded conformation mainly through noncovalent ionic, hydrogen, van der Waals, and hydrophobic interactions. Its stability is further enhanced by disulfide bonds formed between amino acid residues harbouring reactive sulfhydryl (SH) groups. Detailed information on protein folding can be found in chapters E2 and E4.

3.2.3 Cell regulation by epigenetic factors

Eukaryotic cells are equipped with and make use of rather similar molecular components and reactions to meet daily demands. Nevertheless, cells in the human body are phenotypically and functionally quite distinct and specialized although they share the same genetic background. Currently, an intensive field of investigation in cell biology aims to unravel processes that lead to cellular specialization at the molecular level. Whereas the general structure of chromatin is similar in all eukaryotic cells, chromatin has to be considered as a dynamic structural and functional scaffold governing processes such as transcription, DNA
Histones that participate in building the nucleosomes are subject to multiple post-translational, often transient modifications that include acetylation, methylation, phosphorylation and sumoylation. The particular combination of histone post-translational modifications constitutes a so called ‘histone code’ that influences chromatin structure and function by altering nucleosome-nucleosome interactions as well as interactions with various proteins that participate in or regulate processes from gene expression to genetic recombination.

Histone acetylation and deacetylation are reversible reactions mediated by specific enzymes. In the deacetylated form, basic amino acids in histones are positively charged and interact with DNA’s negatively charged phosphate groups or negatively charged patches on neighbouring nucleosomes. These interactions promote chromatin condensation. In contrast, acetylation of those residues neutralizes these positive charges and promotes a less condensed and more accessible chromatin conformation. Thus, histone acetylation has been linked to actively transcribed genomic regions. Histone acetylases and histone deacetylases, the enzymes adding or hydrolyzing the acetyl-groups, have been traditionally linked to transcriptional activation and repression, respectively. Furthermore, transient modifications have been implicated in many biological processes, such as cell survival and differentiation, cell cycle progression, tumorigenesis, cardiac function and remodelling in health and disease. At present, histone acetylases and deacetylases are among the most promising targets in cancer therapy, and the search for specific modulators of their activities has attracted much attention.

In addition to acetylation, methylation of basic amino acid residues in histones has been examined extensively in the recent past. Similar to the transfer of acetyl groups, methylation of amino acid residues can contribute to active or repressive chromatin functions. Notably, histone methylation has been implicated in the maintenance of embryonic stem cells in the undifferentiated state and thus to play a key role in differentiation. From a chemical point of view, histone methylation is more stable than acetylation or phosphorylation and has been considered as a rather static modification. Recently, however, specific enzymes have been identified that catalyze the removal of methyl groups from histones. Therefore, methylation of histones may turn out as a transient modification that is as reversible as acetylation.

Besides on proteins, methylation can also occur on the DNA itself. In mammalian cells, specific enzymes, cytosine-5’-methyltransferases, add a methyl group to the C-5 atom of cytosine. The methylation of DNA is an important epigenetic regulator of gene expression. In the mammalian genome, about 70% of the CpG dinucleotides are methylated. Many of the remaining non-methylated CpGs are located in ‘CpG islands’ typically found in functional promoter regions. DNA methylation has long been considered as a marker of gene repression which plays important roles in long-term silencing of repetitive elements or X-chromosome inactivation.
Recent studies, however, show that transcriptional activation is associated with cycles of DNA methylation and that methyltransferases participate in both the addition and removal of methyl groups. Whereas methylation of histones keeps embryonic stem cells in an undifferentiated state, differentiation of these cells is associated with changes in DNA methylation. Hence, the DNA methylation pattern in CpG islands is among the factors that control the differentiation of the various cell types in the body. Furthermore, tumorigenesis is frequently associated with hypermethylation of CpG islands in promoters of tumor suppressor genes. Thus, the DNA methylation states and the diverse combinations of the different histone post-translational modifications lead to a variety of functional consequences for an organism. It is the epigenetic factors that can have a profound impact on gene expression which in turn may control either normal development or progression of disease.

4 Summary

This chapter aimed to introduce the reader to some of the morphological and molecular properties of eukaryotic cells. Subcellular structures like the nucleus and cellular membranes as well as important biomolecules have been addressed. Pivotal to all cellular functions is the presence and activity of specific proteins. Proteins are synthesized from rather simple monomeric units, the amino acids. Proteins acquire their functional activity after folding in a characteristic three-dimensional structure. To a certain extent, the structural features of a protein are already determined by the genetic information stored in the DNA. The DNA is wound up as a nucleic acid/protein complex in the chromosomes. Transcription of a gene produces molecular messengers required to “translate” the genetic information into a protein sequence. As a general rule, the flow of genetic information is from DNA → RNA → protein, but proteins in turn synthesize both DNA and RNA. All cellular processes need a continuous supply of energy. In biological systems, most of the energy is gained from hydrolysis of ATP. Mitochondria ensure the constant supply of ATP as it is these cellular organelles where aerobic degradation of sugar or fatty acids to CO₂ and H₂O is coupled to ATP production. Though the biochemical and molecular mechanisms described in this section are known for reasonable time, biochemists and cell biologists are facing novel challenges. The advent of completely sequenced genomes led to the prediction of protein sequences with hitherto unknown function. Analysing these proteins and unravelling their properties at the cellular level is a tremendous challenge in forthcoming years. In addition, an increasingly diverse picture is emerging of a range of epigenetic mechanisms participating in cellular regulation. In this field of cell biology, the development of techniques that employ genetic and chemical means to achieve cellular reprogramming and/or epigenetic modification in stem and somatic cells may lead to novel and promising approaches to treat life-threatening conditions like cancer or different forms of neurodegeneration, e.g. Alzheimer’s or Parkinsons’s disease.
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1 Introduction

The precise control of solid inorganic structures remains a challenge for material scientists and engineers. Nano- and micro-fabrication of inorganic materials generally requires elaborate catalysts and extremes in temperature, pressure and pH, along with the well-known risks for health and the environment. In contrast, natural organisms have developed the ability to shape complex inorganic materials, mineral biohybrids, at moderate temperatures, and near neutral pH, often in aqueous environments. Proteins are particularly important for biological organisms to control the shape, mechanical properties and morphology of mineralized tissues. Proteins are essentially Nature's engineers of hard materials – they control the growth of inorganic composites containing for example hydroxyapatite (Ca_{10}(PO_4)_6(OH)_2) the major component of bone and teeth, calcium carbonates (CaCO_3) in sea urchins, and silica (SiO_2-nH_2O) in diatoms, marine sponges and some plants (Figure 1). 2-7

Fig. 1: Mineralized tissue generated by protein control. Left: Spine of a sea urchins consisting of calcium carbonates. Middle: bone hydroxyapatite. Right: silica spicule of the sponge M. chuni. Figure based on Refs. 2, 4-7.

2 Applications

Mimicking hard tissue formation has led to numerous potential applications in bioengineering. One strategy has been to coat biomaterials such as hip replacements, with hydroxyapatite composites. Hydroxyapatite is the main constituent of bone and teeth and is therefore ‘naturally’ biocompatible. 6 Hydroxyapatite coatings can promote the biocompatibility and osseointegration of bone and teeth replacements and other implants.

When it became clear that adhesion proteins of mussels, polydopamines, can promote the formation of hydroxyapatite films, many research groups started experimenting with polydopamine for the production of biocompatible surfaces and particles. 8 Figure 2A shows an example for a calcium phosphate particle grown on a polydopamine-coated surface. 9

Our understanding of the interaction of surface bound peptides with molecules in solution is still limited. Currently there is a growing interest in understanding the molecular level detail of these processes and finding ‘design rules’ to improve the mineralization efficiency and control the phase and morphology of minerals grown.
Specific biomineralization pathways in mollusks and corals lead to the storage of vast amounts of CO₂ in solid inorganic materials. Current efforts to store climate changing carbon dioxide make biogenic CO₂ storage a promising field of study. In addition to providing convenient pathways towards CO₂ storage, the CO₂ induced mineralization in corals can also yield high fidelity microstructures in the lab. When Kim et al. injected CO₂ into a mixture of CaCl₂ and dopamine (an adhesive protein in mussels) they observed the formation of hollow CaCO₃ microspheres (Figure 2B). In addition, the spheres could be reacted to form hydroxyapatite and be deposited onto bone bioactive scaffolds for novel implant surfaces.

Porous hydroxyapatite and CaCO₃ have been used to store and release anti-inflammatory drugs, which are especially useful for treating bone infections. In addition, capsules of calcium carbonates have been used as vessels for the delivery of anti-cancer drugs. The structure of calcium carbonates is pH-dependent. Since cancer cells typically maintain a lower pH compared to healthy cells, the pH-dependence makes it possible to selectively deliver drug cargoes such as the anti-cancer drug doxorubicin (DOX) to cancer cells (Figure 2C). The idea is that the carrier particles will disintegrate or change structure and release the cargo once it is in an acidic cell environment.

In Nature, many composite materials comprised of hard and soft tissue exhibit very high toughness. These natural materials can be flexible, transparent and still rival steel in their mechanical properties. The high toughness is often generated by exquisite control of a layered material of alternating soft and hard tissues, which are effectively ‘glued’ together so that stress is transferred between the layers. While in Nature high fidelity layers are typically fabricated and controlled by proteins, researchers have mimicked the architectures with polymers such as, for example, poly acrylic acid. The polymers’ COOH functionalities approximate the charge density of glutamine-rich proteins and polypeptides. Figure 2D shows such a hybrid material – titanium dioxide layers sandwiched between oppositely charged...
organic films comprised of poly(styrenesulfonate), polyethylenimine and poly(allylamine hydrochloride) assembled by a layer-by-layer method.\textsuperscript{14} The organic/inorganic thickness ratio is a critical parameter for the toughness of the material. In this example the best mechanical performance was observed for a ratio of 1/10, interestingly a value that is also typical for nacre. The extremely thin organic layers required for high material performance are a challenge for material synthesis and self-assembled layers based on proteins will likely play an important role in future concepts.

In batteries the electrode material is typically made of inorganic oxides and phosphates such as lithium oxide for Li-ion batteries. Recently, effective biomimetic anode materials have been produced by templating with M13 viruses (Fig.2E).\textsuperscript{15} The viruses were genetically modified to carry two additional kinds of peptides, one with high affinities for carbon nanotubes and another for FePO\textsubscript{4}. The resulting composite material was stable and performed comparably to state of the art materials. The benefit of biomimetic synthesis is the improved energy efficiency and lower biological impact. On the other side of the complexity scale, besides viruses, researchers have also used extremely small and simple homopolypeptides such as diphenylalanine as building blocks for nanostructured electronic materials.
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**Fig. 3:** Acid-cleaned biosilica cell walls illustrating the morphological diversity of silica frustules in different diatom species. Figure from ref 3.

The most abundant biomineral is silica – SiO\textsubscript{2}·nH\textsubscript{2}O.\textsuperscript{3} The large interest in biogenic silica formation, i.e. biosilification, is driven by the numerous potential applications of silica. The fabrication of devices using biogenic silification will require precise structural control. Applications include silica-based optical fibers and drug delivery systems derived from mesoporous silica.

A large variety of species including marine sponges, radiolarians, and diatoms are capable of producing complex silica structures, which derive from orthosilicic acid – Si(OH)\textsubscript{4}. Diatoms are the dominant siliceous species, they produce intricate silica-based cell walls (frustules, see
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Fig.3). Besides producing ca. 20% of the atmospheric oxygen they fabricate the largest portion of the earth’s biogenic silica, which in total is estimated at $240 \times 10^{12}$ moles of silica per year.

As with other biogenic minerals, proteins play a crucial role in the regulation and control of silica formation and construction in diatoms. The biogenic silica of diatom cell walls is not entirely inorganic; it also contains a significant fraction of proteins. An important discovery was the observation that the dominant protein fraction in cell walls of the diatom species *Cylindrotheca fusiformis* consists of small cationic proteins with high binding affinity for silica.

The proteins, called silaffins, consist of a series of amino acid repeat sequences called R1-R7. These repeat domain peptides contain large numbers of serines and the basic amino acids lysine and arginine. *In vivo* the peptides also carry a range of post-translational modifications: the serines are predominantly phosphorylated while the lysines are typically alkylated. The current picture of silica cell wall biogenesis takes place in the so-called silica deposition vesicles (SDVs). The process begins with the formation of silica nanospheres, which contain high levels of silaffins. This silica sphere formation has also been observed *in vitro*, outside of SDVs. This discovery has been a starting point of biomimetic silica production in the lab because R peptides with the ability to induce silica formation from silicic acid solutions in vitro are often as small as 19 amino acids and can therefore conveniently be synthesized *de novo* using robotic solid phase synthesis for extended experimentation.

The best studied of the repeat domains is the nineteen amino acid R5 peptide (NH2SSKKSGSYSGSKGRILCOOH). R5 generates silica spheres with an average radius of 500 nm when exposed to silicic acid solutions.

Especially the C-terminal RRIL sequence has been shown to be critical for silica formation, and mutants with RRIL deleted or altered, do not precipitate silica. In addition, R5 can also precipitate silica with its serine and lysine sites unmodified (i.e. without phosphorylation and alkylation) but the process requires higher pH than for native silaffins or R5 having modified side chains.

### 3 Macroscopic Observations of Biosilification

The macroscopic aspects of biosilica morphology and the role of peptide composition and external influences such as shear and flow have been studied extensively. It is now clear that the morphology of silica precipitated by the R5 peptide can be altered by the application of shear stress and other externally applied forces. Additional variations of the amino acid sequence lead to a variety of differently shaped particles, including spheres, rods, tubes, wires and sheets. As mentioned above, even peptides as small as the tetrapeptide I3K can induce the precipitation of silica nanotubes. Interestingly the closely related L3K peptide – there is a small change of the positions of methyl units between leucine (L) and isoleucine (I) – precipitates nanospheres instead of tubular structures.

A variety of cationic long chain polyamines also induce silica formation. The identification of new proteins capable of precipitating silica structures is an ongoing effort. New proteins and biomolecules are either identified by proteomic analysis of mineralizing organisms and by trial and error-type screening of libraries. Currently there is increased effort to understand the
mechanisms underlying protein regulated mineralization for a more rational design approach. A very impressive example is the control of calcite crystal shapes by synthetic peptides design using computer simulations as demonstrated by Grey and coworkers. But rational designs are still the exception, not the rule. Part of the challenge is our limited understanding of how proteins interact with hard material surfaces. To overcome this problem, several groups are developing spectroscopic and computational methods to study interfacial protein structure.

4 Understanding Protein Control of Biomineralization

Despite importance of the interactions between proteins and minerals, and protein control of silica precipitation in particular, due to the difficulties in studying protein structure and function at inorganic and solid polymer surfaces, or within mineral-protein composites, there is still remarkably little known of the molecular mechanisms governing hard tissue generation. Membrane proteins, for example, are much better understood than proteins in contact with hard tissue. Of the roughly 100,000 protein structures accumulated in the Protein Data Base (PDB) by X-ray crystallography, NMR and other techniques, there is still no experimentally determined structure for a protein interacting with its native mineral surface. The Drobny group has developed solid-state NMR (ssNMR) methods to determine the local structure and dynamics of small salivary proteins bound to hydroxyapatite crystals.21

The Gray group has used computational methods in combination with ssNMR-derived distance and torsion angle constraints to obtain a structural model for the mineral protein statherin bound to HAP crystals. The human salivary protein statherin can track down and bind specific faces of hydroxyapatite and is thereby involved in controlling the growth rate of different hydroxyapatite crystal surfaces. This control of hydroxyapatite shape and morphology is still mystery – understanding the underlying concepts would allow material scientists to control mineral synthesis with high fidelity.

A first experimentally validated atomic resolution structure of statherin on hydroxyapatite, determined with the structure prediction algorithm RosettaSurface in combination with experimental data is shown in Fig.4.22 This first-of-its-kind structure of a protein at a biomineral interface shows how statherin is folded and the amino acid side chains involved in binding the hydroxyapatite surface atoms. ssNMR experiments use proteins bound to micro- or nanoparticles, which can be very different from a flat surface.

Weidner and coworkers have developed high-resolution spectroscopic methods to probe the structure of small peptide on surface directly.23, 24 Using surface sensitive sum frequency generation (SFG) spectroscopy in combination with near-edge X-ray absorption fine structure (NEXAFS) spectroscopy they determined the orientations of specific statherin sites with respect to the surface.25 Together, this first high-resolution structural information is a step towards understanding, for example, the structural basis for the facet specificity of statherin.
In order to understand the concepts used by diatoms to efficiently fabricate nanostructured silica it became clear early on that simplified model systems for silification will be necessary for studies at the molecular level – the silification machinery in diatoms and related species is extremely complex. Drobny and co-workers found that artificial peptides consisting of lysine and leucine (LK peptides) can mimic the diatoms capability of forming various biosilica nanostructures. These extremely simple peptides are designed to adopt helical or beta-sheet structures and are therefore ideal model systems to study the effect of folding on silica morphology (Fig. 5).

The SEM images show how LK peptides folded differently at the water-silica interface can generate different silica morphologies – ranging from spheres to rods and wire-type structures. The folding and aggregation on silica within silica particles shown in the figure was determined using sum frequency generation vibrational spectroscopy in combination with ssNMR and molecular dynamics simulations.
Fig. 5: a-c: Precipitated silica structure depends on LK peptide folding in contact with a silica surface. d: SFG amide I spectra used to determine the peptide folding on silica. e: MD simulation snapshots of LK peptide interaction with silica in solution.

5 Closing Remark

The advent of rapid, mass spectrometry-based proteomic methods will allow the identification of a host of previously unknown proteins involved in biogenic mineralization.

Newly developed spectroscopies will allow researchers to study the mode of action by which proteins interact with and control mineral growth. Taking clues from Nature, material scientists and engineers continue to learn important lessons towards the goal of rational, biomimetic synthesis of functional and environmentally friendly organic-inorganic biohybrid materials.
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1 Introduction

Surface induced ordering and structure formation is of great practical importance in many technical applications. Important examples are the orientation of liquid crystals in displays, controlling wetting of coating formulations with the aid of a surfactant, regular nanostructure and lateral pattern formation in thin blockcopolymer films, and the formation of highly ordered monolayers of colloids. In the present paper we will address specific ordering effects and pattern formation of macromolecules at an interface with an emphasis on the tools that are offered by tailored variations of the polymer structure including their conformational flexibility, self-assembly and the introduction of functional groups that undergo specific and directed interaction.

It is well known that an interface imposes local ordering to the molecules in a liquid that is in contact with it merely by the topography of the interaction forces [1], similar like near range ordering occurs in a liquid [2,3]. For low molecular weight compounds, typically the surface structure is confined to distances no more than one or two molecular lengths from the interface. In the case of a low molecular weight liquid crystalline compound, the interface can induce structure that penetrates hundreds of molecular lengths into the bulk [4]. Deposition of a layer of hard colloidal particles from an evaporating solution is in addition to the particle-surface and particle-particle interaction also controlled by meniscus forces in the thinning liquid film and has been shown to yield highly ordered 2D colloidal crystals [5]. Monolayer formation with surfactant type molecules is typically controlled by the specific interaction of a head or tail group with the second phase forming the interface and the lateral interaction within the monolayer, examples are Langmuir-Blodgett films [6] and self-assembled monolayers [7].

For the case of polymer molecules, i.e. flexible chain molecules, either linear or branched, and in the case of microgels constituting an open polymer structure with internal crosslinks, the situation can become even more complex. This is because of the open structure in combination with the flexible connectivity of the constituent units. While the interaction of the single monomer units with the surface corresponds to the one of small molecules at an interface, the covalent linkage between these segments can cause cooperativity and configurational entropic forces. Furthermore, internal segments and end-groups are distinguished in their interaction with the surface, and in the case of copolymers or functional side groups, different segments can have different affinities to adhere and undergo self-assembly. Still for polymer coils and even more for polymer micelles and microgels, one can distinguish inside and outside. Typically the boundary is rather poorly defined and flexible and does not constitute a two-phase dispersion, however, the interaction with a well-defined interface of another phase may be accounted for predominantly by the surface contact and elasticity of the respective soft polymer object.

Hence, it must be considered that surface induced ordering and structure formation in polymer films formed by adsorption or also by deposition of ultrathin polymer films can be controlled simultaneously by all the different effects that are mentioned above as characteristic for the different systems, i.e., small molecules in isotropic solution, liquid crystalline liquids as well as hard colloids. In combination with the elastic entropic forces, cooperativity in the interaction of interlinked segments as well as the incorporation of directed bonding elements provide a tremendous variability in the structure and dynamics of interfacial and thin films. The lecture will be directed towards a phenomenological description of different examples with an em-
emphasize on the underlying structure property relation and synthetic accessibility rather than a rigorous treatment of the physical background.

In the following we will focus on polymers on flat straight hard surfaces. Firstly, a short summary is given on self-assembled monolayer formation, liquid crystalline ordering and the structure of adsorbed polymers. In the second section the structure formation of ultrathin block-copolymer films confined in between the surface to the hard substrate and air will be discussed. Emphasis is put on the transition from a bulk like film to molecularly thick films. At the example of brush like macromolecules it will be shown how the molecular conformation can be affected by adsorption/desorption. At the example of microgels we will provoke the question, when do colloids become molecules. Finally we will demonstrate possibilities for defined functional nano-pattern formation by the means of well defined block copolymers.

2 Polymers, Liquid Crystals, and SAMs

Adsorption of low molecular weight compounds from solution is an equilibrium process controlled by the specific affinity of the adsorbed molecules to the respective surface and their molar activity. For linear macromolecules, the situation is more complex. Because the chain segments are linked, adsorption is also hindered by the entropic forces needed to deform the polymer coil. On the other side, the high local concentration of segments and next neighbor effects can cause cooperativity and favor adsorption. As a rule of thumb, it is observed that macromolecules do displace similar low molecular weight molecules. However, because of the entropy loss by chain stretching, tight adsorption in solution enforcing formation of a 2D-conformation is unlikely and the typical structure can be described by formation of loops trains and tails (see Fig.1a) The latter refers to the fact that the endgroups differ in their chemical nature. In the case endgroups can be bound specifically and relatively strongly, formation of end-tethered polymer chains are observed (Fig.1b). Specific endgroup can cause cooperativity is controlled by the equilibrium

![Fig. 1: a) Adsorption of a polymer chain, left via the segments in the backbone yielding loops, trains and tails; b) selectively via the chain ends yielding end-tethered polymer chains.](image)

Densely end-grafted polymer chains form a brush-like structure, where the chains get overstretched due to repulsive forces compared to their equilibrium structure (coil dimension) in solution (Fig.2a).
End group adsorption by reversible interaction or weak chemical bonding is typically not sufficient for overcoming the entropic penalty to form a true brush with a thickness exceeding the hydrodynamic radius of the polymer chains in solution. As shown in Fig. 2b, a loose brush is formed that allows coiling up of the chains. If the solubility of the molecules that form such a brush is changed from a good to a bad solvent, the chain molecules collapse and can form a mushroom like structure.

Fig. 2:  
(a) High density brush with stretched chains,  
(b) low density brush in good solvent and  
(c) low density brush in bad solvent forming a mushroom structure.

A completely different situation can be encountered in the case of well defined low molecular weight molecules that adsorb via their endgroups but can form an ordered 2D-layer. In this case a self-assembled monolayer, SAM, as depicted in Fig.3 can be formed. Here it is necessary that the distances of the adsorbed head groups, which are controlled by the crystal structure of the substrate match with the lateral packing of the tails. In the case of alkane chains chemisorbed on a gold 111 surface by thiol-end groups, this is achieved by inclination of the alkyl chains.

Fig. 3:  
Self assembled monolayer of an α-thiolated normal alkane on a gold 111 surface.  
Regular packing of the alkyl chains is enabled by 30° inclination.  
George M. Whitesides et al., Chem. Rev. 105 (4): 1103–1170, 2005,  
www.ifm.liu.se/applphys/ftir/sams.html

A similar situation can be observed even without a specific directed chemisorption, provided the layer structure is sufficiently stable, which is the case for vesicle forming molecules. Fig. 4 depicts the principle of a supported bilayer of lipids. In contact with a flat wall, vesicles that are the typical equilibrium structure in aqueous solution can open to form a straight layer that is still separated from the wall by water molecules that solubilize the polar head groups of the lipid.

The latter example demonstrates that molecular orientation is not necessarily limited to the chemisorption, but can be caused by matching of the mesoscopic structures. This is widely
observed in liquid crystals where, e.g., smectic layers typically orient parallel to a flat surface provided directed chemical bonding to the surface is not dominant.

In this case, often a phenomenon can be observed denoted as surface freezing. Even above the melting or isotropization temperature of the molecules that form the liquid in contact with the surface the flat wall can induce the formation of an ordered layer.

**Fig. 4:** Supported lipid bilayer that can be formed when water dispersed lipid or gemini surfactant vesicles get in contact with a hydrophilic flat surface.

http://en.wikipedia.org/wiki/Model_lipid_bilayer

Thus, the surface layer has a higher melting point than the bulk. Surface freezing is observed, e.g., for normal alkanes and even more pronounced for semifluorinated alkanes. Fig.5 demonstrates this schematically for an alkane, where a segment 12 carbon atoms substituted by fluorine atoms is linked to a hydrocarbon chain with 8-to 12 carbon atoms. It is observed that the melting point of the surface layer can be up to 2-3°C higher than that of the bulk.

**Fig. 5:** Surface freezing of semifluorinated alkanes against air. Supported by the low surface energy of a surface that is formed from densely packed CF$_3$-endgroups, the first molecular layer organizes in a lamella sheet at temperatures up to 2-3°C above the melting temperature of the bulk. (ref. M. Deutsch, M. Möller et al.)

The effect can be also observed at the interface of suitable liquid and a solid substrate. Fig.6 depicts an optical micrograph of a thin film of a polyethylenoxide-grafted polysiloxane. Clearly formation of layered structure with the layers oriented parallel to the surface is observed. Here the driving force is the strong phase segregation of the side chains and the poly-
mer backbone. Yet due to the nonuniformity of the molecular structure layer formation is limited to the surface film.

The enormous potential of such effects can be seen at the example of polymethacrylate partially grafted by oligomeric perfluoropropene ether chains. Due to the irregularity of the molecular structure, these polymers cannot crystallize or form a regular bulk structure. Yet, in contact with a flat glass slide or a silicon wafer regular layer formation is observed.

In the case the polyacrylates or polymethacrylates (see Fig. 7) are substituted by linear perfluorinated side chains, that can undergo side chain crystallization, the melting temperature of the layers adjacent to the flat substrate has been reported to exceed melting of the bulk structure by up to 40°C.

**Fig. 6:** Formation of a regular layered structure of a polyether grafted polydimethylsiloxane on a silicon wafer (unpublished result).

**Fig. 7:** Scanning force micrographs of thin multilayer structure of a polymethacrylate partially substituted by perfluorinated ether side chains. The layered structure formed in contact with a flat substrate becomes metastable at elevated temperature and disorders (melts) layer by layer starting from the air interface of the thin film. S. Sheiko, E. Lermann, M. Möller, *Langmuir* 4015, 12 (1996).
3 Adsorption/Desorption of Brush-like Macromolecules

An interesting situation occurs when the adsorption of a polymer is very strong, essentially forcing all segments of the macromolecule to be in contact with the surface, so that the chain must adopt a flat 2D-conformation. If an amorphous, coiled polymer is adsorbed, the transition from the 3D-solution to the tightly adsorbed 2D-structure does not change the fundamental coiling. This is, however, different for brush like molecules as depicted in Fig.8.

Fig. 8: (left) Schematical structure of a brush like molecule and (right) a scanning force micrograph of polymethacrylate-graft-Poly(n-butylacrylate) adsorbed on mica (ref. S.S. Sheiko, M. Möller, K. Matyjaszewski et al., Macromolecules 34, 8354 (2001)).

By the term brush-molecule, we denote a structure where each monomeric unit in the backbone is substituted by a side chain that is sufficiently long to adopt a coil conformation. In solution the side chains can occupy the full space around the backbone, when the side chains, however, are adsorbed tightly on a flat wall their conformational space is reduced significant-
ly and they force the backbone to stretch considerably and the persistence length can be larger than the contour length.

For long side chains, the stress on the backbone that is exerted when the molecules are adsorbed at the surface of water can become so strong that even rupture of the backbone is observed [8]. With side chains of moderate length and on a solid substrate it is possible to observe a transition to single molecule globuli, when the adsorption strength is reduced by co-adsorption of a low molecular weight compound or by lateral compression on a Langmuir balance, as shown in Fig.9.

4 Microgel Adsorption, Molecular-like or Colloid-like

Microgels are ultrahigh molecular mass intra-molecularly cross-linked molecules swollen with a solvent. They are currently investigated due to their role in applications including emulsion stabilizers [9], coatings [10], drug delivery and release [11], sensors [12], and cell culturing substrates [13]. Highly swollen microgels comprise an open structure with a diffuse outer-boundary, where also the inner segments are well solvated, so that the solute and solvent form a single phase [14]. Thus, the suspended solvent-swollen microgel particles are dissolved like a linear polymer in a good solvent. The high fraction of solvent inside the microgel together with steric stabilization ensures colloidal stability and swelling/deswelling of the elastic network structure. Such peculiarities form a basis for switchability. Due to these distinctions from the hard particles, it may be expected that the interfacial adsorption of microgels demonstrate specific characteristics that are untypical for dispersed hard particles.

In analogy, the interfacial activity of microgels might actually be expected to be less pronounced because of the high solvent fraction in a swollen microgel and the resulting compatibility of the microgel with the solvent [15],[16]. However, a pronounced interfacial activity can be observed which is accompanied by significant deformation of the microgel particle shape.[17] Also at liquid-solid interfaces, adsorption of dispersed nano- and microparticles has been studied intensively [18]. Rigid particles are well known to form highly regular, mostly hexagonally packed monolayer structures. Here the driving forces are colloidal interaction and most importantly capillary forces exerted by the meniscus that evolves upon evaporation of the solvent at the solvent/air/particles interface.[19] Elastic behavior of soft particles can be considered by contact mechanics theory [20] that accounts for the variation of the adhesive contact by balancing adhesion energy, which favors large contact area, against elastic energy, which opposes deformation [21].

To study the effect of the cross-linking concentration on the microgel deformation (spreading) at the air/solid interface, we investigated the adsorption of microgels at the water/air interface by measuring the surface tension of poly(vinylcaprolactam) microgels as a function of time. Fig.10 shows that regardless of the cross-linking degree of the microgel the surface tension decreases and eventually reaches a steady state with an equilibrium value equal to about 46 mN/m. Since the microgel contains 50mol% vinylcaprolactam, we expected the surface tension to be different from previously reported equilibrium surface tension for PNIPAm microgels (~ 42 mN/m) [15]. Remarkably the time required to achieve a steady state of the surface tension increases with the particle cross-linking density. The data demonstrate that weakly cross-linked microgels exhibit marked adsorption rates compared to highly cross-linked ones.
In general, adsorption depends on (i) the concentration (ii) the diffusion rates and in the case of the soft microgels (iii) on the conformational flexibility that allows eventually for some cooperativity in the molecular spreading at the air/water interface. The surface tension data do not differentiate between these effects, but clearly show that more flexible microgels adsorbs faster. The effect that the interfacial activity of the microgel depends on their conformational flexibility is in agreement with the observation that microgels strongly deform upon adsorption at interfaces.

**Fig. 10:** Dynamic surface tension for microgels with different cross-linker contents. The microgel concentration was kept constant and corresponds to 0.2 g/L [22].

In order to investigate the extent of the molecular deformation, i.e., the spreading of the microgels upon interfacial adsorption, we studied the deposited microgels by scanning force microscopy. Single isolated microgels were adsorbed/deposited from dilute solution on a silicon wafer and imaged after solvent evaporation as they were adsorbed.

The experiment is based on the assumption that the monitored molecular structure will indicate whether the segments adsorb from solution or whether the molecules are just deposited as the solvent evaporates. Indeed, the flat and spread shape of the microgel indicates adsorption from solution. Notably, the weakly cross-linked molecules extend on the surface with contact-radius exceeding hydrodynamic radius in solution, as it will be shown below. Because the microgel exhibits a radial gradient in the cross-linker concentration, it is expected that they adopt a conformation, where the softer outer parts are strongly flattened that the densely crosslinked core.
Fig. 11: (a) Height image of dehydrated microgel on solid surface and (b) a scheme of the height profile and (c) is density profile of a swollen and collapsed microgel -according to reference 14 to highlights the relation between the dense core and height, as well as hydrodynamic radius and contact area [23].

Fig.11 summarizes the structural parameters of the following discussion. When a compliant colloidal particle with radius R is adsorbed on a flat surface the ratio of the reduced height in the vertical direction $\Delta h/(2R)$ described the extent of its deformation (Fig.11). A hard sphere does not deform ($\Delta h \sim 0$), whereas a highly flexible particles may flatten. In contrast, to an elastic particle that adsorbs via surface contacts, a highly flexible molecule can unfold so that nearly all chain segments get in contact to the surface and the vertical deformation may approach its diameter ($\Delta h \sim 2R$). Because of the radial gradient in the cross-linker concentration, the shell and core of a microgel respond differently.

Actually, for microgel adsorbed from solution on a solid surface, we observe a hemispherical core surrounded by a flattened corona of adsorbed polymer chains. The radius of the whole structure is denoted the contact radius, $R_{\text{cont}}$. At the periphery, the height of the corona is molecular and corresponds to the diameter of the constituent polymer chains. The height h of the core is due to the limited deformability of the strongly crosslinked inner segments of the microgel. As a reference for the lateral deformation (spreading) we refer to the hydrodynamic radius of the well-solubilized microgel below the VPT, $R_h^{20}$, and for the vertical deformation (flattening) to the hydrodynamic radius of the collapsed particle above the VPT represented by $R_h^{50}$.

In the limit of a particle like behavior where the adsorption is controlled by the surface to surface adhesive contact, we expect mostly the hemispherical shape as depicted for the core. In the case of a loosely crosslinked microgel for which adsorption is controlled also by the inner segments, we expect flat structure as depicted for the corona.
Fig. 11: (a) Height image of dehydrated microgel on solid surface and (b) a scheme of the height profile and (c) is density profile of a swollen and collapsed microgel - according to reference 14 to highlights the relation between the dense core and height, as well as hydrodynamic radius and contact area \( R_h \).

Fig. 11 summarizes the structural parameters of the following discussion. When a compliant colloidal particle with radius \( R \) is adsorbed on a flat surface the ratio of the reduced height in the vertical direction \( \Delta h/(2R) \) described the extent of its deformation (Fig. 11). A hard sphere does not deform (\( \Delta h \approx 0 \)), whereas a highly flexible particles may flatten. In contrast, to an elastic particle that adsorbs via surface contacts, a highly flexible molecule can unfold so that nearly all chain segments get in contact to the surface and the vertical deformation may approach its diameter (\( \Delta h \approx 2R \)).

Because of the radial gradient in the cross-linker concentration, the shell and core of a microgel respond differently. Actually, for microgel adsorbed from solution on a solid surface, we observe a hemispherical core surrounded by a flattened corona of adsorbed polymer chains. The radius of the whole structure is denoted the contact radius, \( R_{cont} \).

At the periphery, the height of the corona is molecular and corresponds to the diameter of the constituent polymer chains. The height \( h \) of the core is due to the limited deformability of the strongly crosslinked inner segments of the microgel. As a reference for the lateral deformation (spreading) we refer to the hydrodynamic radius of the well-solubilized microgel below the VPT, \( R_{h20} \); and for the vertical deformation (flattening) to the hydrodynamic radius of the collapsed particle above the VPT represented by \( R_{h50} \).

In the limit of a particle like behavior where the adsorption is controlled by the surface to surface adhesive contact, we expect mostly the hemispherical shape as depicted for the core. In the case of a loosely crosslinked microgel for which adsorption is controlled also by the inner segments, we expect flat structure as depicted for the corona.

This is indeed observed for microgels when the crosslinking is varied. In Fig. 12a and b, the height profiles for particles with 3mol% and 1mol% crosslinker respectively shows a hemispherical shape. The diameter of the hemisphere is roughly in agreement with the hydrodynamics radius of the well-solubilized microgel. A different observation has been encountered when the crosslinking density has been reduced to 0.5 and 0.05mol% crosslinker. In the first case the adsorbed molecules exhibit a well pronounced “fried egg” shape with an extended molecularly flat (1nm) corona around a hemispherical core (Fig. 12c).
In the second case, the molecules are further spread and the hemispherical core is significantly reduced in height. The widespread corona exhibits a height corresponding to tightly adsorbed trains of the polymer segments (1nm). Quantitatively, Fig.13 depicts height (h) of the hemisphere, and the radius of the spread molecules including the corona, i.e., the contact radius (R_{cont}) depending on the crosslinking density. For comparison, we also depicted the hydrodynamic radii of the microgel in solution, under good solvent (at 20°C) as well as under bad solvent conditions (collapsed microgel at 50°C). The graph demonstrates that the profile of microgels on surface and the corresponding dimensions in solution are comparable for highly crosslinked spheres. However, a gradual decrease in the crosslinking density results in extended contact radius concurrently flattens the profile to almost monomer-thickness.

The data indicate that the physical behavior of microgel on surface may be separated in three regimes of dissimilar crosslink density. (1) Spreading of a highly crosslinked microgel is defined by the elastic stresses that develop upon deformation. The influence of the surface tension is reduced to the microgel edge. The physical behavior of the microgel is completely dominated by the elastic properties of the network. (2) Intermediate crosslink state where spreading forces and elastic stresses conjointly defines the shape of the microgel on surface. (3) Loosely crosslink microgel flattens to form a very thin pancake.

The thickness is defined by the long-ranged van der Waals interactions described by the Hamacker constant A, h \sim (A/S)^{1/2}. Connectivity and a radial gradient of crosslinker density limit the lateral extension whereby the central part of the adsorbed microgel is slightly thicker. In this regime, the microgel is highly stretched; the physical behavior is dominated by the elastic properties of the individual chains.

The large deformation indicates tight adsorption and spreading forces that must be active in the presence of solvent. In particular, a loosely cross-linked microgel sustains large defor-
In the second case, the molecules are further spread and the hemispherical core is significantly reduced in height. The widespread corona exhibits a height corresponding to tightly adsorbed trains of the polymer segments (1nm). Quantitatively, Fig. 13 depicts height ($h$) of the hemisphere, and the radius of the spread molecules including the corona, i.e., the contact radius ($R_{\text{cont}}$) depending on the crosslinking density. For comparison, we also depicted the hydrodynamic radii of the microgel in solution, under good solvent (at 20°C) as well as under bad solvent conditions (collapsed microgel at 50°C). The graph demonstrates that the profile of microgels on surface and the corresponding dimensions in solution are comparable for highly crosslinked spheres. However, a gradual decrease in the crosslinking density results in extended contact radius concurrently flattens the profile to almost monomer-thickness.

The data indicate that the physical behavior of microgel on surface may be separated in three regimes of dissimilar crosslink density. (1) Spreading of a highly crosslinked microgel is defined by the elastic stresses that develop upon deformation. The influence of the surface tension is reduced to the microgel edge. The physical behavior of the microgel is completely dominated by the elastic properties of the network. (2) Intermediate crosslink state where spreading forces and elastic stresses conjointly defines the shape of the microgel on surface. (3) Loosely crosslink microgel flattens to form a very thin pancake. The thickness is defined by the long-ranged van der Waals interactions described by the Hamacker constant $A$, $h \sim (A/S)^{1/2}$. Connectivity and a radial gradient of crosslinker density limit the lateral extension whereby the central part of the adsorbed microgel is slightly thicker. In this regime, the microgel is highly stretched; the physical behavior is dominated by the elastic properties of the individual chains.

The large deformation indicates tight adsorption and spreading forces that must be active in the presence of solvent. In particular, a loosely cross-linked microgel sustains large deformation due to swelling and adsorption further amplifies the strain and eventually may induce uncontrolled CC-bonds scission leading to partial fragmentation of the microgel (see Fig.14).

**Fig. 14:** *SFM Height images of microgel with fragmented polymer strand at their periphery.*
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1 Introduction

Cells are the functional units of all living organisms. In complex multicellular organisms distinct cells fulfil different tasks, and the differentiation of embryonic cells into specialized cells in the adult body is of major importance for normal body function. Such specialization requires coordination and thus communication between individual cells. In this chapter I will focus on the generation of a special type of cellular signaling, fast electrical signaling, the propagation of such signals within cells and their transmission from one cell to the other.

2 Organization and function of biological membranes

Every living cell is surrounded by a cell membrane that defines the cell as unit, receives and releases signal molecules and thus mediates communication between the intracellular and the extracellular space. Biological membranes are based on a lipid bilayer. This design is of exceptional simplicity and furthermore provides unique mechanical and electrical properties. The fluidity of the lipidic matrix permits cell division and cell movement. A lipid bilayer restricts the permeation of polar and charged molecule and thereby effectively defines intra- and extracellular milieu. Its impermeability for charged molecules makes the lipid bilayer a perfect electrical isolator and represents the basis for electrical signaling.

The electrical capacitance of a lipid bilayer is very low. For a typical size with a diameter of 30 µm, the cell capacitance is only 30 pF. This value signifies that only 2.4 pC, i.e. 1.5 x 10^7 elementary charges need to be moved across the membrane to generate transmembrane voltages of about 80 mV. This amount of ions can be moved across the membrane within one second by a single ion channel. Changing the transmembrane potential is fast and does not require major energy consumption. Electrical signaling therefore dominates fast communication in virtually all cells of the human body.

2.1 Transport across biological membranes

Since the lipid bilayer is impermeable for polar and charged molecules there are specialized membrane transport proteins that mediate the selective transport of such molecules across the membrane. Membrane transport proteins are usually categorized into channels, transporters and pumps (1).

Ion channels permit the fastest transport of ions across the membrane, reaching transport rate of up to more than 10^8 ions per second (1). They are usually involved in fast ion transport in the generation of electrical signals by changing the cell’s membrane potential. Channels differ from transporters and pumps in the simplicity of their transport function (Fig. 1). They are characterized by an aqueous conduction pathway that permits the diffusion of ions from one membrane side to the other. Only passive ion diffusion is possible via ion channels. There are two driving forces for ion diffusion: the concentration gradient and the voltage. These two driving forces can be combined to the electrochemical gradient:

\[ \Delta G = RT \ln \frac{c_i}{c_o} + zFV \]  

(1)
with $R$ being the gas constant, $T$ the absolute temperature, $c_i$ and $c_o$: intra- and extracellular ion concentration, $z$ the charge of the ion, $\mathcal{F}$ the Faraday constant, and $V$ the transmembrane voltage.

**Fig. 1:** Schematic drawing of a lipid bilayer with three types of membrane transport proteins.

Ion channels conduct ions in one direction at negative electrochemical potentials and in the other direction at positive values. At an electrochemical potential of 0, ion efflux and influx are identical resulting in zero net ion transport.

Transporters and pumps differ from ion channels in the mechanisms underlying transport. In these two groups of membrane proteins substrates are moved across the membrane via a conformational change of the protein. These changes can be discrete, for example by providing alternating access of substrates to or from a central binding site to the internal and external space by changing the direction of only few side chains. Other transport processes are based on the movement of major components of the transporter protein across the membrane (see below). Since conformational changes of proteins occur at much lower rates than diffusion processes transport rates of transporter are much lower than those of ion channels.

There are passive transporters that move substrates following the electrochemical gradient across the membrane. Secondary-active transporters transport more than one ion: the transport of one substrate occurs passively, and the transport along its electrochemical gradient provides the energy to move other substrates against their electrochemical gradients. According to the relative transport directions of the substrates symporters and antiporters are distinguished. Symporters move all substrates in the same direction, whereas antiporters mediate the simultaneous import of one substrate and export of the other substrate. Secondary-active transporters normally function at a fixed transport stoichiometry: a certain number of substrate A is only transported in co- or countertransport with a certain number of substrate B.

Ion pumps are specialized transporters that can move substrates against their electrochemical gradient using energy provided by ATP hydrolysis.
2.2 Molecular basis of ion transport by channels and transporters

For many decades ion channels and transporters could only be studied on a functional level. Detailed structural insights that are the prerequisite for understanding transport processes at near atomic resolution have not existed until 15 years ago. The first high-resolution structure of a membrane transport protein was solved from a bacterial potassium-selective ion channel, KcsA from *Streptomyces lividans* (2). This structure beautifully explained the basis for selective ion conduction through biological membrane (Fig. 2).

As I will describe in more detail in the following sections, electrical signaling in mammalian cells is based on regulated membrane permeabilities for the two main cations in biological media, Na\(^+\) and K\(^+\). The plasma membranes of resting cells are usually Na\(^+\) impermeant, but highly conductive for K\(^+\). Cell excitation is based on the transient opening of Na\(^+\)-permeant channels. These processes thus require ion channels that reliably select between these two ions. This important task is complicated by the fact that Na\(^+\) and K\(^+\) carry identical charges and only differ minimally in their diameter (Na\(^+\): 1.9 Å, K\(^+\): 2.6 Å).

High resolution structures of K\(^+\)-selective channels demonstrate how these requirements can be fulfilled (Fig. 2). KcsA exhibits a short narrow constriction, the selectivity filter, in which ions can only enter after complete dehydration. K\(^+\) channels are tetrameric and each subunit carries a short glycine-tyrosine-glycine (GYG) sequence in the narrow part of the selectivity filter. The carbonyl oxygens of the tyrosine side chain and of the inner glycine perfectly substitute for interactions of the K\(^+\) ions with water molecules. The smaller Na\(^+\) ions interact less favourably with the selectivity filter and are thus excluded from entering the channel.

![Fig. 2: Backbone fold of KcsA shown from the side (left panel) or from outside (right panel). Blue circles depict permeating K\(^+\) ions that are either entering or leaving or bound to the GYG motif within the selectivity filter. In the side view two of the four subunits of the tetrameric assembly are removed for better illustration.](image)

This design permits very tight association of K\(^+\) ions within the channel protein. Since effective electrical signaling requires high transport rates, selective ion channels do not only have to bind ions with high affinity, but also to permit rapid binding and unbinding. In K\(^+\)-selective channels tight binding is overcome by the occupation of the selectivity filter with multiple K\(^+\) ions. K\(^+\) ions that bind within the selectivity filter coming from outside or onside...
the cell destabilize binding of the other ions and permit the release of the outermost ion to the opposite side of the membrane. The enormous complexity of generating a $K^+$-selective ion channel is illustrated by the fact that only one mechanism for $K^+$ selectivity has been developed during evolution. In contrast, there are multiple protein families and designs for channels selective for $Na^+$, $Ca^{2+}$ and $Cl^-$ ions.

Secondary-active transporters function by a complete different mechanism as ion channels. Whereas ions permeate through an aqueous conduction pathways of ion channels, ion transporters move ions across the membrane utilizing conformational changes. To understand these conformation changes crystal structures of such transporters have to be solved in multiple conformations. In the following I will illustrate secondary-active transport on one particular example, $Na^+$-coupled glutamate transport (Fig. 3, 4 and 5). There are multiple other transporter families that function using alternative mechanisms.

Glutamate is the major excitatory neurotransmitter in the mammalian central nervous system. After release from presynaptic nerve terminals, glutamate diffuses across the synaptic cleft and binds to specialized postsynaptic receptors. Activation of these receptors results in the generation of electrical and/or chemical signals in the postsynaptic cells. Glutamatergic synaptic transmission is terminated by the uptake of glutamate into surrounding glial and neuronal cells. This transport is the main physiological task of $Na^+$-coupled glutamate transporters, the SLC1 family (3). Coupling glutamate and $Na^+$ transport permits the establishment of low extracellular glutamate concentrations resulting in improved sensitivity of glutamatergic synaptic transmission.

High resolution crystal structures of a bacterial glutamate transporter from *Pyrococcus horikoshii*, GltPh, in multiple conformations (4-8) illustrated how these transport processes occur and how movement of diverse substrates are coupled. GltPh is assembled as trimer from three identical subunits that function independently of each other (Fig. 3). Each subunit exhibits eight transmembrane helices with two hairpin loops (HP1 and HP2) that open and close during transport.

Transport is initiated by binding of the first $Na^+$ ion to the apo structure (Fig. 4). This binding step causes HP2 (pink in Fig. 4) to open permitting association of glutamate/aspartate and the remaining $Na^+$ ions. After closure of HP2 a major conformation change occurs, the translocation of the transport domain (orange in Fig. 3, yellow in Fig. 4) across the
membrane. This translocation represents the ~18 Å rotational-translational movement of the transport domain relative to the membrane. After release of the substrates in the inward-facing conformation the transporter returns via re-translocation to its original conformation.

Fig. 4: Conformational transitions of a single GltPh subunit during coupled amino acid transport.

Although transport occur at much lower rates in secondary-active transporters than in channels, transporters have to solve the same conflicting tasks of a selective channel, selection among different substrates and effective transport. GltPh uses an induced fit mechanisms to select between different amino acids (9). Transport substrates bind after opening of HP2 first loosely to the transporter. The subsequent closure of HP2 prevents dissociation of the substrate and is necessary for the transport of the substrate across the membrane.

Fig. 5: Induced fit mechanisms of substrate selection illustrated for an individual GltPh subunit.
At the other membrane side opening of the other hairpin loop then permits release of the substrate into the cytoplasm. The two processes involved in substrate association, initial binding and hairpin loop closure permits selection of the main substrate from other substrates that bind initially tighter to the transport domain and can therefore not be transported at high rates.

3 Electrical signals

3.1 The resting potential

Every cell exhibits a voltage across the plasma membrane and across most intracellular membrane systems. When measured in cells that are not generating electrical signals this voltage is usually denoted as resting potential. I will use in the following mostly this physically incorrect term, since it is the preferred term within physiology and biophysics. Measuring these voltages requires electrical access to the inside of the cell without major impairment of the electrical isolation by the membrane, for example by impaling a fine glass electrode into the cell. For many cells, for example skeletal muscle or glial cells, one can observe a voltage of about -80 mV after impalement and short regeneration of the membrane. In these cells, the membrane potential critically depends on the extracellular potassium concentration. Plotting the resting membrane potential of a skeletal muscle fibre one observes a dependence that can be almost perfectly described by the Nernst equation (10). This equation describes diffusion potentials at the border between solutions with different concentrations. From this mathematical description it was concluded that the cellular resting potential is - in many cells - a potassium diffusion potential and does not directly depend on energy consuming processes.

In the human body intracellular K⁺ concentrations are about 150 mM, due to the high density of primary active Na⁺-K⁺-ATPases. The extracellular [K⁺] is tightly regulated to low levels, with concentrations between 3.6 and 5.6 mM. Under these conditions, cells with a plasma membrane that is selectively permeant to K⁺ ions will exhibit a K⁺ diffusion potential that is close to the experimentally determined values.

One can develop the generation of a K⁺ diffusion potential of these values in a model cell that only exhibits K⁺-selective ion channels and physiological internal and external [K⁺]. In this model cell, K⁺ will initially diffuse out of the membrane driven by the concentration gradient. Since only K⁺ can cross the membrane K⁺ efflux will result in charge separation and in the development of a transmembrane voltage. Net K⁺ efflux will stop when the chemical driving and the electrical driving force compensate each other so that the electrochemical gradient for K⁺ ion is zero. At this moment net K⁺ flux across the membrane stops and ion concentrations as well as the membrane potential are stable.

\[
\Delta G = RT \ln \frac{c_i}{c_o} + zFV \tag{2}
\]

resulting in the Nernst equation.
3.2 The action potential

Excitable cells are capable of generating action potentials, transient changes of the cellular membrane potential in response to a depolarizing stimulus. A prerequisite for action potential generation is the abundant existence of voltage-gated sodium channels in certain regions of the cell (11). These sodium channels exhibit unique gating properties: they are closed at negative potentials and open upon cell depolarization with steep voltage dependence. After reaching the so-called threshold potential few voltage-gated sodium channels open. Mammalian cells exhibit small intracellular $[\text{Na}^+]$ so that opening of sodium channel results in passive influx of Na$^+$ into the cells and in further depolarization of the cells. The particular gating properties of the voltage-dependent sodium channels results in reinforcing sodium influx (Fig. 6). Changes of the membrane potential to more positive values cause opening of additional sodium channels making the action potential a self-energizing process that will result - once initiated - always in similar electrical signals.

Sodium currents are terminated by an additional conformation change of these sodium channels, the inactivated state in which sodium channels are closed and unable to re-open. Only the return of the membrane potential to negative values permit transitions from the inactivated to the closed states from which the channels can open again upon depolarization of the threshold potential. Sodium channel inactivation initiates the return of the action potential to the resting potential. The delayed opening of voltage-gated potassium channels that permit K$^+$ efflux and return to the K$^+$ diffusion potential enhances membrane repolarization.

Fig. 6: *Idealized action neuronal action potential. The action potential is initiated by an extracellular signal that depolarizes the cell (initiation phase). After reaching the threshold potential Na$^+$ channels open, and Na$^+$ ion entering into the cell result in further depolarization of the membrane potential (action potential upstroke). Na$^+$ channel inactivation and opening of voltage-gated K$^+$ channels result in membrane repolarization.*

The steep voltage dependence of sodium channels results in the generation of similar action potentials by a given type of cell independently of the stimulus. This so-called “all-or-nothing” rule of action potential has been known for more than 100 years.
Inactivation of sodium channels prevents the generation of an action potential immediately after the end of the proceeding signal. Only after the refractory period action potentials can be again elicited (Fig. 7). One can distinguish an absolute refractory period in which no action potential can be elicited and a relative refractory period with only reduced action potential amplitudes.

![Fig. 7: Refractory periods after action potential initiation. Immediately after an action potential no action potential or only action potentials with reduced amplitudes can be elicited by external stimuli.](image)

### 3.3 Action potentials in signal propagation

An important role of action potential generation is the propagation of electrical signals over long distances in cells with complex morphology. Over small distances electrical signals are propagated in a passive manner, similar to electrical propagation in electrical cables. However, due to the particular electrical properties of cells such propagation is very ineffective and results in a rapid decline of signal amplitudes within only short distances.

The length constant is a characteristic parameter that quantifies the effectivity of passive electrotonic propagation of electrical signals. Within one length constant the amplitude of an electrical signal diminishes to 1/e. Local changes in membrane potential result in ion currents within the cytoplasm, across the membrane and outside the cell. Whereas a high resistance of the cell membrane ($R_m$) prevents current flow and thus results in a reduced decline of electrical signal at a certain distance of the signal, cytoplasmic ($R_i$) and extracellular ($R_o$) resistances – that determine the voltage drop by this particular current amplitude – have opposite effects on the length constant. This reasoning provides a qualitative explanation for the dependence of the membrane length constant $\lambda$ on these three resistances.

\[
\lambda = \sqrt{\frac{R_m}{R_i + R_o}}
\]  

In the human body high intracellular resistances or low membrane resistances result in length constants of only few $\mu$m so that passive propagation will not allow propagation of electrical signals in axons or muscle fibres with lengths up to 1 m. Action potential generation allows
regeneration of the electrical signal during propagation over long distances. Within one length constant an action potential depolarizes neighbouring membrane areas above the threshold potential. Opening of sodium channels results in generation of novel action potentials in the membrane areas so that the initial electrical signal is regenerated. By this mechanism an electrical signal can be propagated without decrease in amplitude over long distances.

Action potential generation also permits separation of electrical signals from electrical noise. Only signals that are capable of eliciting action potentials will be propagated whereas signals below threshold further decrease and disappear within few length constants.

Regenerative propagation of electrical signals by action potentials illustrates the physiological importance of the refractory period at the end of the action potential. Refractory periods prevent back propagation of the electrical signals into the direction of its origin. Sodium channel inactivation is thus a necessary mechanism to ensure directed propagation of electrical signals.

In the human body many peripheral nerves exhibit a myelin sheet. This myelin sheet accelerates the propagation of electrical signals by multiple mechanisms (1). Myelin sheets are generated by specialized glial cells, Schwann cells, which wrap the neuronal extension with multiple lipid layers originating from the original cell membrane. The myelin sheet increases the length constant and thus decreases the number of action potentials necessary for signal propagation along a given distance. Since each action potential is an energy-consuming process myelinisation reduces the energy demand of electrical signalling. The most important effect of the myelin sheet is the reduction of the cell capacitance. Reduced cell capacitances decrease the number of ions necessary for particular electrical signals and thus greatly accelerate the generation of electrical signals.

4 Communication between cells

Cells communicate at specialized contact structure synapses. Two functionally distinct types of synapses can be distinguished by their different mode of function, electrical and chemical synapses.

Chemical synapses are characterized by gap-junction channels, high diameter ion channels that cross the cell membrane of both cells that form the synapse. Gap junction channels are not only permeable for ions and thus allow fast transmission of electrical signals from one cell to the other one, but also the diffusion of second messenger. Electrical synapses therefore electrically and chemically couple cells. They play important roles in the electrical synchronization of certain types of smooth muscle, of cardiomyocytes in the heart and of glial cells.

Compared with electrical synapses, the architecture of chemical synapses is very complex. Excitation of presynaptic cells causes the release of neurotransmitters via exocytosis of synaptic vesicles. In synaptic vesicles neurotransmitter are accumulated by secondary-active transporters to very high concentrations. Multiple synaptic proteins in the synaptic vesicles and in the membrane of the synaptic nerve terminal enable fast and reliable fusion of the vesicles if and only if the presynaptic nerve terminal is excited. After crossing the synaptic cleft neurotransmitters bind to postsynaptic receptors. There are two classes of postsynaptic neurotransmitter receptors: ionotropic and metabotropic receptors. Activation of ionotropic receptors results in the opening of cation- or anion-selective ion channels. Influx of cations causes depolarization of the postsynaptic cell, resulting in the excitatory postsynaptic
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Inhibitory synapses, anion currents result in membrane hyperpolarization and/or increased resting cell conductances and length constants.

The higher physiological importance of chemical synapses despite their complex architecture is based on several unique properties of such synapses. Chemical synapses permit excitation as well as inhibition of the postsynaptic cell. They only transmit information in one direction, from the pre- to the postsynaptic cell and thus direct the propagation of signals through the central nervous system. Lastly, synaptic transmission in chemical synapses can be regulated by multiple mechanisms. Synaptic plasticity as basis of higher brain functions such as learning and memory are mainly based on such regulatory pathways affecting pre- or postsynaptic processes.
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1 Introduction

Colloidal particles are objects in the size range of a few nano-meter up to about ten microns, embedded in a fluid. The lower size limit is set by the requirement that the colloids are much larger than the fluid molecules, so that the fluid can be regarded as a structureless continuum. Interactions between colloids mediated through the fluid can thus be described on the basis of macroscopic equations of motion for fluid flow. These interactions are therefore referred to as hydrodynamic interactions. In addition to these fluid-mediated hydrodynamic interactions, colloids interact through direct forces, which are due to mutual exclusion of volume, and, for example, charges on the surface of the particles and/or polymers that are chemically attached to the colloid’s surfaces. The upper size limit is set by the requirement that the colloidal particles exhibit vivid thermal motion. When a particle in a fluid is relatively large, the asymmetry in the typical number of collisions with fluid molecules from two opposite sides of the particle is small, resulting in a small net instantaneous force that sets the particle in motion. The motion due to collisions with fluid molecules is nothing but thermal motion that every molecule experiences. Larger particles thus exhibit weaker thermal motion, which ceases to occur for typical sizes of a few tens of microns. Colloidal particles are thus nothing but "large molecules", which exhibit thermal motion that drives self-assembly, phase transitions, and dynamics, similar to atomic/molecular systems.

Contrary to atomic/molecular systems, where inter-particle interactions are set by the rules of quantum mechanics, the direct interactions between colloids can be tuned almost at will. Interactions between colloids can be tuned by chemical surface functionalization of the colloidal particles, by adding small molecules to the fluid (so-called depletion interactions), or by changing the quality of the solvent (resulting in van der Waals interactions). These types of interactions will be discussed in more detail in lecture B4. Of course these interactions are also subjected to the rules of quantum mechanics, but the composition of the colloidal particles can be changed, contrary to atomic/molecular systems. In addition, the geometrical form of the core of the colloids can vary from spherical, to plate-like and rod-like. This freedom leads to a large class of materials with many practical applications. According to the above definition of colloids, biological macromolecules belong to this class of systems, ranging from proteins up to entire cells and bacteria. Colloid science can thus contribute to a quantitative understanding of living systems.

Due to their large size, thermal motion can be observed through light microscopy. It was first observed by Ingenhousz in 1785, and later in 1827 by Brown, although at that time the cause of the erratic motion was not at all understood. Thermal motion of colloidal particles is nowadays commonly referred as Brownian motion, and colloidal particles are some times referred to as Brownian particles. Brownian motion is at the origin of so-called diffusive mass transport, to which this chapter is devoted. Translational diffusion relates to the motion of the center-of-mass of a colloidal particle, while rotational diffusion relates to changes of orientation of colloidal particles due to the same interactions with fluid molecules as mentioned above. We discuss combined translational and rotational diffusion, also in the presence of electric fields, shear flow, and active motion.

After introducing probability density functions in section 1.1 and the notion of overdamped dynamics in section 1.2, translational diffusion is addressed in section 2, and rotational diffusion in section 3. In section 4 a few applications of combined translational and rotational diffusion are discussed: the dielectric response of polar molecules to an oscillating electric field, diffusion of active swimmers, and diffusion in shear flow. This relates so far to non-interacting
colloids. Section 5 deals with more concentrated systems, where interactions between the colloidal particles play an important role. The effect of interactions on diffusion are described, and a shear-induced instability is analyzed, where interactions are shown to give rise to mass transport from regions of high shear rate to low shear rate, leading to an instability that gives rise to a non-uniform flow profiles.

Some of text books on diffusion and microstructural order where most of the material of this lecture can be found are [1, 2, 3, 4, 5].

1.1 Probability density functions (pdfs)

A deterministic description involving positions and velocities of single particles in a macroscopic system is not possible, as this requires the solution of Newton’s equations for a very large number of interacting particles. Newton’s equation of motion can be solved through computer simulations, but analytical theory is not feasible. Instead, a theory can be developed in terms of probabilities of events, like an instantaneous displacement of a colloidal particle due to collisions with a large number of fluid molecules. The theory based on probability concepts in physics is referred to as statistical mechanics. Here, probabilities are quantified by so-called probability density functions (pdfs). Consider a variable $X$, like for example the center-of-mass position of a colloidal particle. The probability density function (pdf) $P(X, t)$ is defined, such that $P(X, t) \ dX$ is the probability, at time $t$, that the variable attains a value within the interval $(X, X + dX)$, with $dX$ a (infinitesimally) small increment of $X$. The average of any function $f(X)$ is thus equal to,

$$< f > (t) = \int dX \ f(X) \ P(X, t) . \quad (1)$$

This average is the experimentally accessible quantity, where many independent realizations of $X$ are probed. It can be time dependent when the system is out-of equilibrium, through the time dependence of the pdf. In the sequel we will encounter vectorial analogues of $X$, like the position coordinate and the orientation of a colloidal particle.

1.2 Overdamped dynamics and force- and torque balance

Equations of motion for probability density functions will be derived for the translational and orientational Brownian motion of colloidal particles on the so-called diffusive time scale, where inertial forces can be neglected. The diffusive time scale is defined as follows. Consider a spherical colloidal particle, embedded in a fluid, with an initial translational velocity $v_0$. In the absence of forces due to interactions with other colloidal particle or an external field, the only force acting on the sphere is the friction force with the fluid, which is equal to $-\zeta \ v(t)$, where $\zeta > 0$ is the friction coefficient, and $v(t)$ the thermally averaged velocity at time $t$. This is the velocity averaged over many random collisions with solvent molecules. The thermally averaged velocity satisfies Newton’s law of motion, which states that the inertial force (= mass $\times$ acceleration) is equal to the total force acting on a particle,

$$M \ \frac{dv(t)}{dt} = -\zeta \ v(t) ,$$

where $M$ is the mass of the particle. The solution to this equation of motion is,

$$v(t) = v_0 \ \exp \{ -t/\tau \} , \ \text{with} \ \tau = M/\zeta .$$
As the friction coefficient for a sphere with radius $R$ is equal to $\zeta = 6\pi\eta_0 R$, with $\eta_0$ the shear-viscosity of the fluid, typical values for the time constant $\tau$, for radii of colloidal particles in the nano-meter to micron size range, are found to be of the order of a nanosecond. Colloidal particles thus lose their velocity due to friction with the solvent in about a nano-second. A very similar analysis based on Newton’s equation of motion for the orientation of colloidal particles shows that the same holds for rotational motion. In all cases where the interest is in the dynamics on much longer time scales than a nano-second, inertial forces and torques may therefore be neglected. The dynamics of colloids on this longer time scale is referred to as overdamped dynamics, or diffusive dynamics. The time scale $\tau_D \gg M/\zeta$ on which neglect of inertial forces is allowed defines the diffusive time scale. In this lecture we restrict ourselves to such diffusive dynamics. In the overdamped limit, according to Newton’s equation of motion, the total force $\mathbf{F}^{\text{tot}}$ and torque $\mathbf{T}^{\text{tot}}$ on a colloidal particle (averaged over a time interval larger than a nano-second) are thus zero,

$$\mathbf{F}^{\text{tot}} = 0 \quad , \quad \mathbf{T}^{\text{tot}} = 0 .$$

This equation expresses force- and torque-balance on the diffusive time scale, which will be important later in the derivation of diffusion equations.

## 2 Translational Diffusion

The main interest in this section is concerned with the probability density function (pdf) $P(\mathbf{r}, t)$ of the center-of-mass position $\mathbf{r} = (x, y, z)$ of a single spherical colloidal particle, at time $t$. This pdf is defined, such that $P(\mathbf{r}, t) \, dx \, dy \, dz$ is the probability, at time $t$, that the center-of-mass is located within the small volume element $dx \, dy \, dz$ that is located at $(x, y, z)$. The variable $X$ in eq.(1) is now the vector $\mathbf{r} = (x, y, z)$. Instead of integration with respect to just a single variable $X$ in eq.(1), we now have a three-fold integration (or “a volume integration”) with respect to the $x$-, $y$-, and $z$-coordinates of the center-of-mass position,

$$< f > (t) = \int dx \int dy \int dz \, f(\mathbf{r}) \, P(\mathbf{r}, t) \equiv \int d\mathbf{r} \, f(\mathbf{r}) \, P(\mathbf{r}, t) ,$$

where in the second equation $\int d\mathbf{r}$ is nothing but a short-hand notation for the integral in the first equation, with $d\mathbf{r} = dx \, dy \, dz$ an infinitesimally small volume element.

In subsection 2.1, we derive an equation of motion for the pdf $P(\mathbf{r}, t)$ which is known as Fick’s diffusion equation (named after Adolf Fick, who formulated this equation of motion in the 1850’s), and discuss its fundamental solution. In subsection 2.2 the so-called continuity equation is derived, which is an exact equation of motion for the pdf, but contains the averaged velocity of the Brownian particle as an unknown quantity. In order to generalize Fick’s diffusion equation to include external fields, the Brownian force is identified in subsection 2.3 by comparing Fick’s equation to the continuity equation, and employing force-balance as quantified in eq.(2). The so-called diffusion coefficient that appears in Fick’s diffusion equation is identified in subsection 2.3 in terms of the friction coefficient of the Brownian particle with the fluid. Finally, in subsection 2.4, the extension of Fick’s diffusion equation to a non-spherical particle (with fixed orientation) with a cylindrical symmetry is discussed.
2.1 Fick’s diffusion equation

Imagine a collection of (infinitely) many, macroscopically identical systems consisting of a single Brownian particle embedded in a fluid. "Macroscopically identical" means that the systems contain the same number of fluid particles with the same temperature and the same volume. Such a collection of macroscopically identical systems is commonly referred to as an ensemble, and can be envisioned as a stack of these systems as depicted in Fig. 1a (left panel). The ensemble is itself isolated from the surroundings, that is, there is no exchange of heat, volume, or mass possible between the ensemble and the surroundings. The systems can exchange heat among each other (so that they have the same temperature), while their volume is fixed and the number of fluid molecules is fixed. Such an ensemble is referred to as an NVT-ensemble ("N", "V", and "T" standing for the prescribed number of particles, volume, and temperature, respectively).

Although the systems are macroscopically identical, they are generally "microscopically different", in the sense that positions and velocities of the fluid molecules and the Brownian particle are different. Consider now the following gedanken experiment, where a photo is made of the entire ensemble at a particular time \( t \). For each system in the ensemble one can determine the position coordinate of the Brownian particle at time \( t \). Collecting all position coordinates at time \( t \) gives rise to a distribution, as depicted in Fig. 1a (right panel), where the local density of points is proportional to \( P(\mathbf{r}, t) \). The density-distribution generally changes with time, as the Brownian particles exhibit thermal motion.

Let \( W(\mathbf{r} \mid \mathbf{r}') \, d\mathbf{r}' \) denote the probability, per unit time, that a Brownian particle jumps from position \( \mathbf{r} \) to a small volume \( d\mathbf{r}' \) centered around \( \mathbf{r}' \). The temporal change of "the number of points" \( P(\mathbf{r}, t) \, d\mathbf{r} \) of the density-distribution mentioned above within the volume element \( d\mathbf{r} \) is due to jumps inwards and outwards of the volume \( d\mathbf{r} \). Since all the points \( P(\mathbf{r}', t) \, d\mathbf{r}' \) in \( d\mathbf{r}' \) have the probability \( W(\mathbf{r}' \mid \mathbf{r}) \, d\mathbf{r} \) to jump per unit time into the volume \( d\mathbf{r} \), for any position \( \mathbf{r}' \) outside \( d\mathbf{r} \), the temporal increase of the probability for a particle to reside in \( d\mathbf{r} \) equal to,

\[
\frac{\partial}{\partial t} [P(\mathbf{r}, t) \, d\mathbf{r}] \bigg|_{(+)} = \int [P(\mathbf{r}', t) \, d\mathbf{r}'] \left[ W(\mathbf{r}' \mid \mathbf{r}) \, d\mathbf{r} \right],
\]

where the volume integral with respect to \( \mathbf{r}' \) ranges over the entire space. The number of jumps outwards of the volume element \( d\mathbf{r} \) centered at \( \mathbf{r} \) is equal to the number of points \( P(\mathbf{r}, t) \, d\mathbf{r} \) in the volume \( d\mathbf{r} \), multiplied by the probability \( W(\mathbf{r} \mid \mathbf{r}' \, d\mathbf{r}') \) to jump into any of the volume elements exterior to \( d\mathbf{r} \). The temporal decrease of the probability to reside in \( d\mathbf{r} \) is thus equal to,

\[
\frac{\partial}{\partial t} [P(\mathbf{r}, t) \, d\mathbf{r}] \bigg|_{(-)} = - \left[ P(\mathbf{r}, t) \, d\mathbf{r} \right] \int W(\mathbf{r} \mid \mathbf{r}') \, d\mathbf{r}' = - P(\mathbf{r}, t) \, d\mathbf{r}.
\]

In the second equation it is used that,

\[
\int d\mathbf{r}' \, W(\mathbf{r} \mid \mathbf{r}') = 1, \quad (3)
\]

which simply expresses that the probability for a particle to jump to a position is unity. The following equation of motion for the pdf is thus found,

\[
\frac{\partial P(\mathbf{r}, t)}{\partial t} = \int d\mathbf{r}' P(\mathbf{r}', t) W(\mathbf{r}' \mid \mathbf{r}) - P(\mathbf{r}, t). \quad (4)
\]
The assumption now is that the transition probability \( W(\mathbf{r} | \mathbf{r}') \) is sharply peaked around \( \mathbf{r}' = \mathbf{r} \), as compared to the distances over which the pdf varies. The pdf in the integrand can then be Taylor expanded up to second order (the notation used here is discussed in appendix A),

\[
P(\mathbf{r}', t) = P(\mathbf{r}, t) + (\mathbf{r}' - \mathbf{r}) \cdot \nabla P(\mathbf{r}, t) + \frac{1}{2} (\mathbf{r}' - \mathbf{r})(\mathbf{r}' - \mathbf{r}) : \nabla \nabla P(\mathbf{r}, t),
\]

where the nabla operator or gradient operator is a vector operator equal to,

\[
\nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right).
\]

The Taylor expansion (5) is nothing but the three-dimensional generalization of the well-known Taylor expansion of functions of just one variable. Substitution of this Taylor expansion in the above equation of motion gives (with \( \mathbf{R} = \mathbf{r}' - \mathbf{r} \)),

\[
\frac{\partial P(\mathbf{r}, t)}{\partial t} = [\nabla P(\mathbf{r}, t)] \cdot \int d\mathbf{R} \ W(\mathbf{R}) + [\nabla \nabla P(\mathbf{r}, t)] : \int d\mathbf{R} \ \mathbf{R} \mathbf{R} \ W(\mathbf{R}).
\]

where we denoted \( W(\mathbf{R}) \equiv W(\mathbf{r}' | \mathbf{r}) \), since the transition probability only depends on \( \mathbf{r}' \) and \( \mathbf{r} \) through the length \( R = | \mathbf{r}' - \mathbf{r} | \) between the two points. The first integral on the right-hand-side is zero by symmetry, while the second integral can be written as,

\[
\int d\mathbf{R} \ \mathbf{R} \mathbf{R} \ W(\mathbf{R}) = \int d\hat{\mathbf{R}} \ \hat{\mathbf{R}} \times \int_0^\infty dR \ R^4 W(\mathbf{R}) = \frac{4\pi}{3} \mathbf{i} \times \int_0^\infty dR \ R^4 W(\mathbf{R}),
\]
where \( \hat{R} = \mathbf{R}/R \) is the unit vector in the direction of \( \mathbf{R} \), while the first integral ranges over all directions of \( \mathbf{R} \), that is, it is a surface integral ranging over the unit-spherical surface. Furthermore, \( \mathbf{I} \) is the three-dimensional identity matrix. We thus finally obtain the diffusion equation,

\[
\frac{\partial P(\mathbf{r}, t)}{\partial t} = D \nabla^2 P(\mathbf{r}, t),
\]

where the so-called Laplace operator \( \nabla^2 \) is a short-hand notation for,

\[
\nabla^2(\cdots) = \nabla \cdot \nabla(\cdots) = \left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right](\cdots),
\]

and where,

\[
D = \frac{2\pi}{3} \int_0^\infty dR R^4 W(R),
\]

is referred to as the diffusion coefficient. Since the transition probability has the dimension \( m^{-3}s^{-1} \), the dimension of the diffusion coefficient is \( m^2/s \).

Since the probability to find a particle at a given position is proportional to the local concentration, the diffusion equation also describes the temporal evolution of concentration. It was Fick who put the equation of motion (7) for the concentration of colloidal particles forward for the first time, so that this equation of motion is commonly referred to as Fick’s diffusion equation. Consider a particle that is at the origin at time \( t = 0 \), and subsequently exerts Brownian motion. The average position is equal to zero, as displacements in all directions are equally probable. The most simple average that characterizes Brownian motion is the so-called mean-squared displacement \( W(t) = \langle r^2 \rangle \) (with \( r = |\mathbf{r}| \) the distance of the center-of-mass from the origin). \( W(t) \) can be calculated by first multiplying eq.(7) on both sides with \( r^2 \) and then integrate,

\[
\frac{dW(t)}{dt} = \int d\mathbf{r} r^2 \frac{\partial P(\mathbf{r}, t)}{\partial t} = D \int d\mathbf{r} r^2 \nabla^2 P(\mathbf{r}, t) = D \int d\mathbf{r} P(\mathbf{r}, t) \nabla^2 r^2 = 6D,
\]

where two partial integrations have been performed (see appendix B). Since \( W(t = 0) = 0 \), this implies that,

\[
W(t) = 6D t.
\]

This linear time dependence of the mean-squared displacement is typical for diffusive motion. The solution of eq.(7), under the condition that the particle is at the origin at time \( t = 0 \), is,

\[
P(\mathbf{r}, t) = \frac{1}{(4\pi Dt)^{3/2}} \exp \left\{ -\frac{x^2 + y^2 + z^2}{4Dt} \right\}.
\]

This is a bell-shaped function of the distance \( r = |\mathbf{r}| = \sqrt{x^2 + y^2 + z^2} \), as sketched in Fig.1b, with a width equal to \( \sqrt{Dt} \). The width increases with time, as the particle is more likely to make excursions over larger distances.
2.2 The continuity equation

Here we derive the so-called continuity equation, which is an exact equation of motion for \( P(r, t) \) in terms of a probability flux. This equation allows to derive an explicit expression for the diffusion coefficient, and to extend Fick’s law (7) to include, for example, external fields and active motion of the Brownian particle.

Consider ”the number of points” \( N(t) = \int_V dV P(r, t) \) in an arbitrary volume \( V \) (indicated in blue in Fig.1c). The rate-of-change \( \frac{dN(t)}{dt} \) is equal to,

\[
\frac{dN(t)}{dt} = \int_V dV \frac{\partial}{\partial t} P(r, t) .
\]

On the other hand, this rate-of-change is determined by the in- and out-flux of particles through the boundary \( \partial V \) of the volume \( V \). To quantify the in- and out-flux, the flux \( j(r, t) \) is defined as the vector with a magnitude that is equal the number of points that pass a unit surface area per unit time that is perpendicular to the direction of \( j \), and which direction is along the local thermally averaged velocity \( v \) of the particles. By definition we thus have,

\[
j(r, t) = v(r, t) P(r, t) .
\]

The component of the flux parallel to a local surface element on the boundary \( \partial V \) does not lead to a change of the number of points in \( V \). Only the perpendicular component gives rise to an in- and out-flux. Let \( \hat{n} \) denote the unit-vector (a vector with length unity) that is locally perpendicular to the boundary (see Fig.1c). The component along the perpendicular direction to \( \partial V \) is equal to \( j \cdot \hat{n} \). This is the number of points that enter or leave the volume \( V \) per unit time and unit surface area. Summing over all local surface elements \( dS \) thus gives,

\[
\frac{dN(t)}{dt} = \oint_{\partial V} dS \hat{n}(r) \cdot j(r, t) .
\]

The surface integral can be cast into a volume integral with Gauss’s integral theorem (Gauss’s theorem is given in appendix B). Equating the result to the expression in eq.(11) gives,

\[
\int_V dV \left[ \frac{\partial}{\partial t} P(r, t) + \nabla \cdot j(r, t) \right] = 0 .
\]

Since this holds for arbitrary volumes \( V \), the integrand must be zero, and hence,

\[
\frac{\partial}{\partial t} P(r, t) = -\nabla \cdot j(r, t) = -\nabla \cdot [v(r, t) P(r, t)] ,
\]

where eq.(12) for the flux has been used. Note that this continuity equation is an exact equation. Approximations come in when expressing the averaged velocity in terms of the pdf \( P(r, t) \) in order to obtain a closed equation of motion.

Fick’s diffusion equation (7) is found from the above continuity equation by assuming that, \(^1\)

\[
j(r, t) = -D \nabla P(r, t) ,
\]

which is sometimes referred to as Fick’s first law. This assumption was originally used by Fick to derive his diffusion equation (7), which is sometimes referred to as Fick’s second law. It can be shown that Fick’s first law (14) for the flux is only valid when gradients in concentration are not too large. When the concentration significantly varies over distances of the order of the size of the colloids, higher order derivatives of the concentration enter the flux equation.

\(^1\)Note that \( \nabla f(r) \) is a vector, for any function \( f \), with components \((\partial f/\partial x, \partial f/\partial y, \partial f/\partial z); \) see eq.(6).
2.3 Einstein’s expression for the diffusion coefficient, and the Brownian force

As discussed in section 1.2, inertial forces are negligible as compared to the friction force of the particle with the fluid. The total force is thus zero (see eq.(2)). The friction force is equal to \(-\zeta \mathbf{v}\), where \(\zeta > 0\) is referred to as the friction coefficient. Let \(\mathbf{F}\) denote the remaining, non-frictional and non-inertial forces. According to eq.(2), \(\mathbf{F}^{\text{tot}} = \mathbf{F} - \zeta \mathbf{v} = 0\). The average velocity of a particle is thus equal to \(\mathbf{v} = \mathbf{F}/\zeta\). The continuity equation (13) can thus also be written as,

\[
\frac{\partial}{\partial t} P(r,t) = -\frac{1}{\zeta} \nabla \cdot [P(r,t) \mathbf{F}(r,t)].
\]

Comparing this with Fick’s law (7), it is found that \(\mathbf{F} = -(\zeta D) \nabla \ln P\) (this force will be discussed further at the end of this subsection). If there is an additional force through the action of an external field, this force has to be added to obtain the total force acting on the particle. Suppose that there is a gravitational field acting in the \(-z\)-direction. giving rise to a force \(-mg\), with \(m\) the mass of the particle and \(g\) the gravitational acceleration. The total force in eq.(15) is thus \(\mathbf{F}(z,t) = -(\zeta D) \nabla \ln P(z,t) - mg\). Substitution into eq.(15) gives, noting that \(P\) now only depends on \(z\),

\[
\frac{\partial}{\partial t} P(z,t) = \frac{\partial}{\partial z} \left[ D \frac{\partial}{\partial z} P(z,t) + \frac{mg}{\zeta} P(z,t) \right].
\]

It follows that in the stationary state (where \(\partial P(z,t)/\partial z = 0\)), we have: \(D\partial P/\partial z + (mg/\zeta) P = 0\), and hence \(P \sim \exp\{-mgz/\zeta D\}\). On the other hand we know from equilibrium statistical mechanics that \(P \sim \exp\{-mgz/k_B T\}\) (with \(k_B\) Boltzmann’s constant, and \(T\) the temperature). This formula is a special case of a ”Boltzmann exponent”, and is also known as the barometric height formula. It describes the diminished concentration (of gas molecules) at large heights. Comparing the two results immediately leads to Einstein’s formula for the diffusion coefficient,

\[
D = \frac{k_B T}{\zeta}.
\]

This result was derived independently by Sutherland in 1904, before Einstein’s publication in 1905, and later by von Smoluchowski in 1906.

The force \(\mathbf{F} = -(\zeta D) \nabla \ln P\) that we mentioned above, in the absence of the gravitational field (or any other field), is referred to as the Brownian force, and will from now on be denoted as \(\mathbf{F}^{Br}\). From Einstein’s formula (16) the Brownian force is found to be equal to,

\[
\mathbf{F}^{Br} = -k_B T \nabla \ln P(r,t).
\]

This is a force of an entropic nature (as signified by the logarithm of \(P\)), and drives the system towards equilibrium, even when particles do not mutually interact with each other through, for example, charges or excluded volume.

2.4 Translation diffusion of non-spherical colloids

The above analysis assumes spherical particles. In particular, the friction coefficient in eq.(16) is assumed independent of the orientation of the particle. For rod-like or plate-like particles,
however, the friction coefficient depends on the orientation of the rod/plate relative to its velocity. The orientation of a rod is characterized by a unit vector \( \hat{u} \) along its long axis ("unit vector" means a vector of length unity, as indicated by the hat; see Fig. 2a). When the rod moves through the fluid along \( \hat{u} \), that is, along its long axis, the friction coefficient \( \zeta_{\parallel} \) is different from the friction coefficient \( \zeta_{\perp} \) when the rods move in a direction perpendicular to \( \hat{u} \). A velocity \( \mathbf{v} \) with arbitrary direction can be decomposed into its components \( \mathbf{v}_{\parallel} \) parallel to its long axis and its perpendicular component \( \mathbf{v}_{\perp} \). The parallel component is equal to (see appendix A on the notation convention used here) \( \mathbf{v}_{\parallel} = \hat{u} \cdot \mathbf{v} \), while the perpendicular component is equal to \( \mathbf{v}_{\perp} = \mathbf{v} - \mathbf{v}_{\parallel} = \left[ \mathbf{I} - \hat{u}\hat{u} \right] \cdot \mathbf{v} \) (where \( \mathbf{I} \) is the identity tensor). The friction force \( \mathbf{F}^h \) (where the superscript "h" stands for "hydrodynamic") is thus equal to,

\[
\mathbf{F}^h = -\zeta_{\parallel} \mathbf{v}_{\parallel} - \zeta_{\perp} \mathbf{v}_{\perp} = -\left\{ \zeta_{\parallel} \hat{u} \cdot \mathbf{u} + \zeta_{\perp} \left[ \mathbf{I} - \hat{u}\hat{u} \right] \right\} \cdot \mathbf{v}.
\]

According to the force-balance principle discussed in section 1.2, which states that \( \mathbf{F}^h + \mathbf{F}^{Br} = 0 \), a tensor inversion leads to,

\[
\mathbf{v} = -\mathbf{D}(\hat{u}) \cdot \nabla \ln P(r, t),
\]

with,

\[
\mathbf{D}(\hat{u}) = D_{\parallel} \hat{u} \hat{u} + D_{\perp} \left[ \mathbf{I} - \hat{u}\hat{u} \right],
\]

where,

\[
D_{\parallel} = \frac{k_B T}{\zeta_{\parallel}}, \quad D_{\perp} = \frac{k_B T}{\zeta_{\perp}}.
\]

This is a generalization of Einstein’s expression (16) for the diffusion coefficient of a rod-like (or plate-like) particle. According to the continuity equation (13) we thus finally arrive at the diffusion equation for translational motion of a non-spherical particle (see appendix A for the notation used here),

\[
\frac{\partial}{\partial t} P(r, t) = \nabla \cdot \mathbf{D}(\hat{u}) \cdot \nabla P(r, t),
\]

which is the non-spherical equivalent of Fick’s law (7). The orientation \( \hat{u} \), however, is also exhibiting Brownian motion, which is referred to as rotational Brownian motion. In order to analyze the motion of a rod we therefore need a similar diffusion equation for the orientation of the rod. Rotational diffusion is the subject of the following section.

\section{Rotational Diffusion}

For non-spherical macromolecules it is not only the center-of-mass that exhibits random Brownian motion due to collisions with fluid molecules, but also its orientation changes as a result

\footnote{The superposition of friction forces relies on the low Reynolds number hydrodynamics that applies to colloidal systems, as is discussed in lecture B3.}

\footnote{Using that \( (\hat{u}\hat{u}) \cdot (\hat{u}\hat{u}) = \hat{u}\hat{u} \) and \( (\hat{u}\hat{u}) \cdot (\mathbf{I} - \hat{u}\hat{u}) = 0 \), it is easily shown that the inverse of \( \left\{ \zeta_{\parallel} \hat{u}\hat{u} + \zeta_{\perp} \left[ \mathbf{I} - \hat{u}\hat{u} \right] \right\} \) is equal to \( \left\{ (1/\zeta_{\parallel}) \hat{u}\hat{u} + (1/\zeta_{\perp}) \left[ \mathbf{I} - \hat{u}\hat{u} \right] \right\} \).}
of these interactions. The erratic change of the orientation is referred to as rotational Brownian motion, while the motion of the center-of-mass is some times referred to as translational Brownian motion.

We consider a uniaxial Brownian particle, the orientation of which is specified by a unit-vector \( \hat{u} \) (“unit-vector” means that the length of the vector is unity, as indicated by the hat \( \hat{\cdot} \)). For a rod-like particle this vector lies along the long axis of the rod, while for a platelet this vector can be chosen to be perpendicular to the face of the platelet (see Fig. 2a). The tip of the unit-vector \( \hat{u} \) lies on a unit-spherical surface. Changes in orientation leads to motion of the tip over the unit-spherical surface. Orientational diffusion can thus be interpreted as the diffusion of a point particle (the tip of \( \hat{u} \)) on a unit-spherical surface (as depicted in Fig.2b). Just like for translational motion, we consider an ensemble of macroscopically identical systems, containing a single particle (see Fig.2c, left panel). Instead of the center-of-mass, the interest is now in the orientation \( \hat{u} \) of the particles. The orientation of the particle in each of the systems is now a point on the unit-spherical surface, so that the entire ensemble defines a point distribution as shown in the right panel of Fig.2c. We define the probability density function (pdf) \( P(\hat{u}, t) \) such that \( P(\hat{u}, t) \, d\hat{u} \) is the probability that \( \hat{u} \) takes a value within the small surface area element \( d\hat{u} \) on the unit-spherical surface (see Fig.2c.) The point density on the unit-spherical surface in Fig.2c is proportional to the local numerical value of the pdf.

In the sequel we discuss: (i) the derivation of the equation of motion for the probability density function (pdf) for the orientation, (ii) the derivation of a rotational-continuity equation, and (iii) the identification of the diffusion coefficient and the Brownian torque, quite similar to what has been done in section 2 for translational diffusion.

### 3.1 The orientational diffusion equation

Let \( W(\hat{u} | \hat{u}') \, d\hat{u}' \) be the probability that the orientation jumps, per unit time, from \( \hat{u} \) to a \( \hat{u}' \) within the surface area element \( d\hat{u}' \) (as depicted in Fig.3a). The orientational transition proba-
bility $W(\hat{u}|\hat{u}')$ has units of $1/s$. The arguments leading to eq.(4) for translational diffusion can be copied to give the similar equation of motion for rotational motion,

$$\frac{\partial P(\hat{u}, t)}{\partial t} = \oint d\hat{u}' \, P(\hat{u}', t) \, W(\hat{u}'|\hat{u}) - P(\hat{u}, t) .$$

The transition probability is again assumed to be sharply peaked in comparison to the variation of the pdf, so that the pdf in the integrand can be Taylor expanded up to second order (for an explanation of notation, see appendix A),

$$P(\hat{u}', t) = P(\hat{u}, t) + (\hat{u}' - \hat{u}) \cdot \nabla_\hat{u} P(\hat{u}, t) + \frac{1}{2} (\hat{u}' - \hat{u}) : \nabla_\hat{u} \nabla_\hat{u} P(\hat{u}, t) ,$$

where $\nabla_\hat{u}$ is the gradient operator in eq.(6), where differentiations are now taken with respect to the Cartesian coordinates $\hat{u}_x, \hat{u}_y,$ and $\hat{u}_z$ of $\hat{u}$. Contrary to the similar expansion for translational motion in eq.(5), there is now the restriction that both $\hat{u}$ and $\hat{u}'$ are unit vectors. To account for this, note that $\hat{u}'$ is obtained from $\hat{u}$ by a rotation, so that $\hat{u}' - \hat{u} = w \times \hat{u}$, where $w$ is a vector that is perpendicular to both $\hat{u}$ and $\hat{u}'$, which is referred to as the rotation vector (see Fig.3b). 4.

Using the identity $(w \times \hat{u}) \cdot \nabla_\hat{u} P = w \cdot (\hat{u} \times \nabla_\hat{u} P)$, the above Taylor expansion can thus be written as,

$$P(\hat{u}', t) = P(\hat{u}, t) + w \cdot \hat{R} P(\hat{u}, t) + \frac{1}{2} w w : \hat{R} \hat{R} P(\hat{u}, t) ,$$

where the rotational operator is defined as,

$$\hat{R} (\cdots) = \hat{u} \times \nabla_\hat{u} (\cdots) .$$

Substitution of this Taylor expansion into the equation of motion leads to,

$$\frac{\partial P(\hat{u}, t)}{\partial t} = \left[ \hat{R} P(\hat{u}, t) \right] \cdot \oint d\hat{u}' \, w \, W(\hat{u}'|\hat{u}) + \frac{1}{2} \left[ \hat{R} \hat{R} P(\hat{u}, t) \right] : \oint d\hat{u}' \, w \, w \, W(\hat{u}'|\hat{u}) .$$

Note that integration with respect to $\hat{u}'$ is identical to integration with respect to $w$, where the integration is with respect to the magnitude of $w$ and with respect to directions of $w$ within the plane perpendicular to $\hat{u}$. The first integral vanishes since the transition probability is the same for two oppositely oriented rotations $w$. An infinitesimal change $dw$ in the length of the rotation vector gives rise to a new unit vector $\hat{u}''$ that is a distance $dw$ away from the original $u'$ (see Fig.3c), while it is easily seen that a rotation of $w$ over an angle $\alpha$ changes the direction of $\hat{u}'$ over the same angle. Hence, $d\hat{u}' = dw \, d\alpha$. Since $W(\hat{u}'|\hat{u})$ is invariant under a rotation of $w$, and only depends on the magnitude $w$ of the rotation vector, we have (with $W(\hat{u}'|\hat{u}) \equiv W(w)$),

$$\oint d\hat{u}' \, w \, w \, W(\hat{u}'|\hat{u}) = \int_0^{2\pi} d\alpha \, \hat{w} \hat{w} \times \int_0^\infty dw \, w^2 W(w) = \pi \hat{1}(\hat{u}) \times \int_0^\infty dw \, w^2 W(w) ,$$

where $\hat{w} = w/w$ is the unit-vector along the rotational vector, and where $\hat{1}(\hat{u})$ is the two-dimensional identity tensor within the plane perpendicular to $\hat{u}$. Since $\hat{R} P(\hat{u}, t)$ lies in that same plane, we thus finally find the rotational diffusion equation (with $\hat{R}^2 (\cdots) = \hat{R} \cdot \hat{R} (\cdots)$),

$$\frac{\partial P(\hat{u}, t)}{\partial t} = D, \, \hat{R}^2 P(\hat{u}, t) .$$

\[4\]Remember that the outer product $a \times b$ of two vectors $a$ and $b$ is a vector of length $|a||b|\sin\Theta$, where $\Theta$ is the angle between the two vectors, and which has a direction given by the cork-screw rule: "the propagation direction of a cork-screw when it is rotated from a towards b"
where,

\[ D_r = \frac{\pi}{2} \int_0^\infty dw \, w^2 W(w), \]  

(20)

is referred to as the rotational diffusion coefficient. The diffusion coefficient in Fick’s law (7) is sometimes referred to as the translational diffusion coefficient.

The time dependence of the average of the orientation vector \( \hat{u} \) can be obtained from eq.(19) by multiplying both sides with \( \hat{u} \) and integration over the unit-spherical surface,

\[ \frac{d < \hat{u} >}{dt} = D_r \int d\hat{u} \hat{u} \hat{R}^2 P(\hat{u}, t) = D_r \int d\hat{u} P(\hat{u}, t) \hat{R}^2 \hat{u} = -2D_r < \hat{u} > (t), \]

where a partial integration is performed in the second equation (for mathematical details, see appendix B), and where \( \hat{R}^2 \hat{u} = -2\hat{u} \) is used to obtain the last equation. Let \( \hat{u}_0 \) denote the unit vector at time zero. The orientational equivalent of mean-squared displacement as introduced in subsection 2.1 for translational motion is \( W_\theta(t) = < |\hat{u} - \hat{u}_0|^2 > \). From the above result it is found that,

\[ W_\theta(t) = 2D_r [1 - \exp \{ -2D_r t \}]. \]

For small times, such that \( D_r t \ll 1 \), \( W_\theta(t) \) is the displacement of the tip of \( \hat{u} \) on the two-dimensional plane that is perpendicular to \( \hat{u}_0 \). Expanding the exponent (using that \( \exp x = 1 + x + \cdots \)) leads to \( W_\theta(t) = 4D_r t \), which indeed complies to eq.(9) for translational diffusion in two dimensions.

3.2 The orientational continuity equation

Similar to what has been done in section 2.2 for translational diffusion, we derive a continuity equation by counting the number of points that leave/enter an arbitrary surface area \( A \), through
the closed curve \( \partial A \) that bounds the area \( A \) (see Fig.3d). The rate of change of the "number of points" \( N(t) \) within the surface area \( A \) is equal to,

\[
\frac{dN(t)}{dt} = \int_A \hat{u} \frac{\partial}{\partial t} P(\hat{u}, t),
\]

(21)

where, as already mentioned above, \( d\hat{u} \) denotes a small surface area on the unit-spherical surface. Let \( dl \) denote an infinitesimally small arclength on the curve \( \partial A \), and let \( \hat{t} \) denote the unit vector that is tangential to the curve \( \partial A \) in anti-clockwise orientation (as depicted in Fig.3e). The flux of points due to rotation of the particles is equal to \( j = P(\hat{u}, t) \partial \hat{u}/\partial t \). The component of this flux that gives rise to changes of the number of points in \( A \) is the component perpendicular to \( \hat{t} \), and of course locally parallel to the unit spherical surface. The unit vector in that direction is equal to \( \hat{u} \times \hat{t} \). The total number of points that pass through \( \partial A \) per unit time is thus equal to (with \( dl = \hat{t} \, dl \)),

\[
\frac{dN(t)}{dt} = \oint_{\partial A} (\hat{u} \times \hat{t}) \cdot \left[ P(\hat{u}, t) \frac{\partial \hat{u}}{\partial t} \right] = -\oint_{\partial A} dl \cdot \left[ P(\hat{u}, t) \hat{u} \times \frac{\partial \hat{u}}{\partial t} \right],
\]

(22)

where it is used that \((a \times b) \cdot c = b \cdot (c \times a)\), and \(c \times a = -a \times c\) (for any vectors, \(a, b\), and \(c\)). The integral in the above equation is a line integral over the closed curve \( \partial A \). The integral over the closed curve \( \partial A \) can be written in terms of a surface integral ranging over its interior \( A \), using Stokes’s integral theorem (see appendix B). Applying Stokes’s theorem to eq.(22), and comparing with eq.(21) leads to,

\[
\int_A d\hat{u} \left[ \frac{\partial}{\partial t} P(\hat{u}, t) + \hat{u} \cdot \left\{ \nabla \times \left( P(\hat{u}, t) \hat{u} \times \frac{\partial \hat{u}}{\partial t} \right) \right\} \right] = 0.
\]

Since this holds for arbitrary surfaces \( A \), the integrand must be zero. Using the identity \( \hat{u} \cdot \nabla \hat{u} \times (\cdots) = (\hat{u} \times \nabla \hat{u}) \cdot (\cdots) \), we thus find that,

\[
\frac{\partial}{\partial t} P(\hat{u}, t) = -\hat{R} \cdot [\Omega(\hat{u}, t) P(\hat{u}, t)],
\]

(23)

where the orientational operator is defined in eq.(18), while the (thermally averaged) rotational velocity is equal to,

\[
\Omega = \hat{u} \times \frac{\partial \hat{u}}{\partial t}.
\]

(24)

The orientational velocity is defined through \( \partial \hat{u}/\partial t = \Omega \times \hat{u} \). Taking the outer product of both sides with \( \hat{u} \), using the identity \( a \times (b \times c) = (a \cdot c)b - (a \cdot b)c \), and noting that \( \Omega \perp \hat{u} \) (so that \( \Omega \cdot \hat{u} = 0 \)), eq.(24) is recovered. The result in eq.(23) is the orientational analogue of the continuity equation (13) for translational motion.

### 3.3 The rotational diffusion coefficient, and the Brownian torque

The hydrodynamic torque \( T^h \) (where the superscript "h" stands for "hydrodynamic") resulting from friction with the fluid, for a "sufficiently symmetric" colloidal particle, is proportional and opposite in direction to the rotational velocity \( \Omega \). This can be seen as follows. The general definition of a torque is \( T = \oint dS \vec{r} \times \vec{F} \), where the integral ranges over the surface of the
colloid, and where \( \mathbf{F} \) is the force per unit area acting on a local surface element at position \( \mathbf{r} \). For a rotating colloidal particle, the friction force \( \mathbf{F} \) that the fluid exerts onto surface elements is opposite to the velocity of that surface element: \( \mathbf{F} \sim -\mathbf{v} = -\Omega \times \mathbf{r} \). Hence, \( \mathbf{T} \sim -\int dS \mathbf{r} \times (\Omega \times \mathbf{r}) = -\oint dS [\mathbf{r} \times (\Omega \cdot \mathbf{r})] \). For a spherical particle we have \( \oint dS \mathbf{rr} = (4\pi/3)r^2 \mathbf{I} \).

A similar relation holds for platelets (where \( \Omega \) lies within the plane spanned by the face of the platelet), and for uniaxial rod-like particles (where \( \Omega \) is perpendicular to \( \hat{\mathbf{u}} \)). It thus follows that \( \mathbf{T} \sim -\Omega \), with a positive proportionality constant. Hence, \( \mathbf{T}^h = -\zeta_r \Omega \), where the positive proportionality constant \( \zeta_r \) is referred to as the rotational friction coefficient.

From torque balance on the diffusive time scale we know that the total torque is zero: \( \mathbf{T}^{tot} = \mathbf{T} - \zeta_r \Omega = 0 \), with \( \mathbf{T} \) represents the non-hydrodynamic torques, and hence \( \Omega = \mathbf{T}/\zeta_r \). According to the rotational continuity equation (23) it thus follows that,

\[
\frac{\partial}{\partial t} P(\mathbf{u}, t) = -\frac{1}{\zeta_r} \mathbf{R} \cdot \left[ P(\mathbf{u}, t) \mathbf{T}(\mathbf{u}, t) \right].
\]

Comparing with Fick’s rotational diffusion equation (19), it is found that the torque in the absence of an external field is equal to \( \mathbf{T} = -(\zeta_r D_r) \mathbf{R} \ln P(\mathbf{u}, t) \), which torque will be further addressed at the end of this subsection. In the presence of an additional torque \( \mathbf{T}^{ext} \) due to an external field, the torque in the above equation is equal to \( \mathbf{T} = -(\zeta_r D_r) \mathbf{R} \ln P(\mathbf{u}, t) + \mathbf{T}^{ext} \). The external field is described by a position and orientation dependent potential \( \Psi \). Whereas the force is equal to \( -\nabla \Psi \), the torque is equal to \( -\mathbf{R} \Psi \). The above equation of motion thus becomes,

\[
\frac{\partial}{\partial t} P(\mathbf{u}, t) = \mathbf{R} \cdot \left[ D_r \mathbf{R} P(\mathbf{u}, t) + \frac{1}{\zeta_r} P(\mathbf{u}, t) \mathbf{R} \Psi(\mathbf{u}) \right].
\]

In equilibrium, where \( \partial P/\partial t = 0 \), the combination between the square brackets is zero, and hence \( P \sim \exp \{-\Psi/(\zeta_r D_r)\} \). From equilibrium statistical mechanics we know that this should be equal to \( \sim \exp \{-\Psi/k_B T\} \), from which it follows that,

\[
D_r = \frac{k_B T}{\zeta_r} ; \tag{25}
\]

which is the rotational counter part of Einstein’s expression for the translational diffusion coefficient in eq.(16). The above mentioned force in the absence of an external field is thus equal to,

\[
\mathbf{T}^{Br} = -k_B T \mathbf{R} \ln P(\mathbf{u}, t) . \tag{26}
\]

which will be referred to as the Brownian torque. Like the Brownian force in eq.(17), this torque is of an entropic origin.

### 4 Applications: Combined Translational and Rotational Diffusion in the Presence of an Electric Field, Active Motion, and Shear Flow

In this section, three applications of the above derived diffusion equations will be discussed: polarization of a dispersion of rod-like colloids in an oscillating electric field, diffusion of an active swimmer, and of Taylor-dispersion of spherical particles in simple shear flow.
The appropriate diffusion equation is generally an equation of motion for combined translational and rotational motion for the pdf \( P(\mathbf{r}, \mathbf{u}, t) \). This pdf is related in an obvious way to the probability for the center-of-mass \( \mathbf{r} \) and the orientation \( \mathbf{u} \) of a colloidal particle at time \( t \). The average of any function \( f(\mathbf{r}, \mathbf{u}) \) is now given by,

\[
<f(\mathbf{r}, \mathbf{u})>(t) = \int d\mathbf{r} \int d\mathbf{u} f(\mathbf{r}, \mathbf{u}) P(\mathbf{r}, \mathbf{u}, t),
\]

where, as before, the integrations range over the entire three-dimensional space and the unit-spherical surface, respectively.

The equation of motion for this pdf is simply given by the sum of the rate-of-change due to translational and rotational motion. According to the continuity equations (13) and (23), we thus have,

\[
\frac{\partial}{\partial t} P(\mathbf{r}, \mathbf{u}, t) = - \nabla \cdot [\mathbf{v} P(\mathbf{r}, \mathbf{u}, t)] - \mathbf{\Omega} \cdot [\mathbf{\Omega} P(\mathbf{r}, \mathbf{u}, t)],
\]

where the translational velocity \( \mathbf{v} \) and the rotational velocity \( \mathbf{\Omega} \) can be obtained from force- and torque balance, together with the expressions that we derived above for the Brownian force and torque. This features quite simple and straightforward derivations of diffusion equations in the presence of external fields, for active swimmers, and for shear flow, to mention a few.

### 4.1 Electric permittivity

Molecules that carry a permanent electric dipole moment will be aligned by an external electric field \( \mathbf{E} \). The definition of the electric dipole moment of a single particle is,

\[
\mathbf{p} = \int_{V_p} d\mathbf{r} \rho(\mathbf{r}) \mathbf{r},
\]

where the integral ranges over the volume \( V_p \) of the particle, and where \( \rho(\mathbf{r}) \) is the charge density within the particle (that is, the charge per unit volume). Since the force on a charge \( q \) in an electric field \( \mathbf{E} \) is equal to \( q \mathbf{E} \), so that the force per unit volume is equal to \( \mathbf{F} = \rho(\mathbf{r}) \mathbf{E} \), the torque on the dipole is equal to,

\[
\mathbf{T} = \int_{V_p} d\mathbf{r} \mathbf{r} \times \mathbf{F} = \int_{V_p} d\mathbf{r} \mathbf{r} \times [\rho(\mathbf{r}) \mathbf{E}] = \left[ \int_{V_p} d\mathbf{r} \rho(\mathbf{r}) \mathbf{r} \right] \times \mathbf{E} = \mathbf{p} \times \mathbf{E}.
\]

As an assembly of \( N \) particles is subjected to an external electric field, this torque gives rise to alignment of the particles. This induces a macroscopic dipole density \( \mathbf{P} \), that is, the total dipole moment per unit volume. The local dipole density is simply the sum of all dipoles of the particles that are inside a (small) volume \( V \), divided by that volume,

\[
\mathbf{P} = \frac{1}{V} \sum_{i=1}^{N} <\mathbf{p}_i> = \frac{N}{V} <\mathbf{p}>.
\]

In the last equation, identical particles are assumed, so that \( <\mathbf{p}_i> \) is the same for all particles and is denoted as \( <\mathbf{p}> \). For sufficiently small electric field amplitudes the induced dipole density is proportional to the applied field strength,

\[
\mathbf{P} = \chi \mathbf{E},
\]

where \( \chi \) is the electric susceptibility.
where $\chi$ is referred to as the electric permittivity (which in turn is related to the dielectric constant). In this subsection the interest is in the evaluation of the permittivity for oscillating electric fields.

The equation of motion for the electric dipole is obtained as follows. First of all, to describe rotational motion, we need only to consider the rotational diffusion equation (23), instead of the full combined translational-rotational equation of motion (27). According to the discussion in section 1.2, together with the identification of the Brownian torque in subsection 3.3, the torque-balance equation is,

$$-\zeta \Omega - k_B T \nabla \ln P + \mathbf{T} = 0,$$

and hence (with $\beta = 1/k_B T$),

$$\Omega = \beta D_r \left[ -k_B T \hat{R} \ln P(r, \hat{u}, t) + \mathbf{T} \right].$$

Substitution of this expression for the rotational velocity into eq.(23) leads to,

$$\frac{\partial}{\partial t} P(\hat{u}, t) = D_r \hat{R} \cdot \left[ \hat{R} P(\hat{u}, t) - \beta \mathbf{T} P(\hat{u}, t) \right].$$

(30)

The orientation of the dipole moment is $\hat{u}$, so that we can write,

$$p = p \hat{u},$$

where $p$ is the magnitude of the dipole moment. We consider an oscillating electric field,

$$\mathbf{E}_0 = E_0 \cos\{\omega t\},$$

with $E_0$ the constant field amplitude, and $\omega$ the frequency (which is equal to $2 \pi \nu$, where $\nu = 1/\tau$, with $\tau$ the time for a single cycle of the electric field). To within linear response, the pdf is written as (with $E_0 = |\mathbf{E}_0|$),

$$P(\hat{u}, t) = P_0(\hat{u}) + E_0 P_1(\hat{u}, t),$$

(31)

where $P_0$ is the pdf in the absence of the electric field, and $P_1$ the electric-field induced perturbation of the pdf. The pdf $P_0$ is a constant,

$$P_0(\hat{u}) = \frac{1}{4 \pi},$$

which follows from normalization. An equation of motion for $\langle \hat{u} \rangle (t)$, and hence for the electric dipole moment, is obtained from the equation of motion (30) by multiplying both sides with $\hat{u}$ and integration over all orientations,

$$\frac{d}{dt} \langle \hat{u} \rangle (t) = D_r \int d\hat{u} \hat{u} \hat{R} \cdot \left[ \hat{R} P(\hat{u}, t) - \beta \mathbf{T} P(\hat{u}, t) \right]$$

$$= D_r \int d\hat{u} P(\hat{u}, t) \left[ \hat{R}^2 \hat{u} + \beta p (\hat{u} \times \mathbf{E}) \cdot \hat{R} \hat{u} \right],$$

where in the second line partial integrations have been performed (as explained in appendix B).

Using the identities $\hat{R}^2 \hat{u} = -2 \hat{u}$ and $(\hat{u} \times \mathbf{E}) \cdot \hat{R} \hat{u} = (\mathbf{I} - \hat{u} \hat{u}) \cdot \mathbf{E}$, we thus have,

$$\frac{d}{dt} \langle \hat{u} \rangle (t) = -D_r \left[ 2 \langle \hat{u} \rangle (t) - \beta p \left( \mathbf{I} - \langle \hat{u} \hat{u} \rangle (t) \right) \cdot \mathbf{E}_0 \cos\{\omega t\} \right].$$
The discussion below is restricted to spherical swimmers, but the entire analysis can be extended to the scope of this lecture. The rotational dynamics of water molecules proceeds on the pico-second features render an analysis at higher concentrations much more involved, and is beyond the features there is essentially instantaneous response, so that Maxwell response functions. The two response functions are plotted in Fig. 4. For low frequencies of the order of the characteristic frequency \( \omega_0 \) comes into play, while the in-phase response function decreases. At very high frequencies the in-phase component \( \chi' \) is constant, while \( \chi'' \) becomes zero. The deviations are most probably due to water-water interactions.

The fits. The deviations are most probably due to water-water interactions.

\[ \chi' = \frac{\omega^2}{\omega^2 + \omega_0^2}, \]
\[ \chi'' = \frac{\omega_0 \omega}{\omega^2 + \omega_0^2}, \] (32)

where the response amplitude \( \chi_0 \) and the characteristic frequency \( \omega_0 \) are equal to,

\[ \chi_0 = \frac{N}{V} \frac{1}{3} \beta p^2, \quad \omega_0 = 2 D_r. \] (33)

**Fig. 4:** (a) The in-phase and out-phase response functions in eq.(32) as a function of the frequency. (b) The response functions for pure water. Data are taken from Ref.[6].
The frequency dependence of response functions as found in eq.(32) are referred to as Debye-Maxwell response functions. The two response functions are plotted in Fig.4. For low frequencies there is essentially instantaneous response, so that $\chi'$ is constant, while $\chi''$ is zero. At frequencies of the order of the characteristic frequency $\omega_0$, the dynamics of the dipoles is too slow to instantaneously adapt to the external field, so that a significant out-phase component comes into play, while the in-phase response function decreases. At very high frequencies the dipoles can not respond anymore, so that both response functions become zero. This is a typical scenario for many types of response functions to various external oscillating fields.

Experimental data for the electric permittivity of pure water at 25°C are given in Fig.4b (where the permittivity is dimensionalized with the dielectric constant $\epsilon_0$ of vacuum). These data are taken from Ref.[6]. The solid lines correspond to eq.(32) with $\chi_0/\epsilon_0 = 76$ and $\omega_0 = 128 \text{GHz} = 128 \times 10^9 \text{Hz}$. The functional dependence on frequency quite satisfactorily described by the above theory, with some deviations at high frequencies. Note that the geometry of a water molecule is not rod-like, as assumed in the above analysis. As the two rotational diffusion coefficients related to the two axis of rotation that give rise to a change of the orientation of the dipole are not too different, the theory remains valid on a semi-quantitative level. What is not accounted for in the above analysis are interactions between the molecules, which certainly play an important role in water. The dynamics of a water molecule is affected by interactions, and the field experienced by each molecule is generally different from the applied field. The field that is experienced by individual molecules, the so-called local electric field, is the sum of the externally applied field plus the electric fields generated by the surrounding molecules. These features render an analysis at higher concentrations much more involved, and is beyond the scope of this lecture. The rotational dynamics of water molecules proceeds on the pico-second ($= 10^{-12}$ s) time scale, which implies that $\omega_0 \approx 1000 \times 10^9 \text{Hz}$, while the dipole moment of water is $6 \times 10^{-30} \text{C m}$, which implies that $\chi_0/\epsilon_0 = 11$ (using that $\epsilon_0 k_B T = 3.6 \times 10^{-32} \text{C}^2/\text{m}$ and $N/V = 3.3 \times 10^{28} \text{m}^{-3}$). These values are of the same order of magnitude as found from the fits. The deviations are most probably due to water-water interactions.

4.2 Diffusion and active motion of a spherical microswimmer

There are different types of colloidal-like entities that are self-propelled by means of forces that they exert onto the surrounding solvent, leading to "active motion". Examples are bacteria with actively moving flagella, sperm, molecular motors, and synthetic microswimmers of which an example will be discussed later.

The equation of motion for an active swimmer can be obtained as follows. The swimming velocity has a constant magnitude $v_0$, while the swimming direction is given by the unit-vector $\hat{u}$, which is set by the orientation of the swimmer. For a spherical particle, the orientation is determined through the surface properties that lead to self propulsion.

The discussion below is restricted to spherical swimmers, but the entire analysis can be extended to non-spherical swimmers. The present analysis can also easily be extended to include external (alignment) fields. Note that the pdf $P(\hat{u}, t)$ is no longer invariant under inversion of the direction of $\hat{u}$, as it is now connected to the swimming direction: $P(\hat{u}, t) \neq P(-\hat{u}, t)$. The friction force with the fluid is now equal to $F^h = -\zeta [\mathbf{v} - v_0 \hat{u}]$. Force balance (without an external field) implies that $-\zeta [\mathbf{v} - v_0 \hat{u}] - k_B T \nabla \ln P = 0$, and hence,

$$\mathbf{v} = v_0 \hat{u} - k_B T \nabla \ln P(r, \hat{u}, t).$$
For swimmers that would swim in a straight line in the absence of Brownian motion, torque balance is not affected by self propulsion. Circle-swimmers are not considered here. According to eq.(27), the diffusion equation for a spherical, active swimmer thus reads,

$$\frac{\partial}{\partial t} P(\mathbf{r}, \mathbf{u}, t) = -\nabla \cdot [v_0 \mathbf{u} P(\mathbf{r}, \mathbf{u}, t)] + D \nabla^2 P(\mathbf{r}, \mathbf{u}, t) + D_r \hat{R}^2 P(\mathbf{r}, \mathbf{u}, t). \quad (34)$$

An experimentally accessible quantity is the mean-squared displacement $W(t) = \langle r^2 \rangle (t)$. Without self propulsion $W(t) = 6Dt$ (see eq.(9)). Swimming will certainly change this result, and will depend on the magnitude $v_0$ of the swimming velocity and the rate-of-change of orientation of the swimming direction that is characterized by the rotational diffusion coefficient $D_r$. Multiplying both sides of the equation of motion (34) with $r^2$, and subsequent (partial) integration leads to (partial integrations are discussed in appendix B),

$$\frac{dW(t)}{dt} = 6D + 2v_0 \int d\mathbf{r} \int d\mathbf{u} (\mathbf{u} \cdot \mathbf{r}) P(\mathbf{r}, \mathbf{u}, t) = 6D + 2v_0 \langle \mathbf{u} \cdot \mathbf{r} \rangle (t).$$

In order to solve this equation of motion, the time dependence of the average on the right hand-side needs be evaluated. Multiplying both sides of eq.(34) with $\mathbf{u} \cdot \mathbf{r}$ and integration, performing again a partial integration, and using the identity $\hat{R}^2 \mathbf{u} = -2\mathbf{u}$, gives,

$$\frac{d\langle \mathbf{u} \cdot \mathbf{r} \rangle}{dt} = v_0 - 2D_r \langle \mathbf{u} \cdot \mathbf{r} \rangle (t).$$

The solution of this equation is (note that at time $t = 0$ the particle is assumed to be at the origin),

$$\langle \mathbf{u} \cdot \mathbf{r} \rangle (t) = \frac{v_0}{2D_r} [1 - \exp \{-2D_r t\}].$$

Substitution of this result into the above equation of motion for the mean-squared displacement leads to a closed equation, the solution of which is,

$$W(t) = 6 \left[ D + \frac{v_0^2}{6D_r} \right] t + \frac{v_0^2}{2D_r^2} \left[ \exp \{-2D_r t\} - 1 \right]. \quad (35)$$

It is instructive to consider two limits. For small times, such that $t \ll 1/D_r$, during which time the particle does not change its orientation, the exponent can be expanded up to second order (using that $\exp\{x\} = 1 + x + \frac{1}{2}x^2 + \cdots$), leading to,

$$W(t) = 6Dt + \frac{v_0^2}{6} t^2 + \cdots \quad (t \ll 1/D_r),$$

where the remaining terms are of higher order in time. The first term is just diffusion without swimming, while the second term is the squared displacement due to a constant velocity that does not change its direction. For large times $t \gg 1/D_r$, for which the particle made many rotations, it is found that,

$$W(t) = 6D_{eff} t, \quad \text{where} \quad D_{eff} = D + \frac{v_0^2}{6D_r} \quad (t \gg 1/D_r). \quad (36)$$

The particle thus diffuses as a non-active particle, but with and effective, larger diffusion coefficient.
The solution of this equation is (note that at time $t=0$),

$$\frac{\partial P}{\partial t} + 2 D \nabla^2 P = 6 \sigma W(t) \nabla \cdot u,$$

where the remaining terms are of higher order in time. The first term is just diffusion without rotation, it is found that, for small times, such that $\sigma \ll 1$ and $\mathbf{u}$ is independent of $t$, integration leads to (partial integrations are discussed in appendix B),

$$\langle x^2 \rangle = \langle x^2 \rangle_0 + 2 D t,$$

Substitution of this result into the above equation of motion for the mean-squared displacement gives, to eq.(27), the diffusion equation for a spherical, active swimmer thus reads,

$$\frac{\partial \langle x^2 \rangle}{\partial t} = 6 D \langle \mathbf{u} \cdot \nabla \mathbf{u} \rangle,$$

where the particle is assumed to be at the origin ($t=0$). Swimming will certainly change this result, to local demixing as a result of laser-light heating of the gold cap [9, 10]. Figure 5a shows an electron microscopy image of a gold-capped Janus particle (which is taken from Ref.[9]). The intensity of the light source, as well as the size of the spheres, determine the magnitude of the swimming velocity. Alternatively, platinum-coated Janus particles become self-propelling when embedded in a peroxide ($H_2O_2$) solution in water. Platinum catalysis the decomposition of peroxide in water and oxygen, which leads to an enhancement of the local solvent osmotic pressure on the platinum side, that drives the motion of the Janus particle. Figure 5b shows a fit of the mean-squared displacement to eq.(35), together with it’s limiting form for short and long times. Figure 5c shows the mean-squared displacements for several peroxide concentrations. Fits of these curves to eq.(35) reveal that $v_0$ is linearly dependent on the peroxide concentration for sufficiently low concentrations, that $D_c$ is independent of the concentration, as expected, while $D_c$ significantly increases with peroxide concentration. The latter observation is probably due to inhomogeneous platinum coverage (similar to what is seen in Fig.5a for gold-capped spheres), which induces an additional rotational motion.

An overview of the current status in the research field of microswimmers, which contains a description of biological and synthetic swimmers, a detailed description of various theoretical models, swimming near surfaces, hydrodynamic synchronization of flagella, as well as collective phenomena in suspensions of swimmers, can be found in Ref.[11].

---

**Fig. 5:** (a) An electron microscopy image of a spherical Janus particle with a radius of 2.1 $\mu$m that consists of a core of paramagnetic siliciumoxide, capped on one side by a gold layer with a thickness of 20 nm. This image is taken from Ref.[9]. (b) The mean-squared displacement of a spherical Janus particle with a radius of 1.6 $\mu$m consisting of polystyrene-latex, coated on one side with a platinum layer with thickness 5.5 nm. The particle is embedded in a peroxide solution that provides the swimming force through the catalysis of dissociation of the peroxide by platinum. The red line is a fit of the mean-squared displacement to a parabolic time dependence ($W(t) \sim t^2$) for short times (see also the insert), while the blue line is a linear fit to the long-time behaviour. The insert on the top left is a typical trajectory. (c) The mean-squared displacement for several peroxide concentrations. The plots in (b) and (c) are taken from Ref.[8]
4.3 Diffusion in shear flow: Taylor dispersion

Here we analyze the diffusion of spherical particles in shear flow, and address what is referred to as Taylor-dispersion (first described by the British scientist Geoffrey Taylor). We consider simple shear flow, which allows for a quite simple and full analytical treatment without any mathematical approximations. A simple shear flow is a flow that is generated by displacing two parallel plates relative to each other with a constant velocity. Without loss of generality we chose the two plates to span the $xz$-plane, and the velocities of the upper and lower plate in the positive and negative $x$-direction, respectively. The resulting flow velocity of a fluid in between the plates is in the $x$-direction (the flow-direction), and increases linearly in the $y$-direction (the gradient-direction), as depicted by the red arrows in the left panel in Fig. 6. The $z$-direction (or, the vorticity-direction) is perpendicular to the sketch in Fig. 6. Consider a spherical volume (which we will refer to as a “droplet”). The initial condition for the probability density function of the center-of-mass position of the spherical colloidal particle is taken constant within that volume, and zero outside.

Note that the concentration of colloids is proportional to the pdf of the position coordinate of single colloidal particle, so that one can think of the equation of motion for the pdf as an equation for the concentration, and the droplet as consisting of a dilute suspension embedded in a pure fluid.

Without shear flow, the size of the droplet (that is, the region where the pdf is significantly non-zero) increases due to diffusion as described in subsection 2.1 (see the lower right panel in Fig. 6). With flow, colloidal particles are dragged along with the fluid, so that the originally spherical volume will be deformed by convection (see the upper right panel in Fig. 6). There are now spatial gradients along a larger circumference as compared to the no-flow case. This leads to additional diffusive mass transport away from the deformed droplet, and thus to an increased “homogenization” (= “dispersion”). This flow-induced increased dispersion is referred to as Taylor dispersion.

In order to describe Taylor-dispersion in more detail, we need to derive the equation of motion for the pdf for the center-of-mass position of a colloidal particle. Such an equation of motion is referred to as an advection-diffusion equation, as both flow and diffusion lead to mass transport. Let $u(r)$ denote the externally imposed fluid flow velocity. Since a colloidal particle is dragged along by the flowing fluid, there is now an additional translational velocity equal to $u(r)$ at the position $r$ of the colloidal particle. The friction force is now equal to $F^h = -\zeta (v - u(r))$, so that force balance gives, $-\zeta (v - u(r)) - k_B T \nabla \ln P = 0$. Hence,

$$v = u(r) - k_B T \nabla \ln P(r, t).$$

From eq. (27) for translational motion of a spherical particle, the following advection-diffusion equation is obtained,

$$\frac{\partial}{\partial t} P(r, t) = -\nabla \cdot [u(r) P(r, t)] + D \nabla^2 P(r, t).$$

For the simple shear flow as discussed above (see the left panel in Fig. 6), the fluid flow velocity is equal to $u(r) = \gamma y \hat{e}_x$, where the shear rate $\dot{\gamma} = v_{\text{plate}} / L$ quantifies the spatial gradient of the flow velocity (with $v_{\text{plate}}$ the velocity of the upper plate, and $2L$ the distance between the plates), and where $\hat{e}_x$ is the unit vector along the $x$-direction. The above advection-diffusion equation for such a flow reduces to,

$$\frac{\partial}{\partial t} P(r, t) = -\gamma y \frac{\partial}{\partial x} P(r, t) + D \nabla^2 P(r, t). \quad (37)$$
Fig. 6: Shear flow is induced by moving parallel plates relative to each other. At time zero, say, the pdf has a constant, non-zero value within the grey spherical region at the origin, and is zero outside that region. Without flow the size of sphere where the pdf is significantly non-zero increases due to diffusion (as illustrated in the lower panel). With shear flow the spherical region is convected to a cigar-like object (upper panel), where the flow-induced increase of the circumference leads to additional diffusion (indicated by the red arrows), which leads to an increased "homogenization", or "dispersion".

For convenience we will assume the initial size of the droplet to be mathematically infinitely small, that is, the particle is assumed to be located at the origin at time zero. Furthermore, we analyze flow-enhanced dispersion for droplet sizes which are much smaller than the distance between the plates, so that the droplet is in a quasi infinite three-dimensional space. The plates do therefore not give rise to a boundary condition, which would complicate the mathematics considerably.

The degree of Taylor dispersion can be quantified by comparing the mean-squared displacement with and without shear flow. The mean-squared displacement $W(t) = \langle r^2 \rangle(t) = \langle x^2 + y^2 + z^2 \rangle(t)$ can be obtained from eq.(37) by multiplication of both sides with $x^2$, $y^2$, $z^2$ and $xy$, and integration. Subsequent partial integrations, as before, gives,

$$\frac{d}{dt} \langle x^2 \rangle(t) = 2 \dot{\gamma} \langle xy \rangle(t) + 2D,$$
$$\frac{d}{dt} \langle y^2 \rangle(t) = 2D,$$
$$\frac{d}{dt} \langle z^2 \rangle(t) = 2D,$$
$$\frac{d}{dt} \langle xy \rangle(t) = \dot{\gamma} \langle y^2 \rangle.$$

From the second equation we have $\langle y^2 \rangle(t) = 2Dt$, so that from the last equation it is found that $\langle xy \rangle(t) = \dot{\gamma}Dt^2$. Substitution into the first equation and integration finally leads to,

$$W(t) = 6Dt \left[ 1 + \frac{1}{9} (\dot{\gamma}t)^2 \right].$$

The mean-squared displacement thus increases with increasing shear rate. This shows that homogenization is more effective in the presence of flow, which is referred to Taylor dispersion. The effectiveness of flow-induced dispersion depends on the geometry. Taylor dispersion is originally investigated for flow through a cylindrical tube. The non-linear spatial dependence of
5 Diffusion of Interacting Colloids

So far we considered the dynamics of single colloidal particles, which is relevant for the dynamics of colloids in dilute suspensions where the colloidal particles do not interact with each other. In this section we consider the effect on inter-colloidal interactions on particle dynamics and collective phenomena. We restrict ourselves here to translational diffusion, although rotational diffusion can be treated similarly. The translational diffusion equation will be generalized in subsection 5.1 to include interactions between colloidal particles, which equation of motion is referred to as the Smoluchowski equation. In subsection 5.2 we re-derive Fick’s diffusion equation from the Smoluchowski equation, and obtain an expression for the concentration dependence of the translational diffusion coefficient. For very dilute suspensions this expression reduces to the Einstein result discussed in subsection 2.3. Finally, in subsection 5.3 it is shown that shear flow leads to a shear-induced mass flux resulting from interactions between the colloids, which in turn can give rise to an instability where the system ”demixes” in regions with high and low shear rates.

There are two types of inter-colloidal interactions to be distinguished: direct interactions and hydrodynamic interactions. Direct interactions are due to, for example, excluded volumes (cores of colloidal particles can not interpenetrate), charges carried by the colloidal particles, and overlapping polymer brushes grafted to the surface of the particles (direct interactions between colloids are discussed in lectures B4 and F3). Hydrodynamic interactions are mediated through the fluid in which the colloids are embedded: when a colloidal particle moves through the fluid, flow is induced that propagates to other colloidal particles and acts with a force on them (these interactions will be discussed in lecture B3). Although the principles of the theory presented below remain the same, the inclusion of hydrodynamic interactions complicates the analysis considerably. Furthermore, accurate analytical expressions for hydrodynamic interaction functions are only known on the two-particle level. For predictions at high concentrations one must therefore resort to computer simulations. For these two reasons, and the limited space and time for this lecture, we shall consider only direct interactions in the following.

5.1 The Smoluchowski equation

The Smoluchowski equation is an equation of motion for the pdf of the coordinates of an assembly of many colloids. This can be regarded as a generalization of Fick’s diffusion equation, and is therefore some times also referred to as a generalized diffusion equation. In the following we consider spherical colloids, although the Smoluchowski equation can also be derived to include orientational degrees of freedom. Consider an assembly of \( N \), possibly interacting, spherical colloidal particles. The probability function \( P_N(\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_N, t) \) that is of interest here is related to the probability for the instantaneous realization of the positions of the centers-of-mass...
\{r_1, r_2, \cdots, r_N} \text{ of all } N \text{ particles. To be more precise,}

\[ P_N(r_1, r_2, \cdots, r_N, t) \, dr_1 \, dr_2 \, \cdots \, dr_N \]

is the probability to find, at time \( t \),

- the center-of-mass of particle 1 inside the small volume \( dr_1 \) centered at \( r_1 \),
- the center-of-mass of particle 2 inside the small volume \( dr_2 \) centered at \( r_2 \),

\[ \vdots \]

and the center-of-mass of particle \( N \) inside the small volume \( dr_N \) centered at \( r_N \).

The rate-of-change of the \( N \)-particle pdf is simply the sum over all particles of terms that appear in the continuity equation (13) for a single sphere,

\[ \frac{\partial}{\partial t} P_N = - \sum_{i=1}^{N} \nabla_i \cdot [v_i \, P_N] , \]

where \( \nabla_i \) is the gradient operator (6) with respect to \( r_i \), and \( v_i \) is the averaged velocity of particle \( i \) over time intervals that are large compared to the velocity relaxation time of a nanosecond, but small compared to times required for configurational changes. This velocity can again be obtained from force balance. The friction force (with the neglect of hydrodynamic interactions) is equal to \( -\zeta v_i \), the Brownian force generalizes to \( -k_B T \nabla_i \ln P_N \), and there is a force \( \nabla_i \Psi \) due to inter-colloidal interactions, where \( \Psi \equiv \Psi(r_1, r_2, \cdots, r_N) \) is the total interaction energy of the assembly of the \( N \) colloidal spheres. Force balance implies that,

\[ -\zeta v_i - k_B T \nabla_i \ln P_N - \nabla_i \Psi = 0 . \]

Substitution into the above continuity equation thus leads to what is known as the Smoluchowski equation,

\[ \frac{\partial}{\partial t} P_N = D_0 \sum_{i=1}^{N} \nabla_i \cdot [\nabla_i P_N + \beta P_N \nabla_i \Psi] , \]

where \( D_0 = k_B T / \zeta \) is Einstein’s diffusion coefficient (the subscript "0" is added to indicate that this is the free diffusion coefficient, of a non-interacting sphere). This is the generalization of Fick’s equation of motion (7) to an assembly of \( N \) interacting particles. As will be seen in the next subsection, Fick’s equation of motion (7) still holds for concentrated systems, except that the diffusion coefficient is now concentration dependent.

The Smoluchowski equation describes the dynamics of collective phenomena resulting from interactions, both in equilibrium and out-of equilibrium. As such this equation is quite fundamental to colloid science.

### 5.2 The concentration dependence of Fick’s diffusion coefficient

The single-particle pdf is by definition obtained by integration of the \( N \)-particle pdf, except for one of the position coordinates,

\[ P(r, t) = \int dr_2 \int dr_3 \cdots \int dr_N P_N(r, r_2, r_3, \cdots, r_N, t) . \]
to the local concentration, we can formulate an equation of motion for the concentration. As
the pdf is normalized (it’s integral is unity), while the integral of the concentration is equal to
N by definition, we have,
\[ \rho(r, t) = N P(r, t). \]  
(42)
Integration of both sides of the Smoluchowski equation (40) thus leads to,
\[ \frac{\partial}{\partial t} \rho(r, t) = D_0 \nabla \cdot \left[ \nabla \rho(r, t) + \Delta(r, t) \right], \]  
(43)
where Gauss’s integral theorem has been used (see Appendix B), and where \( \Delta(r, t) \) describes
the effect of interactions,
\[ \Delta(r, t) = \beta N \int dr_2 \cdots \int dr_N P_N(r, r_2, r_3, \ldots, r_N, t) \nabla \Psi(r, r_2, \ldots, r_N). \]
Further progress can be made when assuming that the total interaction energy \( \Psi \) can be written
as a pair-wise additive sum of interaction energies between two particles,
\[ \Psi(r_1, r_2, \ldots, r_N) = \sum_{i<j} V(|r_i - r_j|), \]  
(44)
where the two-particle interaction energy \( V \) is referred to as \textit{the pair-interaction potential},
which is a function of the magnitude of the distance between two particles. The restriction
\( i < j \) in the summation avoids double counting of pairs of particles. Pair-wise additivity is
exact for hard-sphere interactions, which are due to the impenetrability of the cores of two
particles. It is also essentially exact when additional interactions are present, on top of the hard-
core interactions, when these have a range that is small as compared to the core radius. In case
of charged colloids, for example, with a small Debye length (see lectures B4 and F3), pair-wise
additivity is a very good approximation. For Debye lengths comparable or larger than the core
radius, electric double layers of three particles can overlap simultaneously, leading to additional
three-particle contributions to the pair-wise additive approximation in eq.(44).
Substitution of eq.(44) into the equation for \( \Delta \), and assuming identical particles, it is readily
found that,
\[ \Delta(r, t) = \beta N (N-1) \int dr' P_2(r, r', t) \nabla V(|r - r'|), \]
where,
\[ P_2(r, r', t) = \int dr_3 \int dr_4 \cdots \int dr_N P_N(r, r', r_3, r_4, \ldots, r_N, t), \]
is the two-particle pdf. If particles are not interacting, the two-particle pdf factorizes into two
single-particle pdfs: \( P_2(r, r', t) = P(r, t) P(r', t) \). For interacting particles a correcting factor
must be introduced that accounts for correlations due to interactions,
\[ P_2(r, r', t) = P(r, t) P(r', t) g(r, r', t) = \frac{1}{N^2} \rho(r, t) \rho(r', t) g(r, r', t), \]  
(45)
where \( g \) is referred to as \textit{the pair-correlation function}. Substitution into the above expression
for \( \Delta(r, t) \) gives (note that \( (N-1)/N = 1 \) for \( N \gg 1 \)),
\[ \Delta(r, t) = \beta \rho(r, t) \int dr' \rho(r', t) g(r, r', t) \nabla V(|r - r'|). \]  
(46)
The range $R_V$ of the pair-interaction potential is of the order of the size of the colloids, so that $V(\mid r - r' \mid)$ is essentially zero when the distance between $r'$ and $r$ is larger than $R_V$. The effective integration range in the above integral is therefore a region around $r$ with a typical extent equal to $R_V$. The concentration $\rho(r', t)$ varies only little (and approximately linear) over such small distances, so that we can Taylor expand (for notation conventions, see Appendix A),

$$\rho(r', t) = \rho(r, t) + (r' - r) \cdot \nabla \rho(r, t) .$$

(47)

Since the density evolves over time scales much larger than the time needed for the equilibration of the short-ranged part of the pair-correlation function ("short-ranged" since $\mid r - r' \mid < R_V$), the pair-correlation function can be taken equal to its equilibrium value at a concentration in between the points $r$ and $r'$,

$$g(r, r', t) = g^{eq}(\mid r - r' \mid) , \text{ at the concentration } \rho = \rho\left(\frac{1}{2} (r + r'), t\right) ,$$

where the superscript "eq" refers to "equilibrium". Note that the equilibrium pair-correlation function for an otherwise homogeneous system only depends on $\mid r - r' \mid$. There are theories available that give accurate expressions for the equilibrium pair-correlation function (in particular those based on the Ornstein-Zernike integral equation [1, 3]). Since for $\mid r - r' \mid < R_V$, the difference between $\rho\left(\frac{1}{2} (r + r'), t\right)$ and $\rho(r, t)$ is very small, the above expression can be Taylor expanded as,

$$g^{eq}(\mid r - r' \mid)_{\rho = \rho\left(\frac{1}{2} (r + r'), t\right)} = g^{eq}(\mid r - r' \mid)_{\rho = \rho(r, t)} + \frac{\partial}{\partial \rho} g^{eq}(\mid r - r' \mid)_{\rho = \rho(r, t)} \left[ \rho\left(\frac{1}{2} (r + r'), t\right) - \rho(r, t) \right] .$$

Next, the same gradient expansion of the density is made as above,

$$\rho\left(\frac{1}{2} (r + r'), t\right) - \rho(r, t) = \left\{ \frac{1}{2} (r + r') - r \right\} \cdot \nabla \rho(r, t) = \frac{1}{2} (r' - r) \cdot \nabla \rho(r, t) .$$

The pair-correlation function in the integral in eq.(46) can thus be written as (with $R = r' - r$),

$$g(r, r', t) = g^{eq}(\mid r - r' \mid) + \frac{1}{2} \frac{\partial g^{eq}(\mid r - r' \mid)}{\partial \rho(r, t)} R \cdot \nabla \rho(r, t) ,$$

where it is understood that the equilibrium pair-correlation function for the otherwise homogeneous system is evaluated at the local concentration $\rho(r, t)$. We thus find that,

$$\Delta(r, t) = -\beta \rho(r, t) \int dR \left[ \rho(r, t) + R \cdot \nabla \rho(r, t) \right]$$

$$\times \left[ g^{eq}(R) + \frac{1}{2} \frac{\partial g^{eq}(R)}{\partial \rho(r, t)} R \cdot \nabla \rho(r, t) \right] \frac{R dV(R)}{R} \frac{dV(R)}{dR} ,$$

where it is used that $\nabla V(R) = -(R/R) dV(R)/dR$. Now using that integrals over odd products of $R$ are zero due to symmetry, while,

$$\int dR RRR = \frac{4\pi}{3} R^3 \hat{1} ,$$
where the collective diffusion coefficient

\[ D(\rho) = \beta D_0 \frac{dP_{eq}(\rho)}{d\rho} \]  

The only restriction for the validity of this diffusion equation is that the density is essentially a linear function of position over distance of the order of the range \( R_V \) of the pair-interaction potential. For larger gradients in the concentration, higher order derivatives in the spatial Taylor expansions must be accounted for. This is typically the case for sharp interfaces between two phases with different colloid concentrations.

In case the variations in density are not too large, so that \( \rho(\mathbf{r}, t) = \bar{\rho} + \delta \rho(\mathbf{r}, t) \), with \( |\delta \rho(\mathbf{r}, t)/\bar{\rho}| \ll 1 \), eq.(50) can be linearized with respect to \( \delta \rho(\mathbf{r}, t) \), which leads to,

\[ \frac{\partial}{\partial t} \rho(\mathbf{r}, t) = D(\bar{\rho}) \nabla^2 \rho(\mathbf{r}, t) . \]

This reproduces Fick’s law (7), but now with a concentration dependent diffusion coefficient. For the more general case of large concentration variations (but still with sufficiently small spatial gradients), eq.(50) should be used, which is generally a non-linear equation of motion due to the concentration dependence of the diffusion coefficient.

It should be mentioned that the expression (51) for the diffusion coefficient is only accurate when hydrodynamic interactions are not important. This is the case, for example, for charged colloids with a Debye length that is larger than the core radius (for which, however, the pairwise additivity approximation in eq.(44) is questionable), and where the fraction of the volume occupied by the cores of the colloids is small.
5.3 A shear-induced instability

Here we repeat the above analysis, but now for a system that is subjected to flow. As will be seen, this leads to a shear-rate dependent diffusion coefficient, and more importantly to a mass flux that is induced by spatial gradients in the shear rate. This shear-induced mass flux from regions of high shear rate to regions of low shear rate is entirely due to direct interactions between the colloids, and was first discussed in Refs.[15, 16] on a semi-empirical basis, as the origin of the shear-induced mass flux was not clear. The present analysis is taken from Refs.[17, 18, 19] (where the first two references are overview articles), which elucidates the microscopic origin of the shear-induced mass transport. The instability caused by this mass transport can be understood intuitively as follows. Consider a Couette geometry, where the sample is contained in between two concentric cylinders, of which the inner- or outer-cylinder is rotating to induce flow. The shear rate near the outer cylinder is smaller as compared to the inner cylinder. There is thus mass transport towards the outer cylinder. The increase of concentration near the outer cylinder leads to an increase of the local stress, provided that the viscosity is an increasing function of concentration. The response of the system is to decrease the stress by lowering the local shear rate. This amplifies spatial gradients of the shear rate, and leads to an enhancement of mass transport towards the outer cylinder. This is the self-amplifying mechanism that renders the system unstable. A stationary state is reached when diffusive mass transport due to concentration gradients is compensated by the mass transport resulting from spatial gradients in the shear rate.

It will be shown that this mass flux can lead to an instability in glassy systems, where the stationary state consists of two regions: a flowing region with a constant non-zero shear rate, and a region that does not flow. This instability is referred to as the Shear-gradient Concentration Coupling (SCC-) instability, which should not be confused with the classic gradient-banding instability.

5.3.1 The advection-diffusion equation

The difference between the force-balance equation (39) is that there is now a flow velocity $u(r, t)$ which can be represented by the so-called velocity-gradient tensor $\Gamma$,

$$ u(r, t) = \dot{\gamma} \hat{\Gamma} \cdot r, \quad (52) $$

where $\dot{\gamma}$ is the shear rate, which measures the magnitude of spatial gradients in the flow velocity. For the special case where,

$$ \hat{\Gamma} = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, $$

this the flow that has been considered in subsection 4.3 on Taylor dispersion. Here, this representation is understood to be the local flow. The direction and magnitude of the flow will later be allowed to vary with position. Since the colloidal spheres are dragged along by the local flow, the force-balance equation (39) now reads,

$$ -\zeta (v_i - u(r_i, t)) - k_B T \nabla_i \ln P_N - \nabla_i \Psi = 0, $$
where, as before, hydrodynamic interactions are neglected. The Smoluchowski equation therefore reads,

$$\frac{\partial}{\partial t} P_N = D_0 \sum_{i=1}^{N} \nabla_i \cdot \left[ \nabla_i P_N + \beta P_N \nabla_i \Psi \right] - \sum_{i=1}^{N} \nabla_i \cdot \left[ P_N u(r_i,t) \right],$$  \hspace{1cm} (53)

Using the connection (41,42) between $P_N$ and the concentration $\rho(r,t)$, it is found by integration, just like in the previous subsection, that,

$$\frac{\partial}{\partial t} \rho(r,t) = D_0 \nabla \cdot \left[ \nabla \rho(r,t) + \Delta(r,t) \right] - \nabla \cdot \left[ \rho(r,t) u(r,t) \right],$$  \hspace{1cm} (54)

where $\Delta(r,t)$ is given in eq.(46), and where the pair-correlation function is defined in eq.(45).

The pair-correlation function is now the sum of the pair-correlation without shear flow and a contribution due to the shear flow. For the small distances $|r-r'|<R_V$ of interest in the above integral, the shear-distortion of the pair-correlation function is affine. Furthermore, similar to the previous subsection, the temporal evolution of the concentration and shear rate variations are much slower that the relaxation time of the pair-correlation function for distances less than $R_V$, so that the pair-correlation function adjusts itself essentially instantaneously to its local stationary form. The time dependence of the pair-correlation function is therefore entirely due to the time dependence of the local density and shear rate. Hence (for notation, see Appendix A),

$$g(r, r', t) = g^{eq}(r, r', t) + g_0(r, r', t) + \frac{r-r'}{|r-r'|} \cdot \hat{E} \cdot \frac{r-r'}{|r-r'|} g_1(r, r', t),$$  \hspace{1cm} (55)

where, as before, $g^{eq}$ is the equilibrium pair-correlation function in the absence of shear flow, $g_0$ is the isotropic shear-induced distortion, and $g_1$ characterizes the anisotropic affine distortion of the pair-correlation function. Furthermore, $\hat{E}$ is the symmetric part of the velocity-gradient tensor $\Gamma$,

$$\hat{E} = \frac{1}{2} \left( \begin{array}{ccc} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right).$$

The further analysis is very much along the lines of the previous subsection, but now with the shear rate as an additional variable to the concentration, and a different form of the pair-correlation function.

The shear rate and colloid density vary only little over distances less than $R_V$, so that the density $\rho(r',t)$ appearing in the integral in the above expression for $\Delta(r,t)$ can be Taylor expanded around $r$ to leading order in gradients, as in eq.(47). For the same reason, the various contributions to the pair-correlation function in eq.(55) are approximately equal to those in a homogeneous system, with the concentration and shear rate taken in between the positions $r$ and $r'$. For example,

$$g_0(r, r', t) = \tilde{g}_0(|r-r'|, t),$$

at the concentration $\tilde{\rho} = \rho \left( \frac{1}{2} (r+r'), t \right)$,

and at the shear rate $\tilde{\gamma} = \gamma \left( \frac{1}{2} (r+r'), t \right),$
and similar for $g^{eq}$ and $g_1$. The overbar on $\bar{g}_0$ is used to indicate that this is the correlation function of a homogeneous system with density $\bar{\rho}$ and shear rate $\dot{\gamma}$. Repeating the mathematical steps of the previous subsection, but now including the shear rate, leads to (again with $R = r - r'$),

$$g_0(r, r', t) = \bar{g}_0(R, t) + \frac{1}{2} \frac{\partial \bar{g}_0(R | \rho, \dot{\gamma})}{\partial \rho} R \cdot \nabla \rho + \frac{1}{2} \frac{\partial \bar{g}_0(R | \rho, \dot{\gamma})}{\partial \dot{\gamma}} R \cdot \nabla \dot{\gamma},$$

and similar for $g^{eq}$ (for which there is no shear-rate dependence) and $g_1$. Here, $\rho$ and $\dot{\gamma}$ are now understood to denote the local density and shear rate (hereafter we omit the overbar notation, and the explicit $r$- and $t$-dependence of $\rho$ and $\dot{\gamma}$). Substitution of these results into eq.(46), and performing the angular integrations as in the previous subsection, leads to,

$$\Delta(r, t) = \beta \left\{ \left[ \frac{\partial P_0(\rho, \dot{\gamma})}{\partial \rho} - k_B T \right] \nabla \rho + \frac{\partial P_0(\rho, \dot{\gamma})}{\partial \dot{\gamma}} \nabla \dot{\gamma} + \frac{\partial P_1(\rho, \dot{\gamma})}{\partial \rho} \hat{E} \cdot \nabla \rho + \frac{\partial P_1(\rho, \dot{\gamma})}{\partial \dot{\gamma}} \hat{E} \cdot \nabla \dot{\gamma} \right\},$$

up to leading order in spatial gradients, where,

$$P_0(\rho, \dot{\gamma}) = \rho k_B T - \frac{2 \pi}{3} \frac{\rho^2}{\rho^2} \int_0^\infty dR R^3 \frac{dV(R)}{dR} \left[ g^{eq}(R | \rho) + \bar{g}_0(R | \rho, \dot{\gamma}) \right], \quad (56)$$

and,

$$P_1(\rho, \dot{\gamma}) = -\frac{4 \pi}{15} \frac{\rho^3}{\rho^3} \int_0^\infty dR R^3 \frac{dV(R)}{dR} \bar{g}_1(R | \rho, \dot{\gamma}).$$

Note that the above expression for $\Delta(r, t)$ can also be written as,

$$\Delta(r, t) = \beta \left\{ \nabla \left[ P_0(\rho, \dot{\gamma}) - \rho k_B T \right] + \hat{E} \cdot \nabla P_1(\rho, \dot{\gamma}) \right\}, \quad (57)$$

where the gradient operator acts on the position dependence of $\rho$ and $\dot{\gamma}$, which dependence is not denoted explicitly for convenience. The only component of $\Delta(r, t)$ of interest here is the component acting along the gradient direction, which is the contribution $\beta \nabla [P_0 - \rho k_B T]$. We thus finally arrive at the equation of motion for the density from eq.(54),

$$\frac{\partial}{\partial t} \rho(r, t) = \nabla \cdot \left[ D(\rho, \dot{\gamma}) \nabla \rho(r, t) \right] + \nabla \cdot \left[ \xi(\rho, \dot{\gamma}) \nabla \dot{\gamma} \right] - \nabla \cdot \left[ \rho(r, t) u(r, t) \right], \quad (58)$$

where the concentration and shear-rate dependence of the transport coefficients $D$ and $\xi$ are understood to be the local, $r$- and $t$-dependent quantities. The two transport coefficients are equal to,

$$D(\rho, \dot{\gamma}) = \beta D_0 \frac{\partial P_0(\rho, \dot{\gamma})}{\partial \rho},$$

$$\xi(\rho, \dot{\gamma}) = \beta D_0 \frac{\partial P_0(\rho, \dot{\gamma})}{\partial \dot{\gamma}}. \quad (59)$$

We will refer to the transport coefficient $\xi$ as the shear-gradient coefficient. The quantity $P_0$ is nothing but the equilibrium pressure in eq.(48), except that the pair-correlation function is now
replaced by the isotropic contribution to the shear-distorted pair-correlation function. There is mass transport from regions of high shear rate towards regions of low shear rate, provided that \( \xi > 0 \), which is the case for repulsive interactions.

The new feature in eq.(58) is that there is a contribution to mass transport due to spatial gradients of the shear rate. Such shear-induced mass transport can give rise to an instability, as discussed in the introduction to this subsection. In the following we consider suspensions of hard spheres in the glass state, for which the pair-interaction potential is either infinite when cores overlap, or is zero otherwise. For such hard-core interactions the integral in eq.(56) for \( P_0 \) can be evaluated in terms of the contact value of the sum of the two pair-correlation functions appearing in the integrand, that is, the value where the distance between two colloids is equal to \( 2a \), with \( a \) the radius of the cores,

\[
g_{iso}^c(\rho, \dot{\gamma}) = g^{eq}(R = 2a | \rho) + \bar{g}_0(R = 2a | \rho, \dot{\gamma}) ,
\]

where the superscript "c" stands for "contact value", while the subscript "iso" stands for "isotropic part" of the total pair-correlation function. The evaluation of the integral can be done by introducing the so-called cavity function \( y = g \exp\{+\beta V\} \) \([14]\). This function has the same contact value as the pair-correlation function. Since \( \exp\{-\beta V\} dV/dR = -k_B T d\exp\{-\beta V\}/dR = -k_B T \delta(R - 2a) \), with \( \delta \) the delta-distribution, it follows that,

\[
P_0(\rho, \dot{\gamma}) = \rho k_B T + \frac{2\pi}{3} (2a)^3 \rho^2 k_B T g_{iso}^c(\rho, \dot{\gamma}) .
\]

In terms of the dimensionless concentration,

\[
\phi = \frac{4\pi}{3} a^3 \rho ,
\]

the volume fraction of colloidal spheres, and the dimensionless shear rate, the so-called Peclet number (also denoted by \( P_c \)),

\[
\tilde{\gamma} = \gamma a^2 / D_0 .
\]

it follows from eq.(59) that,

\[
D_{eff}(\phi, \tilde{\gamma}) = D_0 \left[ 1 + 4 \frac{\partial}{\partial \phi} \left\{ \phi^2 g_{iso}^c(\phi, \tilde{\gamma}) \right\} \right] ,
\]

and the shear-gradient coefficient is equal to,

\[
\xi(\phi, \tilde{\gamma}) = 18 \eta_0 \frac{D_0}{k_B T} \phi^2 \frac{\partial g_{iso}^c(\phi, \tilde{\gamma})}{\partial \tilde{\gamma}} .
\]

The explicit density and shear-rate dependence of the contact value of the pair-correlation function must be obtained from Brownian Dynamics simulations (see lecture D2). It turns out that a quite accurate representation of the simulation results is [19],

\[
g_{iso}^c(\phi, \tilde{\gamma}) = g^{eq,c}(\phi) + A \tilde{\gamma}^m \left( 1 - \frac{\phi}{\phi_m} \right)^{-s} ,
\]

where \( A = 0.0140 \), \( s = 2.525 \), and \( m = 0.43 + 5.26 \phi - 8.80 \phi^2 \), while \( \phi_m = 0.64 \) is the maximum random packing fraction, at which flow is not possible anymore. Furthermore \( g^{eq,c} \)
is the contact value of the equilibrium pair-correlation function, for which accurate expressions exist, like the Carnahan-Starling approximation [20],

\[ g^{eq,c}(\phi) = \frac{2 - \phi}{2(1 - \phi)^3}. \]

The above representation for the contact value of the pair-correlation function is accurate for small shear rates, such that \( \dot{\gamma} < 1 \).

Now the concentration and shear-rate dependence of the transport coefficients in the advection-diffusion equation (58) is specified, an equation of motion for the flow velocity \( u(r, t) \) must be constructed in order to fully analyze the SCC-instability.

### 5.3.2 The equation of motion for the suspension flow velocity

An equation of motion is constructed from what is known through experiments on glassy hard-sphere colloidal systems. A general equation of motion for the flow velocity is the Navier-Stokes equation (see lecture C6), which states that,

\[ \rho_m \frac{\partial u(r, t)}{\partial t} = \nabla \cdot \Sigma(r, t) , \]

where \( \rho_m \) is the specific mass of the suspension and \( \Sigma \) is stress tensor, which is equal to ("T" stands for "transposition"),

\[ \Sigma = \Sigma_{\text{yield}} + (\eta - \kappa \nabla^2) \{ \nabla u + (\nabla u)^T \} , \]

where \( \Sigma_{\text{yield}} \) is the yield-stress tensor, which is non-zero for hard-sphere volume fractions larger than the glass-transition volume fraction \( \phi_g = 0.58 \), and where \( \eta \) is the shear-viscosity. Spatial variations in the pressure and normal stresses are of no significance for the flow profiles under consideration here, which are therefore omitted. There is a non-standard contribution in the above expression for the stress tensor, of which the amplitude is equal to the so-called shear-curvature viscosity \( \kappa > 0 \). This non-local contribution to the stress is essential in an analysis of banded flow profiles, as it describes stresses that are due to the large spatial gradients in the flow velocity that exist within the interface between the bands [21].

The temporal evolution of the concentration is much slower than the adjustment of flow to the local concentration. The flow velocity thus quasi-instantaneously adjusts to the concentration, that is, flow is enslaved by concentration. On a time scale that is large compared to the adjustment time of the flow velocity, and small compared to the typical times for significant changes of concentration due to the SCC-instability, the time derivative in the Navier-Stokes equation can be set equal to zero. Hence,

\[ 0 = \nabla \cdot \left[ \Sigma_{\text{yield}} + (\eta - \kappa \nabla^2) \{ \nabla u + (\nabla u)^T \} \right] , \quad \text{(60)} \]

As for the advection-diffusion equation, the transport coefficients \( \eta \) and \( \kappa \) are functions of the local concentration and shear rate, for which we will use experimental results. The shear viscosity of glassy systems of hard spheres decreases with increasing shear rate once the applied stress is larger than the yield stress. There is no Newtonian plateau for glasses, contrary to fluids, where the viscosity is independent of the shear rate for sufficiently small shear rates. Shear thinning immediately sets in when flow is induced, which is reasonably well
described by a so-called Herschel-Bulkley form of the stress, which predicts that the viscosity varies like \( \sim \gamma^{-1/2} \) [22, 23, 24],

\[
\eta(\phi, \gamma) = 15 \frac{a^2}{D_0} \Sigma_{\text{yield}}(\phi) \left(1 - \frac{\phi}{\phi_m}\right)^{1/2} \gamma^{-1/2}.
\]

The concentration dependence of the yield stress of hard-sphere glasses is \( \sim (1 - \Phi)^{-p} \), where \( p \) is reported to vary between 1 and 3, while the prefactor is equal to \( k_B T/(100a^3) \) [22, 25]. We will use the same expression for the yield stress as in Ref.[22],

\[
\Sigma_{\text{yield}}(\phi) = \frac{k_B T}{100 a^3} \left(1 - \frac{\phi}{\phi_m}\right)^{-3},
\]

which is understood to act along the flow direction. The shear-curvature viscosity exhibits a similar shear-rate and concentration dependence as the shear viscosity,

\[
\kappa(\phi, \gamma) = 15 \frac{a^2}{D_0} \frac{\kappa_0}{\eta_0} \Sigma_{\text{yield}}(\Phi) \left(1 - \frac{\phi}{\phi_m}\right)^{1/2} \gamma^{-1/2},
\]

where \( \eta_0 \) is the shear viscosity of the solvent, and \( \kappa_0 \) measures the magnitude of the shear-curvature viscosity. In case the stationary state is a shear-banded state, where two regions (the “bands”) coexist, the interface thickness is of the order,

\[
d_{\text{int}} = \frac{\sqrt{\kappa_0}}{\eta_0}.
\]

This completes the construction of the equation of motion for the flow velocity, and thereby the two coupled equations of motion (58,60) that are necessary for the further analysis of the SCC-instability.

### 5.3.3 Stability and flow profiles

Let us first ask for the stability of a uniform system, that is, we ask for the combination of concentrations and shear rates where a uniform system with concentration \( \rho_0 \) and shear rate \( \dot{\gamma}_0 \) will evolve towards a stationary non-uniform state upon applying initially arbitrary small perturbations \( \delta \rho \) of the concentration and \( \delta u \) of the flow velocity. We consider a flow in the \( x \)-direction with gradients in density and flow velocity only in the \( y \)-direction. The applied shear stress is supposed to be larger than the yield stress. Substitution of \( \rho = \rho_0 + \delta \rho \) and \( u = \dot{\gamma}_0 y + \delta u \) into the advection-diffusion equation (58) and the Navier-Stokes equation (60), and linearization with respect to the small perturbations \( \delta \rho \) and \( \delta u \) gives,

\[
\begin{align*}
\frac{\partial \delta \rho}{\partial t} &= D_{\text{eff}} \frac{\partial^2 \delta \rho}{\partial y^2} + \xi \frac{\partial^2 \delta u}{\partial y^2}, \\
0 &= \frac{\partial \sigma}{\partial \dot{\gamma}_0} \frac{\partial^2 \delta u}{\partial y^2} + \frac{\partial \sigma}{\partial \rho_0} \frac{\partial \delta \rho}{\partial y} - \kappa \frac{\partial^4 \delta u}{\partial y^4},
\end{align*}
\]

where \( D_{\text{eff}}, \xi, \eta \) and \( \kappa \) are evaluated at \( \rho_0 \) and \( \dot{\gamma}_0 \), and where,

\[
\sigma = \Sigma_{\text{yield}}(\rho_0) + \dot{\gamma}_0 \eta(\rho_0, \dot{\gamma}_0),
\]
γ and linearization with respect to the small perturbations will use the same expression for the yield stress as in Ref. [22, 23, 24], ∼ varies like described by a so-called Herschel-Bulkley form of the stress, which predicts that the viscosity is similar shear-rate and concentration dependence as the shear viscosity, which is understood to act along the flow direction. The shear-curvature viscosity exhibits a curvature viscosity. In case the stationary state is a shear-banded state, where two regions (the “bands”) coexist, the interface thickness is of the order, 

\[ \frac{\partial \delta \rho}{\partial \rho} = \frac{\partial \delta u}{\partial \kappa} \]

Let us first ask for the stability of a uniform system, that is, we ask for the combination of the two coupled equations of motion (58, 60) that are necessary for the further analysis of the SCC-instability.

This completes the construction of the equation of motion for the flow velocity, and thereby the concentration dependence of the yield stress of hard-sphere glasses is

\[ \sigma(1 + C K^2) \]

where \( \sigma \) is the shear-stress of the initially homogeneously sheared suspension. The time dependence of the perturbations is exponential due to the linearization, while the exponents for the density and flow velocity are the same, as the velocity is enslaved by the concentration. Hence, for sinusoidal spatial perturbations (with \( i = \sqrt{-1} \)),

\[
\begin{align*}
\delta \rho &= \delta \rho_0 \exp \{ i k y - \lambda(k) t \}, \\
\delta u &= \delta u_0 \exp \{ i k y - \lambda(k) t \}.
\end{align*}
\]

The variable \( k \) is referred to as the wave vector, which has the following physical meaning. In real-space notation, the spatial variation is \( \sim \sin \{ k y \} = \sin \{ 2\pi y / \Lambda \} \), where \( \Lambda = 2\pi / k \) is the wavelength of the sinusoidal variation. Thus, smooth spatial variations (large wavelengths \( \Lambda \)) correspond to small values of the wave vector \( k \). If \( \lambda(k) < 0 \), eq. (63) implies that sinusoidal variations with a wavelength \( \Lambda = 2\pi / k \) will grow in amplitude, that is, such spatial variations are unstable. Substitution of the representation (63) into eq. (62) leads to the dispersion relation,

\[
\lambda(k) = k^2 \left[ D_{\text{eff}} - \xi \frac{d\sigma}{d\rho} \left\{ \frac{d\sigma}{d\dot{\gamma}} + \kappa k^2 \right\}^{-1} \right].
\]

This dispersion relation is most conveniently written in dimensionless form as,

\[
\Gamma = K^2 \left[ 1 - \frac{S}{1 + C K^2} \right],
\]
where \( \Gamma = \lambda(k) a^2/D_{eff} \) (with \( a \) the radius of the colloidal spheres), \( K = k a \) is the dimensionless wave vector, \( S \) is equal to,

\[
S = \frac{\xi}{D_{eff} \frac{d\sigma}{d\gamma}},
\]

and \( C = \kappa/(a^2 \frac{d\sigma}{d\gamma}) \). The system is unstable when \( S > 1 \), since then \( \Gamma < 0 \), which is the reason that \( S \) is referred to as the stability factor. The dimensionless negative growth rate \( \Gamma/K^2 \) is plotted in Fig.7a as a function of \( K^2 \) for the typical values of \( S = 2 \), and \( C = 200 \) (solid curve) and \( C = 400 \) (dashed-dotted curve). Those wave vectors where \( \Gamma < 0 \) are unstable, while larger wave vectors (corresponding to large spatial gradients, as discussed above) remain stable. The stabilization of sharp spatial variations, corresponding to large wave-vectors, is solely due to the non-local stress contribution, that is, the non-zero positive value of the shear-curvature viscosity \( \kappa \). Without this non-local stress contribution all wave vectors would be unstable, with an arbitrary large growth rate for large wave vectors, which is unphysical. The larger the shear-curvature viscosity (corresponding to larger values of \( C \)), the smaller the critical wave vector beyond which spatial variations are stabilized.

The critical wave vector \( k_c \) for which \( \lambda(k_c) = 0 \), beyond which spatial variations are stable, follows from the dispersion relation (64) as,

\[
k_c = \sqrt{\frac{d\sigma/d\gamma}{\kappa} (S - 1)} , \quad (S > 1),
\]

while the fastest growing mode is the one with the wave vector \( k_m \) for which \( d\lambda/dk = 0 \), and hence,

\[
k_m = \sqrt{\frac{d\sigma/d\gamma}{\kappa} \left( \sqrt{S} - 1 \right)} , \quad (S > 1).
\]

This is the wave vector where \( \Gamma \) attains its minimum in Fig.7a.

The stability criterion \( S < 1 \) together with the explicit forms of the transport coefficients discussed before allows to construct a stability diagram. This diagram marks the combinations of shear rates and concentrations where the system turns from (meta-) stable to unstable, where the stability factor in eq.(65) is unity. The curve where \( S = 1 \) in the shear rate versus concentration plane is shown in Fig.7b. The experimental data points for suspensions of PMMA spheres of two different radii are taken from Ref.[22]. Note that the hard-sphere glass is predicted to be unstable at low shear rates, which is in accordance with the experiments. In view of our neglect of hydrodynamic interactions, the correspondence between theory and experiment is quite satisfactory.

The two coupled equations of motion (58,60) can be solved numerically. This is done for a Couette geometry with a small gapwidth: the ratio of the radius of the inner cylinder and the outer cylinder is chosen as 0.98, with a gapwidth equal to 1000 times the radius of the colloidal spheres. A numerical solution is only possible when the non-local stress distribution \( \sim \kappa \) is included. When this contribution is not included, any numerical algorithm is unstable because of the arbitrary fast growth of sharp spatial gradients. The interface thickness \( d_{int} \) in eq.(61) is probably much larger than the size of the colloidal particles, so that the choice \( d_{int} = 100 a \) seems reasonable (with \( a \) the radius of the colloidal spheres).

The two blue-colored flow curves in Fig.7c correspond to a stable flow \( (S < 1) \) without the shear-induced mass-transport contribution (the dashed line), and with the shear-induced mass
transport. Shear-induced mass transport leads to a slightly more curved flow profile. The lower solid red line is for an unstable flow, where mass transport is sufficiently strong as compared to diffusion to render the system SCC-unstable. The two vertical lines indicate the width of the interface in eq.(61). As can be seen, there is a non-flowing band, where the local stress is lower than the yield stress pertaining to the local concentration. Outside the interface the shear rate within the flowing band is essentially constant. Such stationary banded states have indeed been observed in suspensions of hard spheres in the glass state, where however, a cone-plate geometry has been used [22].

Appendices

A The Contraction Notation

A dot between two vectors a and b implies the operation where the indices of the vectors are set equal and the sum over indices is taken: \( a \cdot b = \sum_{n=1}^{3} a_n b_n \), which is the inner product of two vectors. The dyadic product \( ab \) of two vectors defines the tensor \( M \) with elements \( M_{mn} = a_n b_m \). Two dots in between two tensors \( M \) and \( K \) is a generalization of the inner product of two vectors, where the adjacent and next adjacent indices are set equal and summed over: \( M : K = \sum_{m,n=1}^{3} M_{mn} K_{nm} \). The notation \( (r' - r)(r' - r) : \nabla^2 P(r, t) \) in eq.(5) thus stands for \( \sum_{m,n=1}^{3} (r' - r)_m (r' - r)_n \nabla_n \nabla_m P(r, t) \), where \( \nabla_n \) is the \( n^{th} \) component of the vector operator in eq.(6). The same notation is used in eq.(18): \( \nabla \cdot D \cdot \nabla (\cdots) \) stands for \( \sum_{m,n=1}^{3} \nabla_m D_{mn} \nabla_n (\cdots) \).

The summations over indices are commonly referred to as contractions, for which the ”dot-notation” is a convenient short-hand notation.

B Gauss’s and Stokes’s Integral Theorems and Partial Integration

Gauss’s integral theorem states that (with \( dS = \hat{n} dS \), and \( \mathbf{F} = (F_x, F_y, F_z) \) a vector function),

\[
\int_V \nabla \cdot \mathbf{F}(\mathbf{r}) \, dV = \oint_{\partial V} dS \cdot \mathbf{F}(\mathbf{r}) ,
\]

where \( \nabla \) is again the gradient operator in eq.(6), \( V \) is the volume over which the integration extends, and \( \partial V \) is the closed surface of \( V \). Note that by definition,

\[
\nabla \cdot \mathbf{F} = \frac{\partial}{\partial x} F_x + \frac{\partial}{\partial y} F_y + \frac{\partial}{\partial z} F_z ,
\]

which is referred to as the divergence of \( \mathbf{F} \). This is the inner product of the nabla operator in eq.(6) with the vector function \( \mathbf{F} \).

Let \( V \) be a sphere of radius \( R \). In the limit that \( R \to \infty \), the integration range extends over the entire three-dimensional space. The spherical surface \( \partial V \) tends to infinity, with a surface area \( \sim R^2 \). If the integrand \( |\mathbf{F}| \) tends to zero faster than \( \sim 1/R^2 \), the surface integral tends to zero, so that,

\[
\int dV \, \nabla \cdot \mathbf{F}(\mathbf{r}) = 0 ,
\]
where the integral is understood to range over the entire three-dimensional space.
For a scalar function \( f(\mathbf{r}) \) and a vector function \( \mathbf{G}(\mathbf{r}) \) we have the following identity,

\[
\int d\mathbf{r} \, f(\mathbf{r}) \nabla \cdot \mathbf{G}(\mathbf{r}) = \int d\mathbf{r} \, \nabla \cdot [f(\mathbf{r}) \mathbf{G}(\mathbf{r})] - \int d\mathbf{r} \, \mathbf{G}(\mathbf{R}) \cdot \nabla f(\mathbf{r}) .
\]

Using the above result with \( \mathbf{F} = f \mathbf{G} \), we find that,

\[
\int d\mathbf{r} \, f(\mathbf{r}) \nabla \cdot \mathbf{G}(\mathbf{r}) = - \int d\mathbf{r} \, \mathbf{G}(\mathbf{r}) \cdot \nabla f(\mathbf{r}) ,
\]

This represents a single partial integration in three dimensions, which is used in subsections 4.1 and 4.2.
Now let \( \mathbf{F}(\mathbf{r}) = f(\mathbf{r}) \nabla g(\mathbf{r}) \), with \( f \) and \( g \) scalar functions. Using that \( \nabla \cdot [f(\mathbf{r}) \nabla g(\mathbf{r})] = [\nabla f(\mathbf{r})] \cdot [g(\mathbf{r})] + f(\mathbf{r}) \nabla^2 g(\mathbf{r}) \), we obtain,

\[
\int d\mathbf{r} \, f(\mathbf{r}) \nabla^2 g(\mathbf{r}) = - \int d\mathbf{r} \, [\nabla f(\mathbf{r})] \cdot [g(\mathbf{r})] .
\]

Interchanging \( f \) and \( g \), the right hand-side does not change, so that,

\[
\int d\mathbf{r} \, f(\mathbf{r}) \nabla^2 g(\mathbf{r}) = \int d\mathbf{r} \, g(\mathbf{r}) \nabla^2 f(\mathbf{r}) .
\]

This result represents two subsequent partial integrations, which is used in subsection 2.1 to calculate the mean-squared displacement.

Stokes’s integral theorem reads, in our present notation (where, as before, \( \nabla \hat{u} \) the gradient operator in eq.(6), but now with differentiations with respect to the Cartesian coordinates \( \hat{u}_x \), \( \hat{u}_y \), and \( \hat{u}_z \) of \( \hat{u} \)),

\[
\oint_A d\hat{u} \cdot [\nabla \hat{u} \times \mathbf{F}(\hat{u})] = \oint_{\partial A} d\mathbf{l} \cdot \mathbf{F}(\hat{u}) ,
\]

where \( A \) is a surface in three-dimensional space, and \( \partial A \) the closed boundary of \( A \), which is a curve in three-dimensional space. We are interested here in integrations ranging over the unit-spherical surface, for which the boundary is empty. Using that \( \hat{u} \cdot [\nabla \hat{u} \times \mathbf{F}(\hat{u})] = \mathcal{R} \cdot \mathbf{F}(\hat{u}) \), we thus have,

\[
\oint d\hat{u} \, \mathcal{R} \cdot \mathbf{F}(\hat{u}) = 0 ,
\]

where the integral is understood to extend over the unit-spherical surface (which is the reason that we used \( \oint \) instead of \( \int \)).
For a scalar function \( f(\hat{u}) \) and a vector function \( \mathbf{G}(\hat{u}) \), we have the identity,

\[
\oint d\hat{u} \, f(\hat{u}) \mathcal{R} \cdot \mathbf{G}(\hat{u}) = \oint d\hat{u} \, \mathcal{R} \cdot [f(\hat{u}) \mathbf{G}(\hat{u})] - \oint d\hat{u} \, \mathbf{G}(\hat{u}) \cdot \mathcal{R} f(\hat{u}) . \tag{68}
\]

Using the above result with \( \mathbf{F} = f \mathbf{G} \) it is thus found that,

\[
\oint d\hat{u} \, f(\hat{u}) \mathcal{R} \cdot \mathbf{G}(\hat{u}) = - \oint d\hat{u} \, \mathbf{G}(\hat{u}) \cdot \mathcal{R} f(\hat{u}) , \tag{69}
\]
Now let $F(\hat{u}) = f(\hat{u}) \mathcal{R}g(\hat{u})$, so that $\mathcal{R} \cdot F(\hat{u}) = [\mathcal{R}f(\hat{u})] \cdot [\mathcal{R}g(\hat{u})] + f(\hat{u}) \mathcal{R}^2 g(\hat{u})$, and hence,

$$\int d\hat{u} f(\hat{u}) \mathcal{R}^2 g(\hat{u}) = - \int d\hat{u} [\mathcal{R}f(\hat{u})] \cdot [\mathcal{R}g(\hat{u})].$$

Interchanging $f$ and $g$ thus shows that,

$$\int d\hat{u} f(\hat{u}) \mathcal{R}^2 g(\hat{u}) = \int d\hat{u} g(\hat{u}) \mathcal{R}^2 f(\hat{u}).$$

which represents two partial integrations. This is used in, for example, subsection 3.
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1 Why do we need computer simulations?

The History of Science in general, and of Physics and Biology in particular, has fruitfully developed for centuries without the help of computer simulations until a relatively very recent date. It was in the early 1950’s when the first electronic computers became available for non-military use. Before that time, the description of material properties was obtained by combining experiments and analytical approaches. The experimental observation of a system needs always of an apparatus that can be the eye, a clock, a microscope, or a nuclear magnetic resonance device. These apparatus are able to access different but limited amounts of information like average density, or the position of particle in a limited size range. To interpret and understand the experimental observations of a particular system is necessary the construction of a model, what requires the assumption of ideal conditions, and simplified interactions. The behavior of such model is normally described in terms of equations which are solvable only in a very few exceptional cases. For example, to solve the motion of more than two interacting particles, even with simple Newtonian mechanics, resulted essentially impossible before the appearance of computers. The standard procedure is then the performance of more or less dramatic approximations. Therefore, for an analytical theory to explain satisfactorily experimental results is required that, enough precision of apparatus, good choice of the system model, and validity of the performed approximations.

With the appearance of computers a new perspective can be employed to understand physical systems. The equations that describe a model with simplified interactions are solved now for a few particles or for millions of them. The algorithms necessary to perform the simulations are of course not completely problem-free, but they are in general enormously less restrictive than the analytical approximations performed in theory. Comparing results from simulations and analytical theories serves first to test the performed approximations. Comparing results from simulations and experiments serves to test the simplified interactions assumed for designing the model (see Fig. 1). Furthermore, computer simulations can be used to predict material properties, by anticipating systems or conditions that are not always easy or cheap to perform experimentally. The information provided by a simulation is in general also much more detailed than the experimental one, since very precise information of the system constituents is generated. This dual role of the simulations, that allows to bridge the distance between the models and the theory, and between the models and the experiments, makes that they are sometimes referred theoretical simulations by experimentalists, or as computer experiments by theoreticians.

Molecular Dynamics (MD) is a technique to compute steady and transport properties of many-body systems, and it was together with Monte Carlo, the first simulation method to be proposed. The basic of the approach is that the material properties are described by the Newton’s equation of motion of each component. This is by considering classical interaction potentials applied to a large number of particles. Through the equation of motion, a natural time scale is built in, and the phase space is deterministically sampled. MD generates information at a microscopic level, since position and velocities of all the component atoms are known as a function of time. Macroscopic observables like pressure, or heat capacity, are obtained from the microscopic information via statistical mechanics.

Monte Carlo (MC) simulations focus in providing and efficient stochastic sampling of the configurational and conformational phase space or parts of it. The time scale is therefore not naturally built and the objective if these simulations is to obtain good approximations for statistical quantities such an expectation values, probabilities, correlation functions, or densities of states. Note that MD simulations can become extremely slow when applied to complex systems on mi-
Fig. 1: Relations between experiment, theory and simulation when analyzing a system.

crosscopic or mesoscopic scales, and that the understanding of many interesting questions does not require to consider the intrinsic dynamics of the system. In some of these systems MC can provide very effective descriptions.

Metropolis, Rosenbluth, Rosenbluth, Marshall, Teller and Teller, introduced Monte Carlo in 1953 [1] to investigate fluid properties. Alder and Wainwright introduced Molecular Dynamics in 1957 [2] to study the phase transitions of hard sphere systems, and in 1964 Rahman carried out the first simulations using a realistic potential for liquid Argon [3]. The first simulation of a protein was done by Levitt and Warshel in 1975 [4]. Since then, the simulation techniques have substantially evolved. Particular problems have developed their own specialized techniques, like combination with quantum mechanical methods to find application at the quantum level [5], or hybrid simulation with mesoscopic techniques in order to bridge the gap with larger scales as those in soft matter systems (see Chapter B3).

In this contribution, some general concepts, common to all simulation methods will be discussed, but the main focus will be the introduction of Molecular Dynamics and Monte Carlo. For further insight in these and other simulation methods we recommend, several specialized books [6, 7, 8, 9, 10], that provide very good detailed descriptions, and ‘recipes’ of a large list of simulations aspects.

2 Basic concepts

2.1 Interaction potentials

The description of a system composed of \( N \) particles with positions \( \mathbf{r}_i \) and \( (i = 1, \ldots, N) \) can be performed in terms of the forces or interaction energies exerted on such particles. The potential energy of \( N \) interacting particles can be divided in terms of the number of particles simultaneously involved in the calculation of the interaction, this is

\[
U(\mathbf{r}^N) = \sum_i u_1(\mathbf{r}_i) + \frac{1}{2} \sum_i \sum_j u_2(\mathbf{r}_i, \mathbf{r}_j) + \frac{1}{4} \sum_i \sum_j \sum_k u_3(\mathbf{r}_i, \mathbf{r}_j, \mathbf{r}_k) + \cdots
\]
The first contribution corresponds to the effect of external fields applied on the system, like gravity or electric fields. The second term is the pair potential and includes the force that the presence of one particle induces in a second one. The third term, report forces induced due to the presence of triples, and similarly subsequent terms can be added for increasing the number of particles in the interaction. The calculation of the presence of triples, and similarly subsequent terms can be added for increasing the number of one particle induces in a second one. The third term, report forces induced due to gravity or electric fields. The second term is the pair potential and includes the force that the presence of order $N$ and $u_2$ of order $N^2$ since all pairs of particles have to be identified. Even more costly will be to determine $u_3$, since there are $O(N^3)$ triples on a system. Furthermore, high order contributions are typically small, and the pair potential is chosen such that gives and effective potential resulting from all the high order terms. A real two-body potential would reproduce experimental data, without and explicit dependence on system parameters like density or temperature. The normally employed effective pair potentials will although depend on system parameters.

It is in the choice of the interaction potentials where the system under study will be mostly determined. In this way, the interactions are very different when simulating an ideal gas, or a system of charged particles; when simulating flexible polymer, or a molecule with a particular defined configuration like a water molecule; or when simulating an spherical vesicle or a red blood cell. Moreover, the interaction will determine the level of description. Each simulated particle can correspond with a particular atom and its precise location inside a molecule, like DNA; or each particle can represent a group of atoms, such that the averaged properties will be to some extent similar those of the real molecule.

The interactions are divided in bonded and non-bonded. The first ones are all the intramolecular interactions, while in the later, interactions such as electrostatic or van der Waals are considered. Here some of the most commonly employed potentials are introduced (see Fig. 2).

**Bond potential** To model a bond between two particles, it is most common to employ the harmonic potential,

$$U^H(r_{ij}) = k^H (r_{ij} - b)$$

(2)

where $b$ is the reference bond length, and $k^H$ the spring constant. The harmonic potential is basically a Taylor approximation to more sophisticated potentials around the reference bond length.

**Angle potential** Between the two bonds of three consecutively linked particles an angle $\theta$ can be defined. This angle can be fixed to have a certain value $\theta_0$ equal or different from zero,

$$U^A(r^N) = k^b (\theta - \theta_0).$$

(3)

The bending constant $k^b$ determines how strongly are the deviations from the reference angle. To fix the relative position of four consecutively linked particles can be done with torsion potentials. The dihedral angle potential, for example is used to constrain the rotation of one particular bond around the plane defined with another two bonds.

**Van der Waals potential** Two particles not bounded experience frequently a combination of repulsive and attractive interactions. The strong repulsive interaction at short distances are due to excluded volume effects, while the soft attraction at larger distances is a consequence of the correlation between the electron clouds surrounding the atoms (‘van der Waals or ‘London’ dispersion). The most common potential to model the van der Waals interactions is known as
the Lennard-Jones potential,

\[ U_{LJ}^{\text{L}}(r) = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right] \]  

(4)

where the two potential parameters are \( \epsilon \), the minimum potential depth, and \( \sigma \) the collision diameter.

To study systems of purely repulsive particles, a frequent approach is to consider only the repulsive part of this potential by truncating it precisely at the minimum and increasing its value to zero at that value,

\[ U_{rLJ}^{\text{r}}(r) = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} + 1 \right], \quad r < r_c = 2^{1/6}\sigma. \]  

(5)

This is the repulsive Lennard Jones potential.

**Electrostatic interaction**  The electrostatic interaction between two particles of charges \( q_i \) and \( q_j \) is given by the Coulomb potential,

\[ U_{\text{C}}(r_{ij}) = \frac{1}{4\pi\varepsilon_0\varepsilon_R} \frac{q_i q_j}{r_{ij}} \]  

(6)

where \( \varepsilon_0 \) is the permittivity of vacuum, and \( \varepsilon_R \) is the dielectric constant.

![Fig. 2: Illustration of the most basic interparticle interactions](image)

By combining the above potentials, the number of possible macromolecules and structures that can be modeled is unlimited. Some basic examples are shown in Fig. 3. Colloidal dispersions can be modelled by particles where the main interaction are van der Waals or Coulomb. By linking a determined number of particles with harmonic springs, the properties of polymers can be studied. If the linked particles have also a bending potential that keeps the structure elongated and stiff, we will be analyzing the properties of rod-like colloids. If the string of particles is consider simultaneously with a surrounding solvent and a few particles have an attractive interaction with the solvent and the rest a repulsive attraction with the solvent, we will have a basic lipid molecule, that with proper concentration values will be able to self-assemble.
The number of properties that can be characterized and quantified is therefore very large. It will depend then on the particularities of the chosen system, and on the interests of the study. The system temperature $T$ is for example defined through $E_K$, the system kinetic energy

$$E_K = \left( \frac{1}{2} \sum_i^N m_i v_i^2 \right) = \frac{d}{2} N k_B T \quad (7)$$

where $v_i$ is the particle velocity and $d$ the system dimension. The pressure can be calculated from the virial equation,

$$P = \rho k_B T + \frac{1}{dV} \left\langle \sum_{i<j} F_{ij} \cdot r_{ij} \right\rangle , \quad (8)$$

where $V$ is the system volume. Note that in the two previous expressions, averaged quantities are employed. These averages are defined when a quantity $A$ can be independently measured $N_R$ times. The average value of $A$ is then,

$$\langle A \rangle = \frac{1}{N_R} \sum_{k=1}^{N_R} A_k \quad (9)$$

In systems where time is defined, the independent measurements can be made at separated enough time points, or by repeating the simulation with different initial values. And finally, in order to estimate the accuracy of the measurement, the standard deviation of the average is calculated as

$$\delta(A) = \sqrt{\frac{1}{N_R - 1} \sum_{k=1}^{N_R} (A_k - \langle A \rangle)^2} \quad (10)$$

Apart from thermodynamic properties, static information in real or reciprocal space permits to obtain structural properties which are of fundamental when characterizing a system. The pair correlation function $g(r)$ for example, measures the probability to find a particle at a distance $r$ from another particle. If this function shows or not some periodic behavior will allow to
determine if the system is a gas, a liquid, or a crystal (an example will be shown in Sect.4.2).
Dynamical properties are also of great interest. In MD the time evolution is intrinsic such that
time dependent quantities can be described. As an example, the mean squared displacement
\[ \langle (\Delta r(t))^2 \rangle = \langle \sum_i (r_i(t) - r_i(0))^2 \rangle, \]
shows the transition from a short time ballistic regime in which \( \langle (\Delta r(t))^2 \rangle \sim t^2 \) to a long time diffusive regime, \( \langle (\Delta r(t))^2 \rangle \sim t \), what allows to
determine the self-diffusion coefficient \( D_s \)
\[ \langle (\Delta r(t))^2 \rangle = 2dD_s t. \]  

**Reduced units** Quantities like time or temperature obtained from simulation results are ex-
pressed in terms of the model parameters. In order to relate simulation results with experimental
data is convenient to map the model parameters into physical units. The comparison of simu-
lation results with the Lennard Jones potential in Eq. (4) and experimental results with Argon
provides one of the most established choices for simulation units, the so called reduced units.
These consist in choosing \( \sigma \) as a unit of length and relate to
\[ \sigma = 3.405 \times 10^{-10} \text{ m}, \]
\[ \epsilon/k_B = 119.8 \text{ K}, \]
and the reference particle mass \( m_i \) as the unit of mass with
\[ m_i = 0.03994 \text{ kg/mol}. \]
Some related quantities are specified in Table 1.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Reduced unit</th>
<th>Simulation value</th>
<th>Physical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>temperature</td>
<td>( T^* = k_B T/\epsilon )</td>
<td>( T^* = 1 )</td>
<td>( T = 119.8 \text{ K} )</td>
</tr>
<tr>
<td>time</td>
<td>( t^* = t \sqrt{\epsilon/m_i \sigma^2} )</td>
<td>( t^* = 0.01 )</td>
<td>( t = 4.322 \times 10^{-10} \text{ s} )</td>
</tr>
<tr>
<td>pressure</td>
<td>( P^* = P \sigma^3/\epsilon )</td>
<td>( P^* = 1 )</td>
<td>( P = 41.9 \text{ MPa} )</td>
</tr>
<tr>
<td>density</td>
<td>( \rho^* = \rho \sigma^3 )</td>
<td>( \rho^* = 0.4 )</td>
<td>( \rho = 960 \text{ kg/m}^3 )</td>
</tr>
</tbody>
</table>

Table 1: Most relevant reduced units and their translation into physical units

The main importance of the reduced units is that many other parameter combinations translate
into the same reduced units, such that their results should be equivalent. This is the law of
corresponding states.

3 System size limitations

In Statistical Mechanics, systems are frequently studied in the thermodynamic limit. The idea
is that the thermodynamic variables are independent on the collectivity and the geometry of the
container. This means that extensive variables are assumed to be infinitely large, while intensive
variables are kept constant. For instance, density \( \rho = N/V \) is supposed to be finite, although
the limits of infinite number of particles \( N \to \infty \), and infinite volume \( V \to \infty \) are considered.
The number of particles in a simulation is normally constrained by the execution time, such that
10 to \( 10^7 \) particles are typically computed. This is a very small number when compared with
the Avogadro number \( O(10^{23}) \), and also clearly too small to achieve the thermodynamic limit.
Therefore, considerations about the finite size effects have always to be taken into account.
另一个 important aspect are the geometrical specification for the system container. Open
boundary conditions (system with no spatial limitations) can be considered only in a few excep-
tional cases in which the cohesive forces are large enough to keep the system confined, like in
the case of a small liquid droplet, or a microcrystal. Confining geometries, like in the presence
of planar walls, can also be of special interest in many systems. Nevertheless, when the interest
is to reproduce bulk properties, confining geometries have large surface effects. For example in a 3-dimensional cubic container $V = L^3$, only $N_{\text{bulk}} \sim \rho (L^3 - 6L^2)$ particles will not be directly at one of surfaces.

3.1 Periodic boundary conditions

The usual strategy to overcome surface effects is to employ periodic boundary conditions. The idea is to simulate a parallelepiped box (square or cubic) and to assume that it repeats infinitely in space, letting particles stream away through the boundaries. Due to the periodic conditions, when a particle leaves the central box, one of its images enters again the box through the opposite face (see Fig. 4), such that the number of particles in the main box is conserved, and that particles close to the boundaries are similar than those in the center of the box.

![Illustration of the periodic replicas in periodic boundary conditions in two dimensions. A particle leaving the central box and entering through the opposite face is here indicated with an arrow. The radius cutoff and the minimum image convention determine the interacting neighbours of a particle close to the boundary, here indicated by the shadowed circle.](image)

To determine up to which extent the properties of a small and infinitely periodic system reproduces the properties of a macroscopic system depends on the phenomenon under study and the range of the intermolecular interactions. When the potentials are long range (like Coulomb interactions) a particle will interact with its own periodic images and an anisotropic effect will be artificially introduced in the system, due to the underlying lattice structure, apart from undesired additional self-correlations. For short range potentials these effects will have much smaller impact, if the central box has a reasonably large size. For instance, in the case of a Lennard Jones fluid, a box of size $L \sim 6\sigma$ would already be reasonable. Another limitation of the use of periodic boundary conditions is the truncation of the long-wave fluctuations. Perturbations like density waves, with wave-vector larger than the box size $L$ are simply suppressed. Simulating, for example, the properties of a liquid system close to the gas-liquid critical point is not possible within these boundaries since the range of the fluctuation is macroscopic.
Despite the previous considerations, periodic boundary conditions have extensively shown to have little effect in determining the thermodynamic properties of a large number of systems in the liquid or solid state.

### 3.2 Potential truncation

Most interactions considered as short range have, strictly speaking, infinitely long interaction range. As an example, the Lennard Jones potential has an attractive tail that decays with $\sim r^6$, such that the potential energy of two particle placed at a distance $3\sigma$ is practically negligible. The potential truncation suggests then to define a certain cutoff radius that introduces a distance from which the potential is approximated by zero. A typical cutoff radius for the LJ potential is $r_c = 2.5\sigma$.

When considering periodic boundary conditions, the interaction with particles in all periodic images should in principle be considered. In the case of particles with a finite interaction range, this means that a particle interacts with all those particles in the central box, and periodic images, which are placed at a distance smaller than the interaction range. This is known as the minimum image convention and illustrated in Fig. 4.

### 3.3 Neighbors list

To determine pairs of interacting particles can be a very demanding part of the code since, in principle, all particle pairs are potentially interacting. This implies an operation of order $O(N^2)$. Additional tricks have been developed that reduce the cost of this operation. These tricks are only intended to improve the efficiency of the code and should not affect the system behaviour.

**Verlet list** Verlet [13] suggested to store a list that would indicate for each particle, at one precise time point, all the neighbouring particles within a distance $r_c + \Delta r$. Then only pair in the list are checked as interacting couples what dramatically reduces the operation. The list has to be updated when a particle has travel a distance $\Delta r$. An optimum value of $\Delta r$ has to be found, since large values will include more particles in the list, but will need to be updated less frequent.

**Cell list** The idea of the cell list is to divide the simulation box in cells that are fixed in space, such that for each cell it can be known and stored which are the neighbouring cells. Then the particles are sorted into the cells and the interacting particles are searched only within the neighbouring cells. The cell list can be independently employed or used for instance to determine the Verlet list. This can reduce the computational time almost to $O(N)$, what is very useful for very large systems.

### 3.4 Long-range forces

A force is considered to be long range if it does not decay faster than $r^{-d}$, with $d$ the system dimension. The Coulomb interaction $\sim r^{-1}$ between charged particles, and the dipole-dipole interaction $\sim r^{-3}$ are very important examples. Naive solutions like dramatically increasing the system size are not feasible. Several specific methods to tackle the problem of the long forces have been developed. The Ewald sum method, includes the interaction of an ion with
all its periodic images. The reaction field methods assume that the interactions with molecules beyond a certain cutoff can be averaged. Details of these and further methods can be found in [6, 7, 14].

4 Molecular Dynamics simulations

The basic idea of Molecular Dynamics is that $N$ particles of masses $m_i$ with $i = 1, \ldots, N$ satisfy the Newton’s equations of motion,

$$m_i \frac{d^2 r_i}{dt^2} = F_i,$$

(12)

where $r_i$ are the particle positions, and $F_i$ are the resulting forces exerted on particle $i$. In the case of conservative systems, the forces are obtained from the potential energy with $F_i = -\nabla U(r^N)$, with $r^N = (r_1, \ldots, r_N)$.

4.1 Algorithms

Given a system with a large number of particles and determined interactions, the equations of motion in Eq. (12) can not be analytically solved. The approach of MD is to repeatedly evaluate all the particle positions, velocities, and forces at a certain time point, given that all the values are known at a recent time. A discretization scheme is therefore required to integrate the Newton’s equation of motion. The first naive approach is the Euler algorithm,

$$r_i(t + \delta t) = r_i(t) + v_i(t)\delta t + \frac{F_i(t)}{2m_i}\delta t^2$$

$v_i(t + \delta t) = v_i(t) + \frac{F_i(t)}{m_i}\delta t$.

(13)

Once that the first simulation program is coded, several aspects have to be considered to decide whether the approximation achieved by the algorithm is or not acceptable. The main factors are: (i) Energy and momentum conservation. The problem has been stated in the microcanonical ensemble, such that energy and momentum have to be conserved. At short time there will be fluctuations around the average values, but at long times this average value has to keep constant. (ii) Time reversibility. Similar to the Newton equations the algorithm should be time reversible and phase space conserving. Nevertheless, the computer rounding errors make that this conservation never will be exact. (iii) Reasonable execution times. The length, and the number of force evaluations per time step, are essential to determine the CPU time that an algorithm requires under certain system restrictions. To find a good performing algorithm is thus of great importance.

The Euler algorithm in Eq. (13) has problems with energy conservation and with time reversibility even with very small time steps. A simple and very good algorithm is the Verlet algorithm. This algorithm considers a Taylor expansion of a particle position and velocity around a time $t$ for a small time steps $\pm \delta t$,

$$r_i(t \pm \delta t) = r_i(t) \pm \frac{dr_i(t)}{dt}\delta t + \frac{1}{2}\frac{d^2 r_i(t)}{dt^2}\delta t^2 \pm \frac{1}{6}\frac{d^3 r_i(t)}{dt^3}\delta t^3 + \mathcal{O}(\delta t^4)$$

(14)
summing these two expressions and neglecting terms of order $\delta t^4$,

$$r_i(t + \delta t) = 2r_i(t) - r_i(t - \delta t) + \frac{F_i(t)}{m} \delta t^2. \quad (15)$$

This is, the position in the new time is determined by the position in the two previous time steps and the force. To determine the forces in a certain time, only the particle positions are required, since the employed forces are conservative. This implies that the velocities do not intervene in establishing the particle trajectory, although they can be calculated by subtracting the expressions in Eq. (14),

$$v_i(t + \delta t) = \frac{r_i(t + \delta t) - r_i(t - \delta t)}{2\delta t} + O(\delta t^2). \quad (16)$$

The velocities are then determined with lower precision than the position and that in order to determine $v_i(t)$, $r_i(t + \delta t)$ should already be known. There are numerous proposals to adapt and improve this algorithm. Some of the most frequently employed are leap-frog, or the Gear predictor corrector algorithm. The velocity Verlet algorithm for example provides position and velocities at the same time,

$$r_i(t + \delta t) = r_i(t) + v_i(t)\delta t + \frac{F_i(t)}{2m_i} \delta t^2$$

$$v_i(t + \delta t) = v_i(t) + \frac{F_i(t + \delta t) + F_i(t)}{2m_i} \delta t. \quad (17)$$

The new forces have therefore to be calculated before the velocities can be updated.

### 4.2 Adjusting the code

When designing a new self-made simulation code the only reasonable option is to develop it in subsequent small steps. Starting from a very simple situation that slowly becomes more complicated, such that each aspect of the code can be independently checked. One of the most important checks is always to verify the conservation laws. Energy and momentum should be constant apart from small fluctuations around an average value. The integration algorithm and the appropriate time step have to be chosen. If the time step is too small, the running time will be unnecessary long; while if the time step is too large, the equation of motion will not be properly integrated, and this will produce problems.

As an example, we look at a system of particle interacting with the repulsive Lennard-Jones potential in Eq. (5). Initially the particles are placed in the nodes of a cubic crystal, in order to avoid particle overlap. Density and temperature parameters correspond to those of a fluid, such that the system evolves from the initial crystal into a fluid. In Fig. 5, the temperature and total energy corresponding to the system integrated with two different algorithms are displayed as a function of time. With both algorithms, there are strong changes for very short times, this is while the system is melting and reaching the equilibrium state. At longer times, it can be seen that the system integrated with the Euler algorithm keeps a drift in both contributions to the energy in spite the fact that a much smaller time step has been used. With these results, we can conclude that the velocity Verlet algorithm with $\delta t^* = 0.002$ is a reasonably good choice.

There are many other quantities that can give relevant information about our system, like pressure, velocity distribution function, or time correlations. In Fig. 6 two quantities related to the previously introduced repulsive Lennard Jones system are shown. The pair distribution
repulsive Lennard-Jones particles with memory of the initial configuration is lost. The configuration after such time is then considered periodic. The quadratic behavior shows a transition for long times into a diffusive behavior in which particles regularly collide with many others, and that it is characterized by a linear time dependence, \( \langle (\sum_i r_i(t) - r_i(0))^2 / N \rangle = 2dDt \), with \( D \) the self-diffusion coefficient.

### 4.3 Equilibration and thermostats

In many cases, as the one presented above, the system is not initialized in an equilibrium or stationary configuration. And most times these initial conditions are chosen for computational convenience and are not related to the system that we intent to study. To reach then a more relevant initial point, the simulation is let to run for certain equilibration time. After this time, the memory of the initial configuration is lost. The configuration after such time is then considered

\[ g(r) \] is computed at two different times. When the time is very short, the initial periodical structure can still be observed, while for a larger time, the characteristic distribution of a fluid is obtained. The mean squared displacement shows a ballistic short time behavior in which particles hardly interact with each other. This is given by a quadratic time dependence, \( \langle (\sum_i r_i(t) - r_i(0))^2 / N \rangle = dk_B T/(2m)t^2 \), and it is present independently of the initially periodical configuration. The quadratic behavior shows a transition for long times into a diffusive behavior in which particles regularly collide with many others, and that it is characterized by a linear time dependence, \( \langle (\sum_i r_i(t) - r_i(0))^2 / N \rangle = 2dDt \), with \( D \) the self-diffusion coefficient.

**Fig. 5:** Time evolution of the averaged temperature and total energy per particle of a system of repulsive Lennard-Jones particles with \( N = 10^3 \), in a cubic box of size \( L = 10\sigma \), and initial temperature \( k_B T = \epsilon \). Results obtained with two different integration algorithms.

**Fig. 6:** Time evolution of the mean squared displacement and pair distribution function at two times of the system in Fig. 5, integrated with the velocity Verlet algorithm.
as the new initial time. It is rather common a situation like the one on Fig. 5, where the system, initially at temperature \( k_B T / \epsilon = 1 \), stabilizes its temperature at a different value. A usual strategy is then to rescale all the particle velocities after the equilibration time to return, or fix the temperature at the desired value with,

\[
v'_i = c v_i.
\]  

In order to determine \( c \), we compare the actual kinetic energy \( E_K \) with the desired temperature \( k_B T \),

\[
\frac{d}{2} N k_B T = \frac{1}{2} \sum_i m_i (v'_i)^2 = c^2 \frac{1}{2} \sum_i m_i v_i^2 = c^2 E_K
\]  

such that the scaling factor is \( c = \sqrt{d N k_B T / 2 E_K} \). In absence of an applied flow, the initial momentum should be very precisely zero, although it usually deviates from that value during the equilibration time \( \mathbf{P} = \sum_i m_i \mathbf{v}_i \), similarly to the energy \( E_K \). The velocity rescale is now,

\[
v'_i = c (v_i - \mathbf{a}),
\]  

with \( \mathbf{a} = \mathbf{P} / \sum_i m_i \), and \( c = \sqrt{d N k_B T / (2 E_K - \mathbf{P}^2 / \sum_i m_i)} \).

### 4.4 Ensembles

The simulations introduced so far consider a system with a constant number of particles \( N \), in a fixed volume \( V \), at a constant temperature. Averages can be made over configurations of different realizations, or over different time points, what can be considered as an ensemble average. This means that these simulations correspond to the microcanonical ensemble (NVE ensemble). The characteristics of a particular problem may though require the use of a different ensemble, for which the simulations need to be adapted. The most relevant examples are following.

**Canonical ensemble** This is the NVT ensemble. If the system is in contact with a heat bath is the temperature and not the total energy what is a conserved quantity. There are several ways of coupling the simulation system to a thermal bath [15]. The most obvious one is by using the velocity scaling as discussed in Eq. (18) and Eq. (19), by controlling the temperature and defining new velicities each time step. This approach does though not allow for temperature fluctuations, present in the canonical ensemble. A weaker formulation is given by the Berenden thermostat [16]. The velocities are scaled at each step such that the change of temperature is proportional to the temperature difference, with a coupling parameter \( \tau \) that determines how tight the bath and the system are coupled together. This is extremely efficient for relaxing the system to the target temperature, but it might be important to probe a correct canonical ensemble.

The extended system method was originally introduced by Nosé [17] and subsequently developed by Hoover [18]. The idea is to consider the bath as an integral part of the system by the addition of three additional artificial variables that play the role of a time-scaling, a velocity, and a mass related quantity that determines the coupling between the reservoir and the real system and so influences the temperature fluctuations.
Isobaric-isothermal ensemble  This is the NPT ensemble. In this case the volume of the system is not fixed but the pressure, the number of particles and the temperature. The idea now is that the system is couple to a pressure bath. The particle positions can be rescaled as

$$r'_i = \lambda r_i,$$

with $\lambda$ calculated such that the pressure in Eq. (8) is a fixed value.

5 Non-equilibrium Molecular Dynamics

The systems under study can be made progressively more complex by increasing the number of particles involved, by distinguishing more than one type of particles, or by introducing many different interactions between particles. Extra degrees of complexity can be introduced by considering an applied external field like gravity or an electric field as stated in Eq. 1. In all these cases though the system will be studied in equilibrium conditions. In the last decades the explosion of the computer power, and the improvement of the algorithms is making accessible to study by means of simulations the properties of driven complex systems. Now I will briefly introduce how these non-equilibrium situations can be simulated with MD in some examples.

Confinement  When simulating a fluid confined between walls two types of boundary conditions can be identified by characterizing the velocity of the fluid in the proximity of the walls. The fluid may 'slide' at the wall and have therefore a different velocity. This characterize the so called slip boundary conditions. The stick boundary conditions though impose that the fluid has the same velocity as the walls in their neighbourhood.

A perfectly flat wall with slip boundary conditions can be implemented by considering a repulsive Lennard Jones interaction along the wall direction. A rough wall, with boundary conditions close to stick can be included by considering a random distribution of particles with fixed position (similar to infinity mass) that interact with the fluid for example with rLJ interactions. Stick can also be obtained with bounce-back, here when a particle arrives to the wall sees its velocity inverted, such the trajectory is reverted at least in part.

Poisuelle flow  If walls with stick boundary conditions are implemented together with an applied force parallel to the walls, a parabolic velocity profile will develop (see Fig. 7). These Poisuelle or capillary flows are an essential ingredient in many microfluidic systems where the geometry of the confinement can be made arbitrarily complex [19, 20].

Fig. 7: Illustration of a fluid confined between walls in one direction and periodic boundary conditions in the other. In the case of stick boundary conditions, and in the presence of an applied field, a capillary flow will be present.
**Temperature gradient** Effects induced by temperature inhomogeneities are present in a large number of technical and biological systems [21, 22]. The implementation of temperature gradients is possible in combination with wall, but has been mostly done with periodic boundary conditions [23, 24]. The idea is that one cold and one hot slabs are defined in one side and in the center of the box respectively, see Fig. 8. An artificial energy transfer is then imposed from the cold to the hot slab what produces that these two slabs have indeed different average kinetic energies. The system in between the slabs will experience a physical linear temperature variation that will have opposite signs in the two simulation box halves.

![Fig. 8: Illustration of the implementation of a temperature gradient by defining a cold and a hot slab with periodic boundary conditions.](image)

**Shear flow** When the system is in shear flow it displays a linearly varying velocity with position. This is a very interesting situation form the scientific viewpoint since it is possible to study the dynamical behaviour in a non-equilibrium steady state [19, 20]. The number of technological applications is also large ranging from food production to blood flow.

![Fig. 9: Illustration of the Lees-Edwards conditions for the implementation of a shear flow in the absence of walls.](image)

Shear flow can be implemented in a MD code mainly following two strategies. The first one is to confine the system between parallel walls which are moving at different velocities. The other one is a modification of the periodic boundary conditions introduced by Lees and Edwards.
The Boltzmann factor of a system with $N$ particles is given by

$$p(r^N) = \frac{e^{-E(r^N)/k_BT}}{\int dr^N e^{-E(r^N)/k_BT}} = \frac{e^{-E(r^N)/k_BT}}{Q(N,V,T)},$$

where $Q(N,V,T)$ is the partition function in the canonical ensemble. The averages of an observable $A(r^N)$ which depends on the configuration $r^N$ can be calculated then as,

$$\langle A \rangle = \int dr^N A(r^N)p(r^N).$$

The basic idea of MC is then that instead of calculating a weighted average over all (un-weighted) configurations one can also calculate an un-weighted average over weighted configurations.

**Simple sampling** To illustrate the Montecarlo method we first discuss the simplest Monte Carlo approach in the calculation of integrals. This method is called random or simple Monte Carlo sampling. Suppose one has an integral of the form $I = \int_a^b f(x)dx$. Using random sampling, the value of this integral is determined by evaluating $f(x)$ at $M$ randomly chosen values of $x$ in the interval $\{a,...,b\}$ and averaging over the corresponding $f(x)$. The integral is obtained by $I = (b-a)\langle f(x) \rangle$. This method works for low dimensional integrals, and if the integrand behaves properly, i.e. is a smooth, slowly varying function of the variables.

**Importance sampling** However, for cases in which the integrand is a rapidly varying function of the configurations $r^N$ the previous approach is very inefficient. Moreover, the integrand is zero for most configurations and sharply peaked around the average value of the energy. This behaviour of the integrand can be understood because if we were to generate configurations randomly, then most of these configurations would contain overlapping pairs of particles for which the energy is large (infinite). These configurations would have a zero Boltzmann factor. Using the simple (random sampling) Monte Carlo scheme we would thus spend a lot of time in calculating zero contributions to the integral.
For these kind of situations it is necessary to employ importance sampling. In this method, the integrand is sampled often when the Boltzmann factor is large and less frequent when the Boltzmann factor is small. Efficient schemes are then developed to generate sequences of configurations proportional to their Boltzmann factor. Using these configurations an average is calculated in which the weighing is contained in the selection of configurations $r^N$. A new configuration is created from a preceding one according to a specified transition probability.

**Metropolis scheme** Let us now derive the Metropolis scheme [1] for determining the transition probabilities from a state $r^N = o$ ($o =$ old) to another state $r^N = n$ ($n =$ new) and thus for generating a sequence of states obeying the Boltzmann distribution. The states $o$ and $n$ have Boltzmann factors given by $E(o)$ and $E(n)$ in Eq. (22). In equilibrium there is no net flow between state $o$ and states $n$. This means that on average the number of accepted trial moves resulting in leaving state $o$ must be exactly balanced by the number of accepted trial moves arriving in state $o$ from any other state $n$ (Fig. 6). Compare with for instance a gas-liquid equilibrium where on average per unit of time the same number of molecules leave the gaseous phase to the liquid phase, and vice versa. A stronger condition is standardly imposed, this is

$$p(o)T(o \rightarrow n) = p(n)T(n \rightarrow o)$$

(24)

where $T(\alpha \rightarrow \beta)$ denotes the transition probability to go from a state $\alpha$ to a state $\beta$. Note that in Eq. (24) the fact that the probability of finding a particular configuration is proportional to its Boltzmann factor is employed. The transition probability is in itself the product of two processes, the creation of a trial move $C$ and the acceptance of this trial move $A$,

$$T(\alpha \rightarrow \beta) = C(\alpha \rightarrow \beta)A(\alpha \rightarrow \beta)$$

(25)

In many Monte Carlo applications the creation of a trial move is a symmetric process, i.e. the creation of the forward and the backward move have the same probability and thus $C(\alpha \rightarrow \beta) = C(\beta \rightarrow \alpha)$. Using this form, inserting Eq. (25) in Eq. (24) and using the Boltzmann weight $p(\alpha)$ in Eq. (22) gives,

$$\frac{p(n)}{p(o)} = \frac{A(o \rightarrow n)}{A(n \rightarrow o)} = \exp \left[ - \frac{(E(n) - E(o))}{k_BT} \right]$$

(26)
Following Metropolis, the final expression for the acceptance probability is,

\[
A(o \rightarrow n) = \frac{p(o)}{p(n)} \quad \text{if} \quad E(n) > E(o) \\
= 1 \quad \text{if} \quad E(n) \leq E(o)
\]  

(27)

In practice a Monte Carlo translational move is performed as follows. Calculate the energy of the present state \(E(o)\), then select a particle at random, move this particle over a random distance \(\Delta R = \text{RAN} \times R_m\) with \(\text{RAN}\) a random number in the interval 0-1 and \(R_m\) the maximum displacement (which is a tunable parameter of the program). Calculate the energy of the new configuration \(E(n)\). If the new energy is lower than the old energy accept the move immediately, in case the new energy is higher than the old energy then accept the move with probability \(p(o)/p(n)\). This is implemented by generating a random number \(\text{RAN}\) between between 0 and 1, if \(\text{RAN} < p(o)/p(n)\) the move is accepted. If \(\text{RAN} \geq p(o)/p(n)\) the move is rejected.

The magnitude of the parameter \(R_m\) determines the efficiency of the MC procedure. If \(R_m\) is large, many of the trial moves are rejected. On the other hand, if \(R_m\) is too small, we will only sample phase space very slowly. In practice, a good choice for \(R_m\) is a value such that half of the trial moves are accepted.

**Other sampling schemes** Various much more sophisticated sampling methods have been and are being developed and they are employed depending on the model details and relevant questions. Some examples of these methods are Rosenbluth sampling, configurational bias sampling, parallel tempering, umbrella sampling, grand canonical MC, Gibbs ensemble MC or the Wang-Landau method.

**Random Numbers** By construction, random numbers play a crucial role in Monte Carlo simulations (hence the name Monte Carlo) and therefore the quality of the random number generator is of great importance. Most random number generators are algorithms that generate a sequence of numbers given an initial value of the 'seed'. The randomness of this sequence, characterised by the distribution of the numbers in the sequence, and the correlations between the numbers, determines the quality of the random number generator. A good discussion of random number generators can be found in [26], some useful algorithms are available in [27].

### 7 Summary and outlook

Molecular Dynamics and Monte Carlo are very versatile simulation tools, which are nowadays still very broadly employed to study the properties of a large spectrum of physical, chemical, biological, and technical systems in a varied number of conditions. The techniques has though some limitations. The most significant one is that the times and sizes accessible by simulations is limited, although it is getting progressively more realistic. With MD the system can also eventually be trapped in a particular area of the phase space, this is when typical relaxation times that would drive the system out of such state, are larger than the accessible computing times. Ergodicity would in this case not be satisfied. Another limitation is the difficulty of bridging different length and time scales that can be present in the same system, for example in system in solution where the scale of the solute and the solvent are usually order of magnitude apart. This is solved by several mesoscopic models that will be discussed in Chapter B3.
In this chapter, we have introduced the a first glimpse of the most important considerations required for an interested reader without any previous experience in simulations. Further understanding and implementation details are directed to more specialized literature.
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1 Introduction

During the last few decades, soft matter has developed into an interdisciplinary research field combining physics, chemistry, chemical engineering, biology, and materials science. This is driven by the specificities of soft matter, which consists of large structural units in the nano- to micrometer range and is sensitive to thermal fluctuations and weak external perturbations (cf. Fig. 1) [1–3]. Soft matter comprises traditional complex fluids such as colloidal suspensions, polymer solutions, and amphiphilic mixtures, as well as a wide range of phenomena including self-organization, transport in microfluidic devices and biological capillaries, chemically reactive flows, the fluid dynamics of self-propelled objects, and the viscoelastic behavior of networks in cells [2].

The presence of disparate time, length, and energy scales poses particular challenges for conventional computer simulation techniques. Biological systems present additional problems, because they are often far from equilibrium and are driven by strong spatially and temporally varying forces. The modeling of these systems often requires the use of coarse-grained or mesoscopic approaches that mimic the behavior of atomistic systems on the length scales of interest. The goal is to incorporate the essential features of the microscopic physics in models which are computationally efficient and are easily implemented in complex geometries and on parallel computers, and can be used to predict emergent properties, test physical theories, and provide feedback for the design and analysis of experiments and industrial applications [2]. In many situations, a simple continuum description, e.g., based on the Navier-Stokes equations is not sufficient, since molecular-level details play a central role in determining the dynamic behavior. A key issue is to resolve the interplay between thermal fluctuations, hydrodynamic interactions (HI), and spatiotemporally varying forces.

The desire to bridge the length- and time-scale gap has stimulated the development of mesoscale simulation methods (Fig. 1) such as Dissipative Particle Dynamics (DPD) [4–6], Lattice Boltzmann (LB) [7–9], Direct Simulation Monte Carlo (DSMC) [10–12], and Multiparticle Collision dynamics (MPC) [13, 14]. All the approaches are essentially alternative ways of solving the Navier-Stokes equations for the fluid dynamics. Common to them is a simplified, coarse-grained description of the fluid degrees of freedom while maintaining the essential microscopic physics on the length scales of interest.

In this contribution, several aspects of mesoscale hydrodynamics will be discussed. First of all, the basic equations of hydrodynamics, the Navier-Stokes equations, will be introduced and the relevant solutions for mesoscale systems will be discussed. This comprises the long-range character of HI and its long-time tails, aspects which have to be reproduced by mesoscale simulation approaches. Secondly, DPD, LB, and MPC will be described with a focus on MPC. The DPD method is applied in lecture F.6 for blood flow simulations. Finally, two applications of MPC will be discussed briefly, namely the synchronization of microrotors by time-dependent hydrodynamic interactions, and the hydrodynamic properties of discrete-particle colloid models.
Fig. 1: (Left) Illustration of structural length scales of matter. (Right) Schematics of the length and time scales of current simulation methods, ranging from atomistic quantum over classical simulation methods (molecular dynamics simulations) and mesoscale simulations to continuum methods. Advanced sampling methods, so-called rare event techniques, allow for sampling of slow processes on long-time scales. Hybrid multiscale methods provide access to large-length scales. Adapted from Ref. [15].

2 Hydrodynamics

2.1 Linearised Hydrodynamics

Fluid flow on macroscopic scales is typically described by the Navier-Stokes equations

\[
\frac{\partial}{\partial t} \rho + \nabla \cdot (\rho \mathbf{v}) = 0,
\]

\[
\rho \left( \frac{\partial}{\partial t} \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) = \nabla \cdot \mathbf{\sigma} + \mathbf{f}
\]

in terms of a velocity field \( \mathbf{v}(\mathbf{r}, t) \), where \( \rho(\mathbf{r}, t) \) is the fluid mass density, \( \mathbf{\sigma}(\mathbf{r}, t) \) the stress tensor, and \( \mathbf{f}(\mathbf{r}, t) \) the volume force density [16–18]. Equation (1) expresses the conservation of mass. Equation (2) is an extension of Newton’s equation of motion \( m \dot{\mathbf{v}}(t) = \mathbf{F} \) (\( m \) mass, \( \mathbf{F} \) force) to viscous fluids and reflects the conservation of momentum. Strictly speaking there is also an equation for the conservation of energy [16–18], but we will consider isothermal systems in the following and, hence, the two equations characterize the system. The (symmetric) stress tensor of an isotropic system is given macroscopically by [16]

\[
\mathbf{\sigma}_{\alpha\beta} = -p \delta_{\alpha\beta} + \sum_{\alpha'\beta'} \eta_{\alpha\beta\alpha'\beta'} \frac{\partial v_{\alpha'}}{\partial r_{\beta'}} = -p \delta_{\alpha\beta} + \eta \left( \frac{\partial v_{\alpha}}{\partial r_{\beta}} + \frac{\partial v_{\beta}}{\partial r_{\alpha}} - \delta_{\alpha\beta} \left( \frac{2}{3} \eta - \eta' \right) \right) \nabla \cdot \mathbf{v},
\]

with

\[
\eta_{\alpha\beta\alpha'\beta'} = \eta (\delta_{\alpha\alpha'} \delta_{\beta\beta'} + \delta_{\alpha\beta'} \delta_{\alpha'\beta}) - \left( \frac{2}{3} \eta - \eta' \right) \delta_{\alpha\beta} \delta_{\alpha'\beta'},
\]
the local pressure \( p = p(\mathbf{r}, t) \), the shear and bulk viscosities \( \eta \) and \( \eta' \), and \( \alpha, \beta, \alpha', \beta' \in \{x, y, z\} \). Other constitutive equations can be added. We will additionally consider thermal fluctuations of the fluid, which are described by the stress tensor \( \sigma^R \), a Gaussian and Markovian stochastic process with the moments

\[
\langle \sigma^R \rangle = 0, \quad \langle \sigma^R_{\alpha\beta}(r, t)\sigma^R_{\alpha'\beta'}(r', t') \rangle = 2k_B T \eta_{\alpha\beta\alpha'\beta'} \delta(r-r') \delta(t-t').
\]

Here, \( k_B \) is Boltzmann’s constant and \( T \) the temperature. The tensor \( \eta \) is defined in Eq. (4). Hence, \( \sigma^R \) satisfies the fluctuation-dissipation theorem [19]. With the stress tensor (3) and the random force \( f^R = \nabla \cdot \sigma^R \), Eq. (2) turns into

\[
g \left( \frac{\partial}{\partial t} \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) = -\nabla p + \eta \Delta \mathbf{v} + \left( \frac{\eta'}{3} + \frac{\eta'}{\eta} \right) \nabla (\nabla \cdot \mathbf{v}) + \mathbf{f} + f^R. \tag{7}
\]

In order to assess the relevance of the various terms in Eq. (7), in particular the time-dependent and non-linear inertia terms, we scale the velocity field by a typical value \( v_0 \), length by \( L_0 \), and time by \( T_0 \), as usual [20], which yields the equation

\[
Re_T \frac{\partial \mathbf{v}'}{\partial t} + Re \ (\mathbf{v}' \cdot \nabla') \mathbf{v}' = -\nabla' p' + \Delta' \mathbf{v}' + \left( \frac{1}{3} + \frac{\eta'}{\eta} \right) \nabla' (\nabla' \cdot \mathbf{v}') + \mathbf{f}' + f'^R, \tag{8}
\]

where the primed quantities are dimensionless and of \( \mathcal{O}(1) \). Furthermore, we introduced the Reynolds numbers

\[
Re = \frac{\rho v_0 L_0}{\eta}, \quad Re_T = \frac{\rho L_0^2}{\eta T_0} = \frac{L_0^2}{\nu T_0}, \tag{9}
\]

with the kinematic viscosity \( \nu = \eta/\rho \) [20, 21]. Typically, \( T_0 \) is defined as \( T_0 = L_0/v_0 \) which yields \( Re_T = Re \). For a micrometer size sphere of radius \( R \) in water with thermal velocity, i.e., \( R = L_0 = 10^{-3} \mu m, \eta = 10^{-3} \text{Ns/m}^2, v_0 = \sqrt{3k_B T/\rho V} = \sqrt{9k_B T/4\pi \rho L_0^3} - V \) is the volume –, the Reynolds number is \( Re \approx 2 \times 10^{-3} \). Since the other terms are \( \mathcal{O}(1) \), the left hand side of Eq. (8) is typically neglected and the Navier-Stokes equation (7) reduces to the Stokes equation. In addition, often incompressible fluids are considered, i.e., \( g = \text{const.} \) and \( \nabla \cdot \mathbf{v} = 0 \), hence, Eq. (7) becomes (Stokes equation)

\[
\eta \Delta \mathbf{v} - \nabla p + \mathbf{f} = 0 \tag{10}
\]

without thermal fluctuations [16–18, 20, 22]. In particular, \( Re = 0 \) is assumed for microswimmers, which leads to peculiarities in their locomotion as expressed by the scallop theorem [23]. The oscillatory Reynolds number \( Re_T \) can be written as \( Re_T = \tau_v/T_0 \), with \( \tau_v = L_0^2/\nu \). Hence, \( Re_T \) is the ratio of the viscous time scale \( \tau_v \) for shear wave propagation over the distance \( L \) and the characteristic system time \( T_0 \). In order to establish proper hydrodynamic interactions, \( \tau_v/T_0 < 1 \) and, hence, \( Re_T < 1 \).

The relevance of the unsteady acceleration term with the oscillatory Reynolds number \( Re_T \) depends on the time scale of the physical phenomenon of interest. We will keep this term to analyze time correlations in fluids. However, we will only consider linearized hydrodynamics, which means only small deviations from stationary values. With a zero stationary velocity and
\[ \rho = \rho + \delta \rho, \quad \text{we obtain the linearised Landau-Lifshitz Navier-Stokes equations} \]

\[ \frac{\partial}{\partial t} \delta \rho + \rho \nabla \cdot \mathbf{v} = 0, \quad (\text{11}) \]

\[ \rho \frac{\partial}{\partial t} \mathbf{v} = -\nabla p + \eta \Delta \mathbf{v} + \left( \frac{\eta}{3} + \eta^\gamma \right) \nabla (\nabla \cdot \mathbf{v}) + \mathbf{f} + \mathbf{f}^R. \quad (\text{12}) \]

These are two equations for the two unknown quantities \( p \) and \( \mathbf{v} \). Taking the divergence of Eq. (12), we arrive at the equation

\[ \Delta p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = \nabla \cdot \left( \eta \Delta \mathbf{v} + \left( \frac{\eta}{3} + \eta^\gamma \right) \nabla (\nabla \cdot \mathbf{v}) + \mathbf{f} + \mathbf{f}^R \right). \quad (\text{13}) \]

The second derivative with respect to time on the left-hand side follows from Eq. (11) together with the ideal gas equation of state; \( c \) is the isothermal velocity of sound.

### 2.2 Solution of the linearised Landau-Lifshitz Navier-Stokes equations

In order to solve the linear equations (12) and (13), we apply the Fourier transformation

\[ \mathbf{v}(r, t) = \frac{1}{2\pi} \sum_k \int \hat{\mathbf{v}}(k, \omega) e^{-ik \cdot r} e^{i \omega t} d\omega, \quad (\text{14}) \]

\[ \hat{\mathbf{v}}(k, \omega) = \frac{1}{V} \int \mathbf{v}(r, t) e^{ik \cdot r} e^{-i \omega t} d^3 r d t \quad (\text{15}) \]

for the velocity field, with \( k_\alpha = 2\pi n_\alpha / L, \ n_\alpha \in \mathbb{Z}, \) and \( k \neq 0 \). We use periodic boundary conditions for the spatial coordinates, since the results will later be compared with simulations. This yields \( (\mathbf{f} = 0) \)

\[ i \omega \rho \hat{\mathbf{v}} = i k \hat{p} - \eta k^2 \hat{\mathbf{v}} - \left( \frac{\eta}{3} + \eta^\gamma \right) k^2 \mathbf{P} \hat{\mathbf{v}} + \hat{\mathbf{f}}^R, \]

\[ \left( \frac{\omega^2}{c^2} - k^2 \right) \hat{p} = i k \cdot \left( \eta k^2 \hat{\mathbf{v}} + \left( \frac{\eta}{3} + \eta^\gamma \right) k^2 \mathbf{P} \hat{\mathbf{v}} - \hat{\mathbf{f}}^R \right), \quad (\text{16}) \]

where \( \mathbf{P} \) is a projection operator with the components \( P_{\alpha\beta} = k_\alpha k_\beta / k^2 \), which projects a vector along the direction of \( k \), and \( k = |k| \). With the separation \( \hat{\mathbf{v}} = \hat{\mathbf{v}}^L + \hat{\mathbf{v}}^T \) into a longitudinal \( \hat{\mathbf{v}}^L \) and transverse part \( \hat{\mathbf{v}}^T \) with respect to \( k \), i.e., \( \hat{\mathbf{v}} \cdot k = \hat{\mathbf{v}}^L \cdot k \) and \( \hat{\mathbf{v}}^T \cdot k = 0 \), Eqs. (16) yield

\[ \hat{\mathbf{v}}(k, \omega) = \left( \hat{\mathbf{Q}}^L + \hat{\mathbf{Q}}^T \right) \hat{\mathbf{f}}^R, \quad (\text{17}) \]

with

\[ \hat{\mathbf{Q}}^L = \left( \tilde{\eta} k^2 + \frac{i \rho}{\omega} [\omega^2 - c^2 k^2] \right)^{-1} \mathbf{P} = \hat{\mathbf{Q}}^L \mathbf{P}, \quad (\text{18}) \]

\[ \hat{\mathbf{Q}}^T = (\eta k^2 + i \rho \omega)^{-1} (\mathbf{E} - \mathbf{P}) = \hat{\mathbf{Q}}^T (\mathbf{E} - \mathbf{P}), \quad (\text{19}) \]

and \( \tilde{\eta} = 4\eta / 3 + \eta^\gamma \); \( \mathbf{E} \) is the unit matrix [24].
2.3 Velocity correlation function in Fourier space

With the help of the correlation function for the random force
\[
\langle \hat{j}_\alpha^R(\mathbf{k}, \omega) \hat{j}_\beta^R(\mathbf{k}', \omega') \rangle = -\sum_{\alpha', \beta'} k_{\alpha \alpha'} k_{\beta \beta'} \langle \hat{\sigma}^{R}_{\alpha \alpha'}(\mathbf{k}; \omega) \hat{\sigma}^{R}_{\beta \beta'}(\mathbf{k}', \omega') \rangle
\]
\[
= \frac{4\pi k_B T}{V} k^2 \left[ \eta \delta_{\alpha \beta} + \left( \frac{1}{3} \eta + \eta' \right) \frac{k_{\alpha \beta}}{k^2} \right] \delta(\omega + \omega') \delta(k_r, -k'_r),
\]
we can easily calculate velocity autocorrelation functions in Fourier space. At first, we find
\[
\langle \hat{v}(\mathbf{k}, \omega) \cdot \hat{v}(\mathbf{k}', \omega') \rangle = \frac{4\pi k_B T}{V} k^2 \left( 2\eta |\hat{Q}^T|^2 + \eta |\hat{Q}^L|^2 \right) \delta(\omega + \omega') \delta(k_r, -k'_r)
\]
via Eqs. (17), (18), and (19). The factor 2 in front of $|Q^T|^2$ reflects the two transverse components of vorticity, and $\eta = 4\eta/3 + \eta'$.

The time-dependent correlation function $\langle v(\mathbf{k}, t) \cdot v(\mathbf{k}', 0) \rangle$ follows by convolution
\[
\langle v(\mathbf{k}, t) \cdot v(\mathbf{k}', 0) \rangle = \frac{2k_B T k^2}{V} \delta(k_r, -k'_r) \int \left[ 2\eta \hat{Q}^T(\mathbf{k}, t - t') \hat{Q}^T(\mathbf{k}', -t') + \eta \hat{Q}^L(\mathbf{k}, t - t') \hat{Q}^L(\mathbf{k}', -t') \right] dt'.
\]

Fourier transformation yields:

(i) Transverse hydrodynamic function
\[
Q^T(\mathbf{k}, t) = \frac{1}{\rho} e^{-\nu k^2 t} \Theta(t).
\]

Here, $\Theta(t)$ is Heaviside’s function.

(ii) Longitudinal hydrodynamic function
\[
Q^L(\mathbf{k}, t) = \frac{1}{\rho} e^{-k^2 \nu t / 2} \left[ \cos(\Omega t) - \sqrt{\frac{k^2 \nu^2}{4c^2 - k^2 \nu^2}} \sin(\Omega t) \right] \Theta(t)
\]
for $4c^2/(k^2 \nu^2) > 1$ and with the abbreviation $\Omega = k^2 \nu \sqrt{4c^2/(k^2 \nu^2) - 1/2}$. The expression for $4c^2/(k^2 \nu^2) < 1$ follows by analytical continuation [24].

Hence, evaluation of the integral in Eq. (22) yields:

(i) Transverse velocity autocorrelation function
\[
\langle v^T(\mathbf{k}, t) \cdot v^T(-\mathbf{k}, 0) \rangle = \frac{2k_B T}{\rho V} e^{-\nu k^2 |t|}.
\]

(ii) Longitudinal velocity autocorrelation function
\[
\langle v^L(\mathbf{k}, t) v^L(-\mathbf{k}, 0) \rangle = \frac{k_B T}{\rho V} e^{-\nu k^2 |t| / 2} \left[ \cos(\Omega |t|) - \sqrt{\frac{k^2 \nu^2}{4c^2 - k^2 \nu^2}} \sin(\Omega |t|) \right].
\]

The transverse correlation function decays simply in an exponential manner, with a characteristic time $\tau_v = 1/\nu k^2$ determined by the kinematic viscosity and the wave vector. The longitudinal correlation function decays with a different factor $\nu/2$ and exhibits oscillations with the frequency $\Omega$. Examples are provided in Fig. 5.
2.4 Velocity correlation function in real space – long-time tail

Adopting the Lagrangian description of the fluid, where a fluid element is followed as it moves through space and time, we additionally average the correlation function over the distribution of displacements $r - r'$. Hence, the Fourier transformation of the relation (22) leads to

$$
\langle v(t) \cdot v(0) \rangle = \sum_k \langle v(k, t) \cdot v(-k, 0) \rangle e^{-ik(r-r')}.
$$

(27)

Assuming a diffusive motion of the fluid element, with Gaussian distributed displacements, we find

$$
\langle v(t) \cdot v(0) \rangle = \sum_k \langle v(k, t) \cdot v(-k, 0) \rangle \exp \left( -k^2 \langle (r(t) - r(0))^2 \rangle / 6 \right)
= \frac{k_BT}{V} \sum_k \left[ 2Q^T(k, t) + Q^L(k, t) \right] e^{-k^2Dt}.
$$

(28)

Here, $\langle (r(t) - r(0))^2 \rangle$ is the mean square displacement, which, in the simplest case, reduces to $\langle (r(t) - r(0))^2 \rangle = 6Dt$, with $D$ the diffusion coefficient.

In general, the sum over $k$ in Eq. (28) cannot be evaluated analytically. For the transverse velocity correlation function, however, we obtain the expression

$$
\langle v^T(t) \cdot v^T(0) \rangle = \frac{2k_BT}{\rho(2\pi)^3} \int e^{-\nu k^2t} e^{-Dk^2t} d^3k = \frac{k_BT}{4\rho} \frac{1}{\pi(\nu + D)t^{3/2}}.
$$

(29)

in the limit of an infinitely large system ($L \to \infty$, $\sum_k \to V/(2\pi)^3 \int d^3k$). Hence, we find the well-known long-time tail of the transverse velocity correlation function – a major characteristics of hydrodynamics [24–33].

2.5 Hydrodynamic tensor in real space – Oseen tensor

We will now consider the mean velocity field $u(r, t) = \langle v(r, t) \rangle$, where the thermal fluctuations $f^R$ have been averaged out. Focusing on the transverse part of the hydrodynamic tensor only, e.g., for an incompressible fluid, the flow field can be expresses as

$$
u(t) = \sum_k e^{-ik\cdot r} \int_0^t Q^T(k, t-t') f(t') dt'
$$

(30)

starting from Eq. (17). We will assume that the force $f$ changes much more slowly with time than the tensor $Q^T$. Then, $f$ can be taken out of the integral and the upper integration limit can be extended to infinity. Hence,

$$
u(r, t) = \sum_k e^{-ik\cdot r} \frac{1}{\eta k^2} (E - P) f(t) = \sum_k e^{-ik\cdot r} Q^T(k) f(t).
$$

(31)

For an infinite system, Fourier transformation yields $\nu(r, t) = Q^T(r)F$, with $F = VF$ and with $Q^T(k)$, $Q^T(r)$ the well-known Oseen tensors in Fourier and real space, respectively [20, 22], where

$$
Q^T(k) = \frac{1}{\eta k^2} (E - P), \quad Q^T(r) = \frac{1}{8\pi \eta r^3} \left( E + \frac{rr^T}{r^2} \right).
$$

(32)
Here, $r^T$ is the transpose of the vector $r$. The Oseen tensor reflects another important property of hydrodynamic interactions, namely their long-range character – $Q(r) \sim 1/r$. Note that the same tensor follows directly as solution of the Stokes equation (10) for an incompressible fluid.

The various hydrodynamic properties have to been accounted for by hydrodynamic simulation algorithms.

### 3 Mesoscale hydrodynamic simulations

The macroscopic flow behavior is rather similar for many fluids even though the microscopic structure is quite different. The microscopic details may influence the absolute values of transport coefficients, however, the form of the macroscopic hydrodynamic equations is solely determined by symmetries and conservation laws. This is the basis for various mesoscale hydrodynamic simulations approaches, which select particular “microscopic” dynamical equations, but yield hydrodynamics on large scales and long times.

#### 3.1 Lattice Boltzmann

**Boltzmann equation**

The starting point of LB is the Boltzmann equation, a partial differential equation for the probability density function $f(r, v, t)$ in the single-particle phase space $(r, v)$ [34–36]. The time evolution of $f$ is governed by the equation

$$\left( \frac{\partial}{\partial t} + v \cdot \nabla + \frac{F}{m} \nabla_v \right) f(r, v, t) = (\partial f)_{\text{coll}}. \tag{33}$$

Here, $m$ is the mass of the particle and $F$ an external force. The left-hand side describes propagation (streaming) along the particle trajectory. The term $(\partial f)_{\text{coll}}$ accounts for interactions with other particles (collisions). This term is rather complex, but a closed equation can be obtained by considering point particles and binary interactions only, and, in addition apply the molecular chaos assumption, i.e., assume that the velocities and positions are independent (Stoßzahlansatz) [34]. Here, we will consider a further simplification by considering a force-free system, i.e., $F = 0$. A system initially out of equilibrium will then relax back to the equilibrium distribution function $f^{\text{eq}}$. Hence, the right-hand side of Eq. (33) is replaced by $(\partial f)_{\text{coll}} = -(f - f^{\text{eq}})/\tau_r$ – the so-called BGK (Bhatnagra, Gross, and Krook) approximation [37]–, and the Boltzmann equation becomes

$$\left( \frac{\partial}{\partial t} + v \cdot \nabla \right) f(r, v, t) = -\frac{1}{\tau_r} (f(r, v, t) - f^{\text{eq}}), \tag{34}$$

with the characteristic relaxation time $\tau_r$.

**Lattice Boltzmann: Discretization of the Boltzmann equation**

In the LB method, equation (34) is discretized with velocities $c_k$ propagating in particular directions only. Technically, this implies a dramatic reduction of the degrees of freedom associated with the velocity space. This enhances the performance in a simulation, but measures have to
Fig. 2: Lattice Boltzmann method: Illustration of the D3Q19 model. There are 19 populations on every lattice site: six that move to the nearest neighbors during streaming (1-6), twelve that move to the next nearest neighbors (7-18), and the central population stays on the same lattice site.

be taken to ensure a sufficient accurate reproduction of the flow field. The discrete Boltzmann equation is given by

\[ f_k(r + h c_k, t + h) = f_k(r, t) - \frac{h}{\tau_r} (f_k(r, t) - f^\text{eq}_k(r)) \] (35)

along the direction \( c_k \). The two sides of the equation can be interpreted as follows. The right-hand side is an instantaneous local process, which changes \( f_k(r, t) \) into a \( f^*_k(r, t) \) according to the operator \([f_k(r, t) - f^\text{eq}_k(r)] h/\tau_r\), i.e., \( f^*_k(r, t) = f_k(r, t) - [f_k(r, t) - f^\text{eq}_k(r)] h/\tau_r \). This process occurs due to collisions at the local level and is therefore called collision step. The second part of the Lattice Boltzmann equation is the streaming step which assigns the post-collisional population \( f^*_k(r, t) \) at \( r \) and \( t \) to the new population at \( r + h c_k \) and \( t + h \) \[36\]. The order can be exchanged and has no effect on the stationary state.

Highly symmetric lattices are used in LB, which are commonly denoted as \( DnQm \) according to their dimension \( n \) (1 for 1D, 2 for 2D and 3 for 3D) and \( m \) refers to the velocity model, i.e., the number of linkages by the vectors \( c_k \). An example for the 3D lattice \( D3Q19 \) with 19 linkages is shown in Fig. 2. The most frequently used lattices are \( D1Q3, D2Q9, D3Q15, \) or \( D3Q19 \).

**Equilibrium distribution function and conserved quantities**

In order to achieve proper hydrodynamics, the following conservation laws have to be full-filled:

- **Mass conservation**

\[ \rho = m \int f d^3v = m \sum_k f_k = m \sum_k f^\text{eq}_k \] (36)
• Momentum conservation

\[ \rho u = m \int v f d^3v = m \sum_k c_k f_k = m \sum_k c_k f_k^{eq} \]  

(37)

• Trace of stress tensor

\[ -\sigma = m \sum_k c_k c_k^T f_k^{eq}. \]  

(38)

Only the trace of the stress tensor is conserved, which corresponds to the fluid energy, or, ideal gas pressure.

The discrete local equilibria \( f_k^{eq} \) are typically given by a second-order expansion in the Mach-number (\( Ma = u/c \)) of a local Maxwellian

\[ f_k^{eq}(r, t) = \frac{w_k \theta}{m} (1 + A u \cdot c_k + B (u \cdot c_k)^2 + C u^2), \]  

(39)

where \( w_k \) is a set of weights normalized to unity. Equations (36) – (38) yield the coefficients \( A = 1/c^2, B = 1/2c^2, C = -1/2c^2 \), where \( c^2 = \sum_k w_k c_k^2 \) is the lattice sound speed, and \( w_k = 1/3 \) for \( c_k = 0, w_k = 1/18 \) for \( c_k^2 = a^2/\tau^2 \) (nearest neighbors 1-6), and \( w_k = 1/36 \) for \( c_k^2 = 2a^2/\tau^2 \) (next-nearest neighbors 7-18); \( a \) is the lattice spacing. The sound velocity turns into \( c = \sqrt{k_B T/m} = a/\sqrt{3}\tau \) [36].

The relaxation time \( \tau \) determines the viscosity of the LB fluid. It is linked with the kinematic viscosity \( \nu \) according to

\[ \nu = c^2 \left( \tau - \frac{1}{2} \right) \]  

(40)

and follows via a Chapman-Enskog expansion [38].

### 3.2 Dissipative Particle Dynamics

In DPD a fluid is represented by \( N \) point particles of mass \( m_i \), position \( r_i \), and velocity \( v_i \) \((i \in \{1, \ldots, N\})\). The particles may be considered as “fluid clusters” rather than individual atoms or molecules. Their dynamics is governed by Newton’s equation of motion

\[ m_i \frac{d^2 r_i}{dt^2} = \sum_{j \neq i}^N (F_{ij}^C + F_{ij}^D + F_{ij}^R) \]  

(41)

and they interact through pairwise forces, namely conservative \( F_{ij}^C \), dissipative \( F_{ij}^D \), and random forces \( F_{ij}^R \) [4–6, 39–41]. The main difference to a “standard” Langevin equation is the pairwise nature of the forces. It is this aspect, which ensures linear and angular momentum conservation and hence the emergence of hydrodynamics. Explicitly, the forces are given by

\[ F_{ij}^C = F_{ij}^C e_{ij}, \]  

(42)

\[ F_{ij}^D = -\gamma w^D (r_{ij}) (v_{ij} \cdot e_{ij}) e_{ij}, \]  

(43)

\[ F_{ij}^R = \sigma w^R (r_{ij}) \xi_{ij} e_{ij}, \]  

(44)
where \( e_{ij} = r_{ij}/r_{ij}, r_{ij} = r_i - r_j, \) and \( v_{ij} = v_i - v_j. \) \( w^D \) and \( w^R \) are weight functions; \( \gamma \) and \( \sigma \) determine the amplitude of the dissipative and random forces. The \( \xi_{ij} = \xi_{ji} \) are normally distributed random variables with zero mean and unite variance \[40\]. To satisfy detailed balance, which is sufficient to guaranteeing that the system has a Gibbsian equilibrium, requires \((m_i = m_j = m, \ \forall \ i, j) \[6\]

\[
w^D(r) = \left( w^R(r) \right)^2 \quad \text{and} \quad \sigma^2 = 2\gamma k_B T/m.
\]

This condition renders DPD a thermostat, which is Galilean invariant and preserves hydrodynamic interactions \[40, 42\]. The weight function \( w^R(r) \) is chosen as

\[
w^R(r_{ij}) = \left\{ \begin{array}{ll}
(1 - \frac{r_{ij}}{r_c})^p & \text{for } r_{ij} \leq r_c, \\
0 & \text{for } r_{ij} > r_c,
\end{array} \right.
\]

where \( p = 1 \) is the standard value. However, other choices have been proposed to increase the Schmidt number, e.g., \( p = 1/4 \)[43]. The weight of the conservative force is typically set to

\[
F^C_{ij}(r_{ij}) = \left\{ \begin{array}{ll}
a_{ij} \left( 1 - \frac{r_{ij}}{r_c} \right) & \text{for } r_{ij} \leq r_c, \\
0 & \text{for } r_{ij} > r_c,
\end{array} \right.
\]

with \( a_{ij} \) the conservative force coefficient between particle \( i \) and \( j \), and the cutoff radius \( r_c \).

The equations of motion (41) are usually integrated with a modified velocity-Verlet algorithm \[44\], which is rather efficient in terms of both, computational cost and degree of accuracy \[40\]. In the review article \[40\], further aspects of DPD are discussed.

### 3.3 Multiparticle Collision Dynamics

In MPC, the fluid is represented by \( N \) point-like particles of mass \( m \). The algorithm consists of individual streaming and collision steps (cf. Fig. 3). In the streaming step, the particles move independent of each other and experience only possibly present external forces. Without such forces, they move ballistically and their positions \( r_i \) are updated according to

\[
r_i(t + h) = r_i(t) + hv_i(t),
\]

where \( v_i \) is the velocity of particle \( i \), and \( h \) is the time interval between collisions, which will be denoted as collision time. In the collision step, a coarse-grained interaction between the fluid particles is imposed by a stochastic process. For this purpose, the system is divided in cubic cells of side length \( a \) to define the collisional environment. An elementary requirement is that the stochastic process conserves momentum on the collision-cell level, only then hydrodynamic interactions are present in the system. There are various possibilities for such a process.

(i) Stochastic rotation dynamics (SRD)

Originally, the rotation of the relative velocities \( v_i - v_{cm} \), with respect to the center-of-mass velocity \( v_{cm} \) of the cell, around a randomly orientated axis by a fixed angle \( \alpha \) has been suggested \[2, 13, 14, 45\], i.e.,

\[
v_i(t + h) = v_i(t) + (R(\alpha) - E)(v_i(t) - (t)),
\]
where $R$ is the rotation matrix (cf. Appendix) and

$$v_{\text{cm}} = \frac{1}{N_c} \sum_{i=1}^{N_c} v_i$$

of the $N_c$ particles contained in the cell of particle $i$. The orientation of the rotation axis is chosen randomly for every collision cell and time step. As is easily shown, the algorithm conserves mass, momentum, and energy in every collision cell, which leads to long-range correlations between particles. The velocity distribution is given by the Maxwell-Boltzmann distribution in the limit $N \to \infty$.

(ii) Gaussian distributed random numbers (Andersen thermostat (AT))

Alternatively, new relative velocities can be taken from a Maxwell-Boltzmann distribution, i.e., a velocity $v_i^{\text{ran}}$ is chosen for each particle with Gaussian distributed Cartesian components of zero mean and variance $k_B T / m$ [46–48]. The new velocities are then given by

$$v_i(t + h) = v_{\text{cm}}(t) + v_i^{\text{ran}} - \frac{1}{N_c} \sum_{i}^{N_c} v_i^{\text{ran}}.$$  

This algorithm conserves mass and momentum on the collision cell level. A canonical ensemble is simulated and no further thermalization is needed in non-equilibrium simulations, where there is viscous heating. From a numerical point of view, however, the calculation of the Gaussian random numbers is somewhat more time consuming compared to the rotations of the MPC-SRD version, hence the performance is slower [2].

In any case, the probability to find $N_c$ particles in a cell is given by the Poisson distribution

$$P(N_c) = e^{-(N_c)} (N_c)^{N_c} / N_c!,$$  

where $\langle N_c \rangle$ is the average number of the particles in a cell.

The described algorithms violate angular momentum conservation. In Refs. [21,47,48] algorithms are presented, which additionally preserve angular momentum.

More importantly, partition of space into collision cells implies a violation of Galilean invariance. This is most pronounced at low temperatures or small time steps, where the mean free path $h \sqrt{k_B T / m}$ of a particle is smaller than the cell size $a$. Then, the same particles repeatedly interact with each other in the same cell and thereby build up correlations. In a collision lattice moving with a constant velocity, other particles interact with each other, creating less correlations, which implies breakdown of Galilean invariance. In Refs. [49,50], a random shift of the entire collisional grid is introduced to restore Galilean invariance. In practice, for sorting into collision cells, all particles are shifted by the same random vector with Cartesian components uniformly distributed in the interval $[-a/2, a/2]$. As a consequence, no reference frame is preferred.

**Cell-Level Canonical Thermostat** – As pointed out above, a thermostat is necessary for the MPC-SRD algorithm in any nonequilibrium situation, because the presence of external fields destroys energy conservation and a control mechanism has to be implemented to maintain temperature at the desired value (a brief review on existing thermostats is presented in Ref. [51]).
A basic requirement of any thermostat is that it does not violate local momentum conservation, smear out local flow profiles, or distort the velocity distribution too much. A simple and efficient way to maintain a constant temperature is velocity scaling. For a homogeneous system, a single global scaling factor is sufficient. For an inhomogeneous system, e.g., fluids exposed to shear or Poiseuille flow, a local, profile-unbiased thermostat is required. Here, the relative velocities $\Delta v_i = v_i - v_{cm}$ (49) can be scaled, before or after the rotation (velocity scaling exchanges with the rotation), i.e., $\Delta v_i' = \kappa \Delta v_i$, where $\kappa$ is the scale factor.

In its simplest form, velocity scaling keeps the average kinetic energy $\langle E_k \rangle$ at the desired value $\langle E_k \rangle = 3(N_c - 1)k_B T/2$. For a profile-unbiased cell-level scaling scheme, the scale factor is then given by

$$\kappa = \left( \frac{3(N_c - 1)k_B T}{2E_k} \right)^{1/2}, \quad \text{where} \quad E_k = \frac{1}{2} \sum_{i=1}^{N_c} m\Delta v_i^2$$

is the kinetic energy of the particles within the particular cell. Note that the scale factor is different for every cell. This kind of temperature control corresponds to an isokinetic rather than isothermal, i.e., canonical ensemble [51].

A canonical ensemble is obtained for a suitable energy in the scale factor $\kappa$, which is different from the thermal average $\langle E_k \rangle = 3k_B T(N_c - 1)/2$. Such a factor follows from the distribution function of the kinetic energy of a canonical ensemble [51]

$$P(E_k) = \frac{1}{E_k \Gamma(f/2) \left( \frac{E_k}{k_B T} \right)^{f/2}} \exp \left( -\frac{E_k}{k_B T} \right).$$

Here, $f = 3(N_c - 1)$ denotes the degrees of freedom of the considered system and $\Gamma(x)$ is the gamma function. The distribution function $P(E_k)$ itself is denoted as gamma distribution.

In the limit $f \to \infty$, the gamma distribution turns into a Gaussian function with the mean $\langle E_k \rangle = f k_B T/2$ and variance $f(k_B T)^2/2$.

To thermalize the velocities of the MPC fluid on the cell level, an energy $E_k$ is taken from the distribution function (54) for every cell and time step and the velocities are scaled by the factor

$$\kappa = \left( \frac{2E_k}{\sum_{i=1}^{N_c} m\Delta v_i^2} \right)^{1/2}.$$
solid lines are determined using Eq. (57). \( \Delta \tilde{v} \) is an abbreviation for \( \Delta \tilde{v} = \Delta v / \sqrt{k_B T / m} \). The inset shows the distribution function for velocity scaling with the thermal energy \( E_k = 3(N_c - 1)k_B T / 2 \) for \( \langle N_c \rangle = 10 \) in comparison to the correct Maxwell-Boltzmann result (black) [51]. The simulation box size is \( L = 30a \).

For a fixed \( N_c \), we then obtain the following distribution function for the relative velocity of a particle in a cell in the limit of a large number of MPC steps

\[
P(\Delta v, N_c) = \left( \frac{m}{2\pi k_B T (1 - 1/N_c)} \right)^{3/2} \exp \left( -\frac{m}{2k_B T (1 - 1/N_c)} \Delta v^2 \right).
\] (56)

However, the number of fluid particles in a cell is fluctuating in time. Thus, the actual distribution function is obtained by averaging Eq. (56) over the Poisson distribution (52)

\[
P(\Delta v) = \sum_{N_c=2}^{\infty} e^{-\langle N_c \rangle} \frac{(\langle N_c \rangle/N_c)!}{N_c!} P(\Delta v, N_c) / (1 - ((N_c + 1)) e^{-\langle N_c \rangle}).
\] (57)

Figure 4 provides an example of velocity distributions of a MPC fluid under shear flow. Evidently excellent agreement is obtained between the simulation result and the theoretical expression.

### 4 Hydrodynamics and Multiparticle Collision Dynamics

In order to characterize the hydrodynamic properties of the MPC fluid we performed a series of simulations. We typically consider a three-dimensional system and apply periodic boundary conditions. We use the MPC parameters \( \langle N_c \rangle = 10 \), \( \alpha = 130^\circ \), and \( h = 0.1 \sqrt{ma^2/k_B T} \). The box size \( L \) varies in the range \( L/a = 20 - 150 \), which corresponds to the total number of particles in the range \( N \approx 10^5 - 3 \times 10^7 \). For an efficient simulation of the larger systems, we use a graphics processing units (GPU) accelerated MPC code [52].
Fig. 5: Transverse velocity autocorrelation functions of a MPC fluid for $k = 2\pi n/L$, with $n = 1, 2, 3$ (from right to left), and $L/a = 60$. The collision time steps are $h/\sqrt{m a^2/(k_B T)} = 0.5$ (blue), 0.1 (green), and 0.01 (red). The individual curves are hardly distinguishable. The corresponding theoretical prediction (25) is represented by a dashed line. Inset: universal dependence on $\nu k^2 t$.

**Velocity correlation function** – To calculate velocity correlation functions in Fourier space, we perform the Fourier transformation

$$v(k, t) = \frac{1}{N} \sum_{i=1}^{N} v_i(t) e^{ik \cdot r_i(t)} \quad (58)$$

of the MPC particle velocities, with the $k$ vectors mentioned after Eq. (15). Figure 5 displays an example of the normalized transverse velocity autocorrelation function

$$C_T^v(t) = \frac{\langle v^T(k, t) \cdot v^T(-k, 0) \rangle}{\langle v^T(k, 0) \cdot v^T(-k, 0) \rangle} \quad (59)$$

The correlation functions decay exponentially, exactly as predicted by Eq. (25).

**Long-time tail** – Velocity correlation functions in real space are presented in Fig. 6, where

$$C_v(t) = \frac{m}{N k_B T} \sum_{i=1}^{N} \langle v_i(t) \cdot v_i(0) \rangle \quad (60)$$

The simulation data are well described by the theoretical expression Eq. (28), with Eqs. (25) and (26), over several decades in time. The theoretical approach even reproduces the oscillations due to sound at large times. However, we have to introduce an upper cut-off for the $k$ values to describe the $C_v(t)$ at shorter times. The hydrodynamic description of the MPC fluid breaks down below a length scale somewhat larger than the collision cell size as indicated in Fig. 7 [24]. To achieve a good fit over a large time range, the maximum $k$ value is set to $k_n = 2\pi n/60$ with $n = 16$ for $h/\sqrt{m a^2/(k_B T)} = 0.1$, which corresponds to the smallest length scale of $\approx 3.8a$. Studying large systems is quite time consuming. Hence, the long time behavior is illustrated in Fig. 6 (right) based on the analytical solution of Eq. (28). The dashed lines indicate negative
correlation functions. They are a consequence of the oscillations of the longitudinal correlation function (26). This sound modes appear at $t/\sqrt{ma^2/k_BT} \approx 2$ for both, the simulations and the theoretical expression. This time roughly corresponds to the time by which sound has propagated over a collision cell, since the sound velocity for our isothermal MPC system is $c = \sqrt{k_BT/m}$. The correlation function at this time remains positive for the simulations (Fig. 6 (left)). The reason is that we took into account all possible $k$-values in Fig. 6 (right). As indicated above, the truncation of the $k$-sum modifies the correlation function at short times. With increasing system size, the sound oscillations shift to longer times – they appear at times $t > L/c$ as soon as sound has traversed the simulation box – and disappear for $L \to \infty$. For $t/\sqrt{ma^2/k_BT} \gtrsim 10^2$, the correlation function for the infinite system approaches asymptotically the long-time tail (29), where $C_v \sim t^{-3/2}$. The correlation functions of the finite-size systems deviate from the asymptotic behavior at some point in time. This is also a consequence of the finite system size, because there is a smallest $k$ value $k_m = 2\pi/L$ corresponding to the largest available length scale. In the sum of $k$ values in Eq. (28), $k_m$ determines the long-time behavior and the correlation function finally decays exponentially for $t > L^2/(2\pi)^2\nu$.

**Long-range hydrodynamic interactions** – To illustrate the long-range character of hydrodynamic interactions, we consider the Oseen tensor $Q^T(k)$ (32) in Fourier space, where the long-range nature of HI corresponds to a $k^{-2}$ decay with increasing $k$ values, or decreasing length scale. Figure 7 displays the amplitude $Q = 1/\eta k^2$ of the Oseen tensor for various MPC collision step sizes. For sufficiently small $k$ values, $Q(k)$ shows the theoretically expected behavior. Above a collision-time step dependent value $k$, $Q(k)$ approaches a plateau. Applying the molecular chaos assumption, the asymptotic behavior can be calculated and is indicated by the horizontal lines [24]. Hence, below a certain length scale no hydrodynamic interactions are present anymore. This is a consequence of the lattice structure of the MPC method. An characteristic length scale $\lambda_c$, separating the hydrodynamic from the non-hydrodynamic regime, is
Fig. 7: Dependence of $Q(k) = 1/\eta k^2$ on the wave number for the collision times $h/\sqrt{ma^2/(k_B T)} = 0.01 (▲), 0.1 (●), 0.5 (■), and 1.0 (●). The thick solid line indicates the dependence $1/k^2$. The horizontal lines are the theoretical predictions for the plateau values of $\eta Q(k)$. The inset shows the theoretical expectation for the characteristic length scale $\lambda_c$ (solid line) and the values extracted from the simulations (squares).

obtained by the intercept of the Oseen type dependence $Q(k) = 1/\eta k^2$ with the asymptotic dependence $Q(k) = Q_{mc}(k) = h/2\rho$, which yields $\lambda_c = \pi \sqrt{2\nu h}$. As indicated in Fig. 7, this prediction closely agrees with simulation results.

These results clearly show that MPC is a suitable simulation approach for fluids, since it captures their essential aspects. Naturally, a quantitative agreement with the solution of the Navier-Stokes equations can only be expected on sufficiently large length and times scales. In terms of length scale, this means scales larger than the collision cell size or, if the mean free path of a MPC particle is larger than $a$, larger than its mean-free path. As far as time is concerned, shear and sound waves should have propagated over one collision cell, i.e., $t > \tau_v \approx a^2/\nu$. This is consistent with the simulation results.

5 Multiparticle Collision Dynamics: Transport coefficients

Due to the simplicity of the algorithm, expressions for MPC fluid transport coefficients characterizing macroscopic laws can analytical be derived. In the following, the self-diffusion coefficient and the viscosity of the MPC fluid will be discussed. Other aspects are presented in Refs. [2, 45, 53].

5.1 Diffusion coefficient

The diffusion coefficient $D$ of a particle $i$ can be obtained from the Green-Kubo relation [2, 45, 50, 54]

$$D = \frac{h}{6} \langle v_i(0)^2 \rangle + \frac{h}{3} \sum_{n=1}^{\infty} \langle v_i(nh)v_i(0) \rangle$$

(61)
for a discrete-time random system in three-dimensional space. \( t_n = nh \) denotes the time of the \( n \)th collision. The average \( \langle \ldots \rangle \) comprises both, averaging over the orientation of the rotation axis and the distribution of velocities. The two are independent. To evaluate the expression, the velocity autocorrelation function is required. An exact calculation of the MPC correlation function is difficult or even impossible, because it would imply that the full correlated dynamics of the particles can analytically be resolved. However, an approximate expression can be derive by applying the molecular chaos assumption, i.e., by assuming that the velocities of different particles are uncorrelated \( \langle \mathbf{v}_i(t) \cdot \mathbf{v}_j(t') \rangle = 0, \forall \ i \neq j \). Then, the velocity autocorrelation function reduces to

\[
\langle \mathbf{v}_i(nh) \cdot \mathbf{v}_i(0) \rangle = (1 - \gamma)^n \langle \mathbf{v}(0)^2 \rangle, \quad \text{with} \quad \gamma = \frac{2(1 - \cos \alpha)}{3 \langle \mathcal{N}_c \rangle} \left( e^{-\langle \mathcal{N}_c \rangle} + \langle \mathcal{N}_c \rangle - 1 \right).
\]  

(62)

Hence, the correlation function decays exponentially, which is certainly not correct as shown in Fig. 6. The diffusion coefficient itself follows as

\[ D = \frac{h}{3} \langle \mathbf{v}_1(0)^2 \rangle \left( \frac{1}{\gamma} - \frac{1}{2} \right) = \frac{h k_B T}{m} \left( \frac{1}{\gamma} - \frac{1}{2} \right). \]  

(63)

The comparison with simulations shows that \( D \) underestimates the diffusion coefficient for \( h/\sqrt{ma^2/k_B T} < 1 \). For \( h/\sqrt{ma^2/k_B T} = 0.1 \), \( \langle \mathcal{N}_c \rangle = 10 \), and \( \alpha = 130^\circ \), the simulated value is about 30% larger. For \( h/\sqrt{ma^2/k_B T} \gg 1 \), the molecular chaos assumption applies and the analytical expression agrees well with simulation results.

5.2 Viscosity

The shear viscosity is one of the most important properties of complex fluids. In particular, it characterizes their non-equilibrium behavior, e.g., in rheology. Various ways have been suggested to obtain an analytical expression for the viscosity of a MPC fluid. In Refs. [2, 50, 54–56], linear hydrodynamic equations (Navier-Stokes equation) and Green-Kubo relations are exploited. Alternatively, non-equilibrium simulations can be performed and transport coefficients are obtained from the linear response to an imposed gradient [57]. The two approaches are related by the fluctuation-dissipation theorem.

**Stress tensor** – In simple shear flow, with the velocity field \( v_x = \dot{\gamma} y \), where \( v_x \) is the fluid flow field along the \( x \)-direction (flow direction), \( y \) the gradient direction, and \( \dot{\gamma} \) the shear rate, the viscosity \( \eta \) is related to the macroscopic stress tensor via

\[
\sigma_{xy} = \eta \dot{\gamma}.
\]

(64)

Hence, an expression is required for the stress tensor to either derive \( \eta \) analytically and/or to determine it in simulations. In Refs. [58, 59], the kinetic theory moment method has been applied to derive an analytical expression.

Here, the stress tensor derived by the virial theorem is presented [57]. This derivation starts with the equations of motion of a particle and leads to the instantaneous stress tensor

\[
\sigma_{\alpha \beta}^i = -\frac{1}{V} \sum_{i=1}^{N} m \dot{v}_{i \alpha} \dot{v}_{i \beta} - \frac{1}{Vh} \sum_{i=1}^{N} \Delta p_{i \alpha} \tau_{i \beta},
\]

(65)
except of the component $\sigma_{xy}$, which reads as

$$\sigma_{xy}^i = -\frac{1}{V} \sum_{i=1}^{N} m \hat{\dot{v}}_{ix} \hat{\dot{v}}_{iy} - \frac{\gamma h}{2V} \sum_{i=1}^{N} m v_{iy}^2 - \frac{1}{V h} \sum_{i=1}^{N} \Delta p_{ix} r_{iy}. \quad (66)$$

The hat ($\hat{\cdot}$) indicates velocities after streaming and all velocities and positions are inside the primary box of the underlying periodic simulation box, i.e., Lees-Edwards periodic boundary conditions are applied [44, 57] (see Sec. 7.1). The superscript $i$ indicates the instantaneous internal stress tensor. In addition, an alternative expression, denoted as external stress, can be defined [57].

**Analytical expression for viscosity** – The above expressions for the stress tensor are independent of any particular collision rule. The viscosity of a system, however, depends on the applied collision procedure. Analytical expressions for the viscosity of a MPC-SRD fluid have been derived by various approaches [2, 14, 45, 48, 49, 56–59].

In simple shear flow, the viscosity $\eta$ is determined by Eq. (64), where the (macroscopic) stress tensor follows from $\sigma_{xy} = \langle \sigma_{xy}^i \rangle_s$ – here, $S$ indicates averages over MPC steps. For a MPC fluid, the stress tensor is composed of a kinetic and collisional contribution, i.e., $\sigma_{xy} = \sigma_{xy}^{\text{kin}} + \sigma_{xy}^{\text{col}}$, which implies that the viscosity $\eta = \eta_{\text{kin}} + \eta_{\text{col}}$ consists of a kinetic $\eta_{\text{kin}}$ and collisional $\eta_{\text{col}}$ part too. The two contributions are conveniently obtained from the stress tensor (66). The detailed calculations presented in Refs. [57, 60] yield

$$\eta_{\text{kin}} = \frac{N k_B T h}{V} \left[ \frac{5 \langle N_c \rangle}{\langle N_c \rangle - 1} \left( 4 - 2 \cos \alpha - 2 \cos(2\alpha) \right) - \frac{1}{2} \right], \quad (67)$$

$$\eta_{\text{col}} = \frac{N m a^2}{18 V h} (1 - \cos \alpha) \left( 1 - \frac{1}{\langle N_c \rangle} \right). \quad (68)$$

It has to be emphasized that the molecular chaos assumption is used in the derivation of the expression for $\eta_{\text{kin}}$. Hence, a certain deviation between the theoretical expressions and simulation results is expected. However, recent simulations [61] indicate that the theoretical expression $\eta = \eta_{\text{kin}} + \eta_{\text{col}}$ describes simulation results within an accuracy better than $2\%$.

Figure 8 displays results for viscosities determined for a MPC-SRD fluid. The good agreement between theory and simulations is evident. The viscosity increases with increasing and decreasing $h$. The two limits correspond to different system behaviors. For large $h$, the viscosity is dominated by the kinetic part. This corresponds to the limit of a gas-like system. At small $h$, the collisional contribution dominates, which corresponds to the limit of fluid-like behavior.

**Schmidt number** – A convenient measure of the importance of hydrodynamics is the Schmidt number $Sc = \nu / D$, where $\nu = \eta / (m \langle N_c \rangle)$ is the kinematic viscosity [62]. Evidently, $Sc$ is the ratio between momentum transport and mass transport. As is known, this number is smaller than but on the order of unity for gases, while in fluids, like water, it is on the order of $10^2$ to $10^3$. A prediction for the Schmidt number of a MPC fluid can be obtained from the analytical expressions (67) and (68) for the viscosity, and the diffusion coefficient (63). In Fig. 8, the theoretical prediction for $Sc$ is displayed for different values of the rotation angle. This shows that $Sc$ becomes considerably larger than unity for $h \to 0$. In fact, $Sc$ increases like $1/h^2$ as soon as the collisional viscosity dominates over the kinetic viscosity. Hence, we obtain fluid-like behavior in the limit of small collision-time steps.
Fig. 8: (Left) Simulation results (symbols) for the total viscosity (black) with its kinetic (red) and collisional (blue) contributions determined via the internal (bullets) and external (open squares) stress tensors [57]. The analytical results [Eqs. (67) and (68)] are presented by solid lines. (Right) Theoretical Schmidt numbers as function of the collision time step $h$ for the rotation angles $\alpha = 15^\circ$ (black), $45^\circ$ (blue), $90^\circ$ (green), and $130^\circ$ (red). The mean particle number is $\langle N_c \rangle = 10$.

6 MPC: Embedded object and boundary conditions

A very simple procedure for coupling embedded objects such as colloids or polymers to a MPC fluid has been proposed in Refs. [63–66]. In this approach, a colloidal particle or a polymer is composed of point particles which are connected by a bond potential to maintain the respective shape. To couple the object to the MPC fluid, the individual particles (monomers) participate in the MPC collision. If particle (monomer) $k$ has mass $M$ and velocity $V_k$ the center-of-mass velocity of all particles (MPC and monomers) in a collision cell is

$$\mathbf{v}_{cm} = \frac{\sum_{i=1}^{N_c} m_i \mathbf{v}_i + \sum_{k=1}^{N_{sc}} M \mathbf{V}_k}{m N_c + MN_{sc}^m},$$

where $N_{sc}$ is the number of monomers in the collision cell. A stochastic rotation of the relative velocities of both the fluid particles and embedded monomers is then performed in the collision step, which leads to an exchange of momentum between them. The dynamics of the monomers is typically treated by molecular dynamics simulations (MD), applying the velocity Verlet integration scheme [44, 67]. Hence, the new monomer momenta are used as initial conditions for the the subsequent streaming step (MD) of duration $h$ involving several MD steps, since the MD simulation time step is typically smaller than $h$. In this approach, the average mass of fluid particles per cell $m \langle N_c \rangle$ should be of the order of the total monomer mass $MN_{sc}^m$. This corresponds to a neutrally buoyant object which responds quickly to the fluid flow but is not kicked around too violently. It is also important to note that the average number of monomers per cell $\langle N_{sc} \rangle$ should be on the order of unity to properly resolve HI between them. On the other hand, the average bond length in a semiflexible polymer or rodlike colloid should also not be much larger than the cell size $a$, in order to capture the anisotropic friction of rodlike molecules due to HI (which leads to a twice as large perpendicular than parallel friction coefficient for long
stiff rods [20, 22]), and to avoid an unnecessarily large ratio of the number of fluid-to-solute particles. Hence, the average bond length should be of order $a$.

To accurately resolve the local flow field around a hard-sphere colloid, methods have been proposed which exclude fluid-particles from the interior of the colloid and mimic slip [14, 68] or no-slip boundary conditions [2, 69–73]. No-slip boundary conditions are modeled by the bounce-back rule. Here, the relative velocity of a fluid particle $\tilde{v}_i = v_i - v_s$, where $v_s$ is the velocity of the surface point $r_s$ hit by the particle $i$, is inverted from $\tilde{v}_i$ to $-\tilde{v}_i$, when it intersects the surface of an impenetrable particle, e.g., a colloid, a blood cell, or a wall. The velocity $v_s$ may comprise translational and rotational components, i.e., $v_s(r_s) = V + \omega \times (r_s - R)$, where $V$ and $R$ are the center-of-mass velocity and position of the colloid, respectively, and $\omega$ is its rotational frequency.

Since walls or surfaces will generally not coincide with the collision cell boundaries, in particular due to a random shift, the simple bounce-back rule fails to guarantee no-slip boundary conditions. To establish no-slip boundary conditions or at least reduce slip as far as possible, the following procedure has been suggested [69]: For all collision cells that are intersected by walls, fill the wall part of the cell with a sufficient number of virtual (phantom) particles in order to ensure that the total number of particles is equal to $\langle N_c \rangle$. The velocities of the wall particles are taken from a Maxwell-Boltzmann distribution with an appropriate mean and variance $k_B T / m$. For illustration, I will focus on a planar wall at rest in the following. The more general case of moving colloids is addressed in Refs. [71–73].

Since the sum of Gaussian random numbers is also Gaussian distributed, the velocities of the individual virtual particles need not be determined explicitly in simple geometries, it suffices to determine a momentum $p$ from a Maxwell-Boltzmann distribution with zero mean and variance $mN_p k_B T$. For a system with parallel walls, we suggest to use the number of fluid particles in the opposite surface cell, i.e., the opposing surface cell cut by the other wall. The average of the two numbers is equal to $\langle N_c \rangle$. Alternatively, $N_p$ can be taken from a Poisson distribution with average $\langle N_c \rangle$ accounting for the fact that there are already $N_c$ particles in the cell. Now, the center-of-mass velocity of the particles in a boundary cell is then

$$v_{cm} = \frac{1}{m(N_{sc} + N_p)} \left( \sum_{i=1}^{N_{sc}} mv_i + p \right).$$

(70)

Results for a Poiseuille flow obtained by this procedure are in good agreement with the correct parabolic flow profile [51, 69]. However, this does not completely prevent slip, because the average center-of-mass position of all particles in a collision cell – including the virtual particle – does not coincide with the wall. In order to further reduce slip, the following modification of the original approach has been proposed [57]. To treat a surface cell on the same basis as a cell in the bulk, i.e., the number of particles satisfies the Poisson distribution with the average $\langle N_c \rangle$, we take fluctuations in the particle number into account by adding $N_p$ virtual particles to every cell intersected by a wall such that $\langle N_p + N_{sc} \rangle = \langle N_c \rangle$. There are various ways to determine the number $N_p$. For a system with parallel walls, we suggest to use the number of fluid particles in the opposite surface cell, i.e., the opposing surface cell cut by the other wall. The average of the two numbers is equal to $\langle N_c \rangle$. Alternatively, $N_p$ can be taken from a Poisson distribution with average $\langle N_c \rangle$ accounting for the fact that there are already $N_c$ particles in the cell. Now, the center-of-mass velocity of the particles in a boundary cell is

$$v_{cm} = \frac{1}{m(N_{sc} + N_p)} \left( \sum_{i=1}^{N_{sc}} mv_i + p \right).$$

(71)

The momentum $p$ of the effective virtual particle is obtained as described above.
Fig. 9: (Left) Lees-Edwards homogeneous shear boundary conditions. The primary box is highlighted in gray. The opaque particles are periodic images of the particles of the primary box. The upper layer is moving with the velocity $u = \dot{\gamma}L_y$ to the right, and the bottom layer to the left. Note that the shear velocity is zero in the center of the primary box [22]. (Right) Illustration of the random shift and the distribution of particles in collision cells intersected to the left. The walls are located at $y = \pm L/2$. Under shear, the walls move with the velocities $u = \dot{\gamma}L/2$. A phantom particle is located in the center of every truncated part of a collision cell at $(L + \Delta y)/2$ and $-(L + a - \Delta y)/2$, respectively. They move with the velocities $u_p = \dot{\gamma}(L + \Delta y)/2$ and $u_p = -\dot{\gamma}(L + a - \Delta y)/2$, respectively. The dashed-dotted line indicates the linear velocity profile.

7 MPC: External fields

7.1 Shear flow

To impose shear flow on a periodic MPC fluid system, Lees-Edwards boundary conditions are applied [44, 74]. As illustrated in Fig. 9 (left), the infinite periodic system is subject to a uniform shear in the $xy$-plane [22]. The layer of simulation boxes with the primary box (shaded) is stationary, whereas the layer above moves with the velocity $u = \dot{\gamma}L$ to the right and the layer below with $-u$ to the left. The corresponding further layers move with the respective integral multiple of $u$. However, these further layers are not required in practice. Whenever a MPC particle leaves the primary box, it is replaced by its periodic image. This avoids build-up of a substantial difference in the $x$-coordinates [22].

When walls are present, shear flow can be imposed by the opposite displacement of the confining walls with the velocities $u = \pm \dot{\gamma}L/2$ as indicated in Fig. 9 (right) (the reference frame is fixed in the center of the simulation box). Here, shear is imposed in two ways, by applying bounce-back boundary conditions, i.e., the momentum of a particle changes as $\Delta p_i = -2mv_i + 2mu$ ($u = (u, 0, 0)^T$) during streaming, and by collisions with virtual wall particles [57]. The momentum of a virtual particle is determined from a Boltzmann distribution, with the mean value along the flow direction

$$p_u = mN_p \left( u + \dot{\gamma} \Delta y \right)$$

(72)
Fig. 10: Poiseuille-flow velocity profiles for the collision-time steps \( hl/k_B T = 1.0, 0.1, \) and 3.0 (symbols, top to bottom). The solid lines are fits of Eq. (73).

for a surface at \( +L/2 \). For the surface at \(-L/2\), \( u \rightarrow -u \) and \( \Delta y \rightarrow -(a - \Delta y) \) for a given random shift. Here, \( \Delta y \) is the fraction of the wall-truncated collision cell insight the wall and \( N_p \) denotes the number of virtual particles, where \( N_p = N_{sp} \) for the upper wall and \( N_p = N_{sc} \) for the lower wall [57].

7.2 Poiseuille flow

A parabolic flow profile of a fluid confined between walls is obtained by a constant pressure gradient or a uniform body force, e.g., gravitational force, combined with non-slip boundary conditions. For two planer walls parallel to the \( xz \)-plane at \( y = 0 \) and \( y = L \), the Stokes equation yields the velocity profile

\[
v_x(y) = \frac{4v_{\text{max}}(L - y)}{L^2}, \quad \text{with} \quad v_{\text{max}} = \frac{m \langle N_e \rangle g L^2}{8\eta a^3} = \frac{g L^2}{8\nu}.
\]

Here, \( \rho g = m \langle N_e \rangle g/a^3 \) is the gravitational (volume) force density [69].

In MPC simulations, a parabolic flow profile is obtained in a similar manner by confining the fluid between walls and applying periodic boundary conditions parallel to them. Every fluid particle is exposed to the gravitational force \( F_x = mg \) along the \( x \)-direction. Naturally, other channel geometries, such as square channels [75] or capillaries [76–78] can be considered. Then, the particle velocities and positions are updated according to

\[
\begin{align*}
\hat{v}_{i\beta}(t + h) &= v_{i\beta}(t) + gh\delta_{\beta x}, \\
\hat{r}_{i\beta}(t + h) &= r_{i\beta}(t) + v_{i\beta}(t)h + \frac{1}{2}gh^2\delta_{\beta x}
\end{align*}
\]

in the streaming step. The bounce-back rule has to be adjusted too. This is simply done after the streaming step (74) is complete. The velocities and positions of the particles which penetrated
The helical flagella of bacteria, like *E. coli*, play a major role in eukaryotes [95, 96], where they transport fluid in the respiratory system in form of circular trajectories in the *xy*-plane, each driven by a constant tangential force *F*. (Right) Flow field in the stationary synchronized state for the Péclet number $Pe = 120$. The reddish colors indicate the dipolar character of the flow field. The flow field is calculated from the hydrodynamic approach without thermal fluctuations [21].

The time $\Delta h_i$, during which the particle moves insight the wall, follows from the dynamics along the *y*-direction: $\Delta h_i = [\hat{r}_{iy}(t + h) - L\Theta(\hat{r}_{iy}(t + h) - L)]/v_{iy}(t + h)$. Figure 10 shows examples of flow profiles for various collision step sizes. Evidently the parabolic shape is reproduce well. By the fit of Eq. (73), the viscosity of the fluid is obtained.

### 8 Applications

As examples for the MPC approach, two aspects will be briefly touched, namely (i) the synchronization of the rotational motion of two microrotors by time-dependent hydrodynamic interactions and (ii) the hydrodynamic properties of discrete-particle models for colloids.

#### 8.1 Hydrodynamic synchronization of microrotors

Synchronization of motion is a common phenomenon in nonlinear many-particle systems, and thus appears in a broad range of physical, biological, engineering, and social systems [79, 80]. The phenomenon appears at all length scales from atoms to macroscopic bodies. For microswimmers, synchronization is fundamental for the coordinated cyclic motion of cilia and flagella (see also lecture F.7 “Microswimmers”). The synchronous beating of the two flagella of *Chlamydomonas* causes straight swimming, while asynchronous beating implies tumbling motion [81–86]. The helical flagella of bacteria, like *E. coli*, synchronize their rotational motion during bundling [87–91]. Multiciliated and multiflagellated microorganisms such as unicellular Paramecia [92] or Volvox [93] exhibit metachronal waves (MCW) [94]. Here, synchronization is essential for microswimmer motility. Furthermore, coordinated flagellar motion plays a major role in eukaryotes [95, 96], where they transport fluid in the respiratory system in form of...
From a microswimmer point of view, a rotor is the most simple description of a beating cilium \[100\]. For example, its endpoint moves along a closed trajectory, which might be approximated by a circle. The rotor model is illustrated in Fig. 11. The two beads of radius \( R_H \) move along circles of radius \( R \), each driven by an active force \( \mathbf{F}_i \). The circles are centered at \( \mathbf{R}_i^0 = (-1)^i(d/2)e_x \) \( (i = 1, 2) \), where \( \hat{e}_x \) is the unit vector along the \( x \)-axis and \( d \) the center-to-center distance. The trajectories of the bead centers can be expressed as

\[
\mathbf{R}_i(t) = \mathbf{R}_i^0 + R(\cos \varphi_i(t), \sin \varphi_i(t), 0)^T,
\]

in terms of the phase angles \( \varphi_i(t) \). The driving forces \( \mathbf{F}_i(t) = F \hat{\mathbf{t}}_i(t) \) are of equal magnitude and point along the tangents \( \mathbf{t}_i(t) = (-\sin \varphi_i(t), \cos \varphi_i(t), 0)^T \).

The coupling of the beads of mass \( M \) with the MPC fluid is established in the collision step as described by Eq. (69). The velocity \( \mathbf{V}_i(t+h) \) of a bead after a collision follows from Eq. (49). Hence, the phase angles evolve as

\[
\varphi_i(t+h) = \varphi_i(t) + \dot{\varphi}_i(t)h + \frac{1}{2} \left( \frac{F}{MR} \right) h^2
\]

between MPC collisions. In a collision, the angular velocities change. The new values after a collision follow from the relation

\[
\dot{\varphi}_i(t+h) = \frac{1}{R} \dot{\mathbf{t}}_i(t+h) \cdot \mathbf{V}_i(t+h).
\]

Figure 12 shows average phase-angle differences \( \Delta(t) = \varphi_1(t) - \varphi_2(t) \) of co-rotating beads. The averages \( \langle \Delta(t) \rangle \) indeed show synchronization of the bead rotation despite strong thermal fluctuations for the various Péclet numbers \( Pe \), where \( Pe \) is defined as \( Pe = FR/k_B T \) \[21\].
where differences for $Pe$-tions of Eqs. (79) when taking into account compressibility effects, although there are small $\Delta$. As is evident from the Fig. 12, the simulation results compare well with the theoretical predictions for $\varphi_i$. The following approximate analytical expressions for the dynamics of the phase angles $\varphi_i$ can be derived in the absence of thermal fluctuations and within the mean-field approximation $R_2(t) - R_1(t') \approx d = d\hat{e}_x$ [21, 33]:

$$\dot{\varphi}_i = \omega + \frac{F}{R} \sum_{j \neq i} \int_0^t dt' \hat{t}_i(t') \cdot Q(d\hat{e}_x, t - t') \hat{t}_j(t'),$$

(79)

where $\omega = F/\gamma R$ is the intrinsic angular frequency and $\gamma = 6\pi \eta R \nu$ Stokes’ friction coefficient of a bead.

As is evident from the Fig. 12, the simulation results compare well with the theoretical predictions of Eqs. (79) when taking into account compressibility effects, although there are small differences for $Pe = 140$ and 160.

The flow field

$$v(r, t) = \frac{F}{2} \sum_{i=1}^2 \int_0^t dt' Q(r - r_i(t'), t - t') \hat{t}_i(t') dt'$$

(80)

is illustrated in Fig. 11 (right). The velocity profile decays very fast with separation from a bead. Thereby, it is anisotropic – of Stokeslet shape – with a slower decay in the tangential forward and backward direction. The synchronous state is preferable, because it minimizes dissipation.

### 8.2 Hydrodynamics of discrete-particle models

As discussed in Sec. 6, coupling of the MPC fluid with objects composed of point particles is particular efficient. Here, the question arises to which extend solid and impenetrable objects, such as hard-sphere colloids, can be modelled by a point-particle representation. The advantage of a point-particle model lies not only in its computational efficiency, but also rather complex shapes can easily be constructed and be coupled with the MPC fluid [66].

The colloid model is displayed in Fig. 13. The set of $N_s$ point particles of mass $M$ are distributed over a spherical shell of radius $R$ and are tightly linked with each other to maintain a nearly rigid
shape. The actual number of points depends on the radius of the colloid. A suitable number of points has to be chosen in order to achieve proper hydrodynamic behavior. We start out with a truncated icosahedron with a particle at every vertex. Higher surface densities are constructed by dividing the faces of the icosahedron into equilateral triangles [66]. The mass points added at the polyhedrons are displaced radially from the center until they lie on a shell of radius $R$.

The mass points are connected with their nearest neighbors and with the diametrically opposite point particle via the harmonic potential $U = K(r - r_0)^2/2$, where $r = |r|$ is the distance between two particles and $r$ the respective difference vector. The equilibrium distance $r_0$ depends on the particular pair and is determined by the above described construction principle. The dynamics of a colloid particle is described by Newton’s equations of motion, as discussed in Sec. 6.

The colloid transverse center-of-mass velocity autocorrelation function is displayed in Fig. 14. We find very good agreement between the theoretical correlation function of a buoyant hard-sphere colloid, i.e., its density is equal to the density of the fluid, and simulation results, as well as with the expression

$$C^T(t) = \frac{1}{N_s} \frac{k_B T}{V} \sum_k S(k) \left(2Q_T^T(k, t) + Q_L^T(k, t)\right),$$

with the structure factor

$$S(k) = \frac{1}{N_s} \sum_{i=1}^{N_s} \sum_{j=1}^{N_s} \langle e^{ik \cdot (R_i - R_j)} \rangle,$$

based on a point-particle model [32, 66]. Equation (81) is rather similar to Eq. (28), except of the structure factor, which accounts for the geometry.
Numerical results are compared with the analytical expression (83). The magnitude of the field $|v|$ is color-coded. Cylindrical coordinates are used, with the cylinder axis along the $z$-axis of the Cartesian reference frame (sedimentation direction) and the radial coordinate $r$. Comparison of the fluid velocity component $v_z$ obtained from simulation (symbols) and calculated according to Eq. (83) (lines) along the sedimentation direction $z$ (blue, squares) and along the radial direction $r$ (red, circles/bullets) for the system sizes $L = 80\alpha$ (open symbols) and $L = 50\alpha$ (closed symbols). System parameters are $\sigma \alpha^2 = 1.43$ and $h = 0.1 t_0$. The velocities are scaled by the value $u_0 = f/(6\pi \eta R)$. The flow field generated by a sedimenting colloid is shown in Fig. 15 (left). The strength of the velocity field along the sedimentation and radial directions are displayed in Fig. 15 (right). The numerical results are compared with the analytical expression

$$v = u - \frac{3}{4} R_H \frac{u + \hat{r}(u \cdot \hat{r})}{|r|} - \frac{1}{4} R_H^2 \frac{u - 3\hat{r}(u \cdot \hat{r})}{|r|^3},$$

for the flow field around a sphere with no-slip boundary conditions in the Stokes regime [16]. Here, $u$ is the fluid velocity at infinity, $r$ is the position vector from the center of the colloid, and $\hat{r} = r/|r|$. We assume that the flow field is $u = f/(6\pi \eta R_H)$ at infinity. The simulation data agree well with the theoretical expression. In particular, the flow velocity in the colloid interior is very close to zero and the no-slip boundary condition is very well satisfied.

In summary, the discrete particle model provides a valuable alternative to a solid colloid as far as hydrodynamic aspects are concerned, with a considerably reduced numerical effort. This is particularly interesting for more complex structures such as coarse-grained protein models with mobile domains.

## 9 Conclusions

Mesoscale hydrodynamic simulation approaches are extremely valuable tools to study soft matter systems. Specifically, the MPC approach developed into a versatile tool to study hydrodynamic properties of complex fluids since it has been introduced in 1999 [13]. By now, several collision algorithms have been proposed and employed, and the method has been generalized to describe multi-phase flows and viscoelastic fluids. A major advantage of the algorithm is
its easy coupling to the dynamics of embedded particles using a hybrid MPC-MD simulations approach. Results of such studies are in excellent quantitative agreement with both theoretical predictions and results obtained using other simulation techniques. In the future, we will see more applications of the method in non-equilibrium and driven soft-matter systems; specifically for systems where thermal fluctuations play a major role. Here, the full advantage of the method can be exploited, because the interactions of colloids, polymers, and membranes with the mesoscale fluid can be treated on the same basis.

Appendices

Collision: Velocity rotation

The rotations can be realized in different ways. On the one hand, the rotation matrix

$$
R(\alpha) = \begin{pmatrix}
R_x^2 + (1 - R_z^2)c & R_x R_z(1 - c) - R_z s & R_x R_z(1 - c) + R_z s \\
R_x R_y(1 - c) - R_z s & R_y^2 + (1 - R_z^2)c & R_y R_z(1 - c) - R_x s \\
R_x R_z(1 - c) - R_y s & R_y R_z(1 - c) + R_x s & R_y^2 + (1 - R_z^2)c
\end{pmatrix}
$$

(84)

can be used, with the unit vector $R = (R_x, R_y, R_z)^T$, $c = \cos \alpha$, and $s = \sin \alpha$. The Cartesian components of $R$ are defined as

$$
R_x = \sqrt{1 - \theta^2} \cos \varphi, \quad R_y \sqrt{1 - \theta^2} \sin \varphi, \quad R_z = \theta,
$$

(85)

where $\varphi$ and $\theta$ are uncorrelated random numbers, which are taken from uniform distributions in the intervals $[0, 2\pi]$ and $[-1, 1]$, respectively.

On the other hand, a vector rotation can be performed [46]. The vector $\Delta v_i = v_i - v_{cm} = \Delta v_i \parallel + \Delta v_i \perp$ is given by the component $\Delta v_i \parallel = (\Delta v_i \cdot R) R$ parallel to $R$ and $\Delta v_i \perp = \Delta v_i - \Delta v_i \parallel$ perpendicular to $R$ (cf. Fig. 3 with $\Delta v_i \equiv u$). Rotation by an angle $\alpha$ transforms $\Delta v_i$ into $\Delta v_i' = \Delta v_i \parallel + \Delta v_i' \perp$. $\Delta v_i' \perp$ can be expressed by the vector $\Delta v_i \perp$ and the vector $R \times \Delta v_i \perp$, which yields

$$
v_i(t + h) = v_{cm}(t) + \cos \alpha \Delta v_i \perp + \sin \alpha (R \times \Delta v_i \perp) + \Delta v_i \parallel
$$

(86)

$$
= v_{cm}(t) + \cos \alpha [\Delta v_i - (\Delta v_i \cdot R) R] \\
+ \sin \alpha (R \times [\Delta v_i - (\Delta v_i \cdot R) R] + (\Delta v_i \cdot R) R,
$$

since the vector $R \times \Delta v_i \perp$ is perpendicular to $R$ and $\Delta v_i \perp$. 
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1 Introduction

In 1861 the Scottish Chemist Thomas Graham published results of a study he had conducted with very simple means. Aqueous solutions of various materials were placed in glass cylindrical with a bottom made of parchment or any kind of animal membrane like pig bladder, which was placed into a basin of pure water. He realized that some of the materials, like salts would easily diffuse across the membrane into the water reservoir, while others, like starch, gum arabic or gelatin did not pass through the membrane. The first kind of substances was known to crystallize while the second one formed sticky amorphous layers on the membranes. Accordingly Graham distinguished between crystalloids and colloids, where the latter term derives from the Greek κολλα (glue) and ειδος (shape, appearance). Probably this was the reason why colloids for a long time had the reputation of “things indefinite in shape, indefinite in chemical composition and physical properties, fickle in chemical department, things infiltrable and generally unmanageable”, as Ernest S. Hedges put it in the preface of his book in 1931 [1]. Nowadays, after the ground breaking work of van’t Hoff, Zsigmondy, Ostwald, Staudinger and many others, we know that the class of substances, which Graham called colloids has to be subdivided in a number of different systems spanning the range from metallic nano-particles over synthetic polymers to biological macromolecules like proteins and DNA. A broader definition of colloidal systems includes also micellar surfactant solutions, emulsions, foams and aerosols.

A general common feature of all these systems is their typical length scale, which is the basis of the nowadays effective IUPAC definition[2] of the term colloidal: “State of subdivision such that the molecules or polynuclear particles dispersed in a medium have at least one dimension between approximately 1 nm and 1 µm, or that in a system discontinuities are found at distances of that order.” Thus, the typical length scale of a colloidal particle is by at least one order of magnitude larger than the molecules of the solvent suspending it. Another important feature of colloids is that they are undergoing Brownian motion in liquid suspension at typical timescales approximately ranging from 10 microseconds to 100 milliseconds, which is six to ten orders of magnitude slower then typical relaxation times of molecular liquids. The dynamics of colloidal particles in suspension will be subject of chapter B6 by Jan Dhont.

Finally colloidal systems can also be characterized by their typical pair interaction energies which is of the order of a few thermal units, $k_B T$ at equilibrium separation distance. The apparently simplest contribution to the pair interaction potentials is the so called hard body interaction. Given their large size, it is immediately obvious that colloidal particles will interact via excluded volume when suspended in a solvent. This leads to a series of phase transitions when the particle volume fraction is increased. In a suspension of hard spheres, i.e. spherical particles of radius $R$ which have an interaction potential that is zero if the particles are at distances $r > 2R$ and that is infinitely repulsive at $r \leq 2R$, a transition is observed from a liquid state to a state which shows characteristics of a crystal. For colloids with long ranging interactions all the phase transitions and co-existences known from real gases and some more, like the formation of different types of glassy states, can be observed, depending on the details of type and range of interactions.

In this chapter we will discuss the most important types of pair interactions between colloids in suspension, which have longer range than hard body interactions. For the sake of brevity, we will restrict the discussion to particles of spherical shape bearing in mind, that the basic concepts can be transferred to differently shaped colloids like cylinders and discs by applying Derjaguin–approximation [5]. First we will describe van der Waals interactions, which are generally attractive, and electrostatic interactions, which are repulsive in most cases and very...
often take the role of counterbalancing the attractive forces and to make colloidal suspensions stable against aggregation precipitation. The superposition of these two types of interaction form the basis of the celebrated DLVO-theory [3, 4], which is named after the pioneers of colloidal science, Derjaguin Landayu, Verwey and Overbeek. Later, two types of non-DLVO interactions will be discussed, the depletion interaction which is attractive and repulsive steric interactions. We will briefly describe two experimental techniques which are used to measure pair interaction potentials and finally we will discuss the results of a recent study experimental study.

2 van der Waals Interaction

2.1 van der Waals interaction between atoms and molecules

The origin of van der Waals interactions between colloidal particles is the interaction between the atoms or molecules of which they consist. We will therefore start with a heuristic discussion of the van der Waals interactions between uncharged atomic and molecular entities in the gas phase. These may be very comprehensively explained as dipolar interactions, which consist of an orientational contribution, an inductive contribution and the so called dispersion forces [6]. The orientational contribution, which is also termed Keesom interaction, is the change of free energy associated with the approach of two molecular dipoles from infinite separation to a distance \( r \) accompanied with a potential weighted orientation distribution of the dipole moments \( m \). Quantitatively it is given by

\[
w_o(r) = -\frac{m_1^2 m_2^2}{3k_B T (4\pi \varepsilon_0)^2} \frac{1}{r^6}.
\]

(1)

where \( \varepsilon_0 \) is the vacuum permittivity. Additionally to their direct interaction, which is described by eq. 1 permanent dipoles will induce additional dipole moments in other molecules if those are polarisable. This causes a further contribution to the interaction energy, sometimes called Debye interaction, which is proportional to the permanent moments squared of the interacting molecules, like the orientation interaction. Further the induced dipolar interaction is linearly proportional to the respective polarizabilities \( \alpha_j \). The final expression for the induced dipolar interaction between two different molecules is given by

\[
w_i(r) = -\frac{m_1^2 \alpha_2 + m_2^2 \alpha_1}{(4\pi \varepsilon_0)^2} \frac{1}{r^6}.
\]

(2)

Note that the induced dipolar interaction decays with \( 1/r^6 \) like the orientation interaction.

The types of interaction described so far are basically electrostatic interactions, which require that at least one of the particles taking part carries a permanent dipole moment. There is however a third contribution, which acts between all atoms and molecules even if they are completely non–polar like noble gas atoms: the so–called London dispersion energy. In an intuitive picture this can be understood on the basis of Bohr’s atomic model, as the interaction between fluctuating dipoles which come about by the orbiting of electrons around the nucleus. It is related to the atom’s or molecules’s ionization energy \( I \) by

\[
w_d(r) = -\frac{4\alpha^2 I}{(4\pi \varepsilon_0)^2 r^6}.
\]

(3)
Table 1: Numerical values for the orientation contribution $C_o$, the contribution of polarizability $C_i$ and the dispersion contribution $C_d$ to van der Waals interactions of like molecules.

<table>
<thead>
<tr>
<th></th>
<th>$\alpha/(4\pi\varepsilon_0)$</th>
<th>$m$</th>
<th>$I$</th>
<th>$C_o$</th>
<th>$C_i$</th>
<th>$C_d$</th>
<th>$C_{vdW}$</th>
<th>$C_d/C_{vdW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCl</td>
<td>2.36</td>
<td>3.6</td>
<td>1.35</td>
<td>11</td>
<td>6</td>
<td>106</td>
<td>123</td>
<td>0.86</td>
</tr>
<tr>
<td>CH$_3$Cl</td>
<td>4.56</td>
<td>6.24</td>
<td>1.2</td>
<td>101</td>
<td>32</td>
<td>282</td>
<td>415</td>
<td>0.68</td>
</tr>
<tr>
<td>NH$_3$</td>
<td>2.26</td>
<td>4.9</td>
<td>1.08</td>
<td>38</td>
<td>10</td>
<td>63</td>
<td>111</td>
<td>0.57</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>1.48</td>
<td>6.17</td>
<td>1.34</td>
<td>96</td>
<td>10</td>
<td>33</td>
<td>139</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Apart from a factor this is equal to the expression London derived on the basis of quantum mechanical perturbation calculations [7, 8, 9]. For two different atoms London’s expression is

$$w_d(r) = -\frac{3}{2} \frac{\alpha_1 \alpha_2}{(4\pi\varepsilon_0)^2 r^6} \frac{I_1 I_2}{I_1 + I_2}$$

which simplifies for two identical atoms to

$$w_d(r) = -\frac{3}{4} \frac{\alpha^2 I}{(4\pi\varepsilon_0)^2 r^6}$$

It is important to note that dispersion energies scale with $1/r^6$ like orientation interactions and induced dipolar interactions. Thus, there are three types of interaction contributing to the total interaction energy between two atoms or molecules, which all scale with $1/r^6$. The sum of these contributions is called the van der Waals interaction energy

$$w_{vdW}(r) = -\frac{1}{r^6} (C_o + C_i + C_d) \equiv -C_{vdW} \frac{1}{r^6}$$

where the parameters $C_o$, $C_i$ and $C_d$ are defined by eqs. 1, 2 and 4 respectively. Numerical values for these parameters are listed in Table 1, which show a maybe unexpected general trend

$$C_d \gg C_o > C_i.$$

In most cases the dispersion forces are the dominating contribution, as is displayed in the distance profile of the van der Waals interaction shown in Fig. 1 for hydrogen chloride. Only in cases where the permanent molecular dipoles are very large and the polarizability is very low, like in the case of water, the contribution of the dispersion forces is smaller than fifty percent. In these cases the orientational contribution will be the largest one, as shown for the case of water molecules in the right panel of in Fig. 1.

### 2.2 van der Waals interactions between colloidal spheres

In the preceding sections we discussed the attractive interactions between atoms or molecules, which are the constituents of colloidal particles. The forces and energies acting between colloidal particles are of the same nature and in a first approach to calculate the interaction between colloidal particles we assume simple pair wise additivity of the molecular interaction potentials. First we will calculate the potential profile $W_{MS}(r)$ between a single molecular entity and...
Fig. 1: Distance profiles for the orientation contribution $w_o$, the contribution of polarizability $w_i$ and the dispersion contribution $w_d$ to van der Waals interactions $w_{vdW}$ between two HCl–molecules (left) and between two H$_2$O–molecules (right.). The energy scale is in units of $k_B T$.

Fig. 2: Sketch illustrating the integration over the interactions of a single molecule with all molecules constituting a colloidal sphere.

A colloidal sphere consisting of $N$ molecules of the same kind, which is the sum over all $N$ molecule–molecule interactions

$$W_{MS}(r) = -\sum_{j=1}^{N} \frac{C_{vdw}}{r_j^6}$$  \hspace{1cm} (8)

where $r$ is the distance of the molecule from the center of the sphere and $r_j$ represents the separation between the molecule outside the sphere and the $j_{th}$ molecule within the sphere, as depicted in Fig 2. From here on we will use a capital $W$ for the interaction energy between a molecular entity and a large body, to distinguish it from the interactions between to atomic or molecular objects. Replacing the sum by an integral we obtain

$$W_{MS}(r) = -\rho C_{vdw} \int \frac{1}{r^6} dV$$  \hspace{1cm} (9)

where $\rho = dN/dV$ is the number density of molecules within the sphere.
By replacing the volume element by \( dV = 2\pi x dx dz \), noticing that \( r' = \sqrt{x^2 + z^2} \) and realizing that the maximum value the \( x \)-coordinate can take, depends on \( z \) by \( x_{\text{max}} = \sqrt{R^2 - (r - 2R)} \), we obtain

\[
W_{MS}(r) = -2\pi \rho C_{vdW} \int_{r-R}^{r+R} dz \int_0^{\sqrt{R^2 - (r - z)^2}} dx \frac{x}{(x^2 + z^2)^3} \tag{10}
\]

\[
= -2\pi \rho C_{vdW} \int_{r-R}^{r+R} dz \left( \frac{1}{4} \frac{1}{z^4} - \frac{1}{4} \frac{z^4}{(R^2 - r^2 + 2rz)^2} \right) R^3 \]

\[
= -\frac{4\pi \rho C_{vdW}}{3} \frac{r}{(r-R)^3(r+R)^3}
\]

If we now regard the molecule as being part of a second sphere a similar, though more tedious integration leads to the van der Waals interaction potential between two spheres of the same chemical composition with the radii \( R_1 \) and \( R_2 \)

\[
\phi_{SS}^{vdW}(r) = -\frac{A_H}{6} \left( \frac{2R_1 R_2}{r^2 - (R_1 + R_2)^2} + \frac{2R_1 R_2}{r^2 - (R_1 - R_2)^2} + \ln \left[ \frac{r^2 - (R_1 + R_2)^2}{r^2 - (R_1 - R_2)^2} \right] \right). \tag{11}
\]

Here we use the symbol \( \phi \) for the potential profile between two colloidal bodies, as we will do throughout the remainder of the text. Further, we have introduced a new pre-factor, which is named in the honor of Hugo Christian Hamaker, \( A_H = \pi^2 \rho^2 C_{vdW} \).

It is instructive investigate eq. 11 for the limiting cases of of very large spheres where \( R/(r - 2R) \to \infty \) and very large distances where \( 2R/r \to 0 \). For the first case we obtain

\[
\lim_{R/(r-2R) \to \infty} = -\frac{A_H R}{12(r-2R)} \tag{12}
\]

showing that for spheres which are large compared to their separation distance, the van der Waals attraction decays very slowly, i.e. linearly with reciprocal distance. For very large distances

\[
\lim_{2R/r \to \infty} = -\frac{16A_H R}{9} \left( \frac{R}{r} \right)^6 \tag{13}
\]

yielding again is the distance dependence known from atomic or molecular objects.

In deriving eq. 11 we assumed pairwise additivity of the dipole–dipole interactions. This is of course a very strong restriction, for example it neglects the influence of a third atom on the induced dipole contribution and dispersion interaction between another pair of atoms. This may be a valid approximation in highly dilute systems, i.e. gases, but not in condensed materials. Further this approximation can not be readily extended to the situation where two large particles are interacting through a dielectric medium. e.g. a solvent. These problems are avoided in the Lifshitz theory [10] where the particles are treated as a dielectric continuum neglecting their atomic structure. In this theory the forces are calculated on the basis of the particles’ dielectric bulk properties. Fortunately we do not have to deal with the Lifshitz theory in detail, because the analytic form of eq. 11 remains the same. The only thing that changes is the Hamaker constant which becomes a function of the dielectric constants of the media involved. For two particles of refractive index \( n_1 \) and \( n_2 \) interacting across a dielectric medium with \( n_3 \) and the corresponding zero frequency dielectric constants \( \varepsilon_i \) this is given approximately as

\[
A_H \approx \frac{3}{4} k_B T \left( \frac{\varepsilon_1 - \varepsilon_3}{\varepsilon_1 + \varepsilon_3} \frac{\varepsilon_2 - \varepsilon_3}{\varepsilon_2 + \varepsilon_3} \right) \frac{3h\nu_e}{8\sqrt{2}} \left( n_1^2 - n_3^2 \right) \left( n_2^2 - n_3^2 \right) \tag{14}
\]

\[
\left( n_1^2 + n_3^2 \right)^{1/2} \left( n_2^2 + n_3^2 \right)^{1/2} \left( n_1^2 + n_3^2 \right)^{1/2} + \left( n_2^2 + n_3^2 \right)^{1/2}
\]
Table 2: Limiting cases for eq. 14

<table>
<thead>
<tr>
<th>Condition</th>
<th>$A_H$</th>
<th>$\varphi^{vdW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1 \neq n_2, n_3 = 1$</td>
<td>$&gt; 0$</td>
<td>$&lt; 0$</td>
</tr>
<tr>
<td>$n_1 = n_2 \neq n_3$</td>
<td>$&gt; 0$</td>
<td>$&lt; 0$</td>
</tr>
<tr>
<td>$n_1 &lt; n_3 &lt; n_2$</td>
<td>$&lt; 0$</td>
<td>$&gt; 0$</td>
</tr>
</tbody>
</table>

For the simple case of two particles consisting of the same material with refractive index $n_1$, this simplifies to

$$A_H \approx \frac{3}{4} k_B T \left( \frac{\varepsilon_1 - \varepsilon_3}{\varepsilon_1 + \varepsilon_3} \right)^2 + \frac{3h \nu_e}{16\sqrt{2}} \frac{(n_1^2 - n_3^2)^2}{(n_1^2 + n_3^2)^{3/2}}.$$  \hspace{1cm} (15)

where $h = 6.63\times10^{-34}$Js is Planck’s constant and $\nu_e$ is the main electronic absorption frequency of the material, which is typically of the order $10^{14}$Hz. Together with the values for refractive index and dielectric constants of typical colloidal material and solvents, the Hamaker constant can be calculated for most materials to be of the order of a fraction of $k_B T$ up to several thermal units.

It is important to note that this equation shows the route to very effectively tune the van der Waals interaction between colloidal spheres. In situations where the refractive index of a material is approximately the square of its dielectric constant, e.g. for most organic materials, the Hamaker constant may be made approximately zero, if the colloids are suspended in a solvent which matches their refractive index. On the other hand, for the case of water as a solvent, $A_H$ will never become smaller than about $0.7k_B T$, even if the particles had the exactly the same refractive index as water (which will never happen by the way) due to the very large zero frequency dielectric constant of $\varepsilon_{\text{H}_2\text{O}} = 81$.

Further, it is very instructive to have a look at certain limiting cases of eq. 14. As can be seen from Table 2 the potential between two bodies interacting through vacuum is always attractive, as is the potential between two bodies of the same material interacting across any medium. Repulsive van der Waals interactions are found only between particles with different refractive index $n_1$ and $n_2$ interacting through a medium, the refractive index of which is intermediate between $n_1$ and $n_2$. This is for example the case when a vapor phase $n_1 \approx 1$ interacts across a liquid phase $1.3 \lesssim n_3 \lesssim 1.5$ with glass $n_2 \gtrsim 1.5$. The repulsive van der Waals potential between the vapor/liquid and the liquid/glass interface is the reason why most liquids tend to form a positive meniscus at the glass wall of a beaker or a test tube.

2.2.1 The Derjaguin Approximation

In the last section, we have introduced an exact description for the distance dependence of van der Waals interactions between two colloidal spheres. In many cases it is however convenient to use a less rigorous approximate approach, which is based on the calculation of the interaction potential between two flat interfaces, from which the forces between curved interfaces are derived. This approximation, named after Boris W. Derjaguin, will be outlined qualitatively in the following.

Similar to the procedure, which was applied to calculate the interaction energy between a molecule and a colloidal sphere the interaction between a molecule and a flat solid wall $W_{MW}$
can be obtained as

\[ W_{MW}(D) = -\pi \rho C_{vdw} \frac{1}{6D^3} \]  

(16)

where \( D \) is the shortest distance between the molecule and the wall surface. Along the same line of arguments, the van der Waals interaction between two flat walls can be calculated to be

\[ \phi_{vdw}^{SW}(r') = -\frac{\pi \rho^2 C_{vdw}}{12D^2} \]  

(17)

Here the superscript \(^a\) indicates an energy per unit area, which has to be introduced, because integration over all molecules of an infinitely extended wall would result diverging potential values.

In the next step we are going to calculate the potential between a wall and a spherical colloid, for which we have to integrate over all molecules within the sphere, interacting with the wall according to eq. 16. According to Fig. 3 all molecules within an infinitely thin slab of volume \( dV = 2\pi x_{max}^2 dz \) at \( z = r - R + z' \) have the same distance \( r' = D + z' \) from the wall. The radius of this slice, \( x_{max} \), depends on its \( z \)-position like \( x_{max}^2 = (2R - z')z' \), as is immediately seen considering the blue triangle in Fig.3. With this, the interaction between the sphere and the (infinitely extended) wall is now

\[ \phi_{vdw}^{SW}(D) = \int dV \rho W_{MW}(D + z') \]

\[ = -\frac{\pi \rho^2 C_{vdw}}{6} \int_0^{2R} dz' \frac{(2R - z')z'}{(D + z')^3} \]  

(18)

because the Jacobian \( dz/dz' = 1 \).

Since the molecule–wall interaction drops off with the inverse third power of distance we may assume that only molecules at \( z' << 2R \) contribute significantly to the sphere–wall interaction.
In this case the numerator in the integrand of eq. 18 is $(2R - z')z' \approx 2Rz'$ and the integral attains the general form

$$\int dx x^m(a + bx^n)^p = \frac{1}{a(m+1)} \left[ x^{m+1}(a + bx^n)^{p+1} - (m + n + 1 + np)b \int \frac{dx x^{m+n}(a + b^p)}{x^{m+1}} \right].$$

Identifying $m = n = b = 1, p = -3, a = D$ and $x = z'$ we obtain

$$\int_0^{2R} dz' \frac{z'^3}{(D + z')^3} = \frac{1}{2D} \frac{z'^2}{(D + z')^2} |^{2R}_0$$

which reduces to $1/(2D)$ in the limit of $R >> D$. Finally the sphere-wall interaction becomes

$$\phi_{SW}(D) = -\frac{\pi^2 \rho^2 CR}{6D}.$$  \hspace{1cm} (20)

Note that the interaction between a sphere and a wall decays only linearly with the reciprocal distance.

The van der Waals force between a sphere and a wall is according to eq. 20

$$F_{SW}(D) = -\frac{\partial \phi_{SW}(D)}{\partial D} = -\frac{\pi^2 \rho^2 CR}{6D^2}.$$ \hspace{1cm} (21)

Comparison of the r.h.s of eq. 21 with the expression for the interaction between two planar walls, eq. 17, of unit area shows that

$$F_{SW}(D) = 2\pi R \phi_{WW}(D).$$ \hspace{1cm} (22)

This important relation is the essence of the so-called Derjaguin approximation. It relates the force between curved surfaces to the interaction energy between two planar walls at the same distance. It holds for $D << R$ and ranges of interaction which are small compared to the particle radii. It is important to note that this approximation holds for any kind of interaction forces, which decrease with with separation distance. Further it can be generalized to the case of two curved surfaces as

$$F_{SS}(D) = -2\pi \frac{R_2 R_1}{R_1 + R_2} \phi_{WW}^o(D).$$

This allows us to calculate immediately the van der Waals force between two colloidal particles which for two spheres of same radius $R = R_1 = R_2$ and composition is

$$F_{vdw}^{SS}(D) = 2\pi \frac{R}{2} \rho^2 \frac{C_{vdw}}{12D^2}.$$ \hspace{1cm} (23)

which can be easily integrated to obtain the potential profile as

$$\phi_{SS}^{vdw}(D) = -\int_D^{\infty} dD F_{SS}^{vdw}(D) = -\frac{A_H R}{12D}.$$ \hspace{1cm} (24)

This is identical with the limiting case of the exact expression given by of eq. 12 for separation distances which are small compared to the particle radii.
3 Electrostatic potentials and potential energies in the Debye-Hückel approximation

In the proceeding section we have seen that van der Waals interactions between colloidal particles across a dielectric medium are always attractive. This implies that all colloidal particles have a strong tendency to aggregate in any suspending liquid. Since a large fraction of biologically active molecules, like protein or DNA are of colloidal size, this would have fatal consequences, if there was not a least one other contribution to interaction, which counter-balances van der Waals attraction. In most of the cases it is electrostatic repulsion, which stabilizes colloids against aggregation. In this section we will give a heuristic derivation of the mean electrostatic potential involved in electrostatic interactions among charged macromolecules dissolved in a polar solvent. For a thorough theoretical treatment, the reader is referred to references [11] and [12] and work cited therein.

3.1 Point charges

The mean potential emerging from a charged object cannot be simply described by a Coulomb interaction, because the electrostatic force between two charged objects will be screened by the micro–ions which are inevitably present in the solution. In the simplest case these are the dissociated counter-ions, but in many practical situations, e. g. in biological systems at physiological conditions there are additional micro-ions due to the presence of low molar mass electrolytes. To include this screening, a more involved model is required, which accounts, in a mean-field way, for the distribution of all charges in the solution.

The mean electric potential due to a point–like source, \( u_P(\vec{r}) \), at a given separation from the source is related to the charge density \( \rho(\vec{r}) \) at \( \vec{r} \) by the Poisson equation (in SI-units)

\[
\nabla^2 u_P(\vec{r}) = \frac{\rho(\vec{r})}{\varepsilon \varepsilon_0},
\]

where \( \varepsilon \) is the dielectric constant of the solvent and \( \varepsilon_0 \) the vacuum permittivity. Since the potential emerging from a point source is spherically symmetric it is convenient to express the Laplace operator in polar coordinates omitting the angular dependence

\[
\nabla^2 u_P(\vec{r}) = \frac{1}{r^2} \left( \frac{\partial^2}{\partial r^2} (ru(r)) \right) = \frac{\rho(r)}{\varepsilon \varepsilon_0}
\]

with \( u_P(r) \) denoting the radially symmetric electrostatic potential at distance \( r \) from the point source. The mean charge density at \( r \) is the sum of the number densities \( N_j \) of the individual micro–ion species multiplied by their respective charge

\[
\rho(r) = \sum_j N_j(r) e Z_j.
\]

Here \( e \) is the elementary charge and \( Z_j \) is the valency, i.e. the number of elementary charges of micro–ion species \( j \). The number density of a given species at a given position is approximated by a Boltzmann–distribution

\[
N_j(r) = N_j^0 \exp \left\{ -\beta Z_j e u_P(r) \right\}
\]
where \( N_j^0 \) are the number densities at zero potential, e. g. infinitely far away from the source and \( \beta = 1/k_B T \) is the inverse thermal energy unit. Insertion of eq. 28 into eq. 25 gives the so-called Poisson–Boltzmann equation for spherical symmetry

\[
\frac{1}{r} \frac{\partial^2}{\partial r^2} (r u_P(r)) = -\frac{1}{\varepsilon \varepsilon_0} \sum_j N_j^0 e^j \exp \{ -\beta Z_j e u_P(r) \} \tag{29}
\]

which in general can not be solved analytically due to its non-linearity. However, for the limiting case of small potentials, i. e. \( \beta Z_j e u_P(r) \ll 1 \) the charge density can be approximated by a Taylor–expansion truncated after the linear term. With this we obtain the linearized Poisson–Boltzmann equation for spherical symmetry

\[
\frac{1}{r} \frac{\partial^2}{\partial r^2} (r u_P(r)) \approx \sum_j \frac{N_j^0 e Z_j}{\varepsilon \varepsilon_0} (1 - (-\beta Z_j e u_P(r))) \tag{30}
\]

\[
= \frac{\beta e^2}{\varepsilon \varepsilon_0} \sum_j \frac{N_j^0 Z_j^2}{\varepsilon \varepsilon_0} u_P(r),
\]

often referred to as the Debye–Hückel approximation. Note that the first term of the series expansion vanishes due to the requirement that the system in total shall be electrically neutral. With the definition \( \kappa^2 = \beta e^2 \sum_j \frac{N_j^0 Z_j^2}{\varepsilon \varepsilon_0} \) we obtain the Debye–Hückel equation

\[
\frac{1}{r} \frac{\partial^2}{\partial r^2} (r u_P(r)) = \kappa^2 u_P(r) \tag{31}
\]
whose general solution for spherical symmetry and \( r > 0 \) is
\[
    u_P(r) = \frac{A_1}{r} \exp\{\kappa r\} + \frac{A_2}{r} \exp\{-\kappa r\},
\]
which can be easily verified by insertion. The integration constants \( A_1 \) and \( A_2 \) are determined by the boundary conditions, the first of which requires that the potential must not diverge at large distances. This leads immediately to \( A_1 = 0 \). Second, the potential should be of Coulombic nature without screening, that is as \( \sum_j N_j \to 0 \) and consequently \( \kappa \to 0 \). In this case \( A_2 = q/(4\pi\varepsilon_0 r) \). Thus, we obtain the solution
\[
    u_P(r) = \frac{Z_P e}{4\pi\varepsilon_0 r} \exp\{-\kappa r\}
\]
for the mean electrostatic potential of point like source with a charge \( q = Z_P e \) in the Debye–Hückel approximation.

The potential depends on the distance from the source in a complicated way. While it decays approximately as \( 1/r \) at small distances, it approaches an exponentially decaying behavior far from the source. The associated decay length, \( \kappa^{-1} \) is usually termed Debye screening length.

To demonstrate the effect of screening, in Fig. 4 we plot the potential of a point source with one negative elementary charge as a function of normalized distance, \( \kappa r \). As an example, we compare the screened mean electrostatic potential in an aqueous 0.01 M NaCl–solution to a hypothetical bare Coulomb potential in the same solution. The magnitude of the Debye–Hückel potential is always smaller than that of the Coulomb potential due to the screening and the ratio of the two is \( 1/e \) at \( \kappa r = 1 \). In the inset of Fig. 4 the charge density distribution is displayed together with the number density distributions of the positive and the negative micro–ions. There is a region where the magnitude of the charge density and the number density of the oppositely (with respect to the source) charged micro–ions is significantly enhanced. In the same region the number density of the of the like charged micro–ions is substantially smaller than at infinite distance. This region is usually referred to as the diffuse (double) layer and \( \kappa^{-1} \) is used as an estimate for its thickness.

### 3.2 Charged spheres

An expression quite similar to eq. 33 can be derived for the mean electrostatic potential emerging from a uniformly charged sphere, \( U_S(r) \) with radius \( R \) suspended in an electrolyte solution, if the diffuse layer thickness is sufficiently large as compared to the sphere radius, i.e. typically for \( \kappa R \lesssim 5 \). Now, the linearized Poisson–Boltzmann equation, which is valid for small surface potentials has to be solved for a sphere

\[
    \frac{1}{r} \frac{\partial^2}{\partial r^2} (r U_S(r)) = \left\{ \begin{array}{ll}
    \kappa^2 U_S(r) & \text{for } r > R \\
    0 & \text{for } 0 < r < R 
    \end{array} \right..
\]

The general solution of this linear differential equation outside the sphere is again given by eq. 32, whereas inside the sphere \( U_S(r < R) = A_3/r + A_4 \). The constant \( A_3 = Z_S e/\varepsilon\varepsilon_0 \), where \( Z_S \) is the number of elementary charges on the sphere, and \( A_2 \) and \( A_4 \) follow from the condition that \( U_S(r) \) and \( 4\pi\varepsilon_0 \partial U_S(r)/\partial r \) have to be continuous for \( r = R \) as

\[
    A_2 = \frac{Z_S e}{4\pi\varepsilon_0} \frac{\exp\{\kappa R\}}{1 + \kappa R}
\]

\[
    A_4 = \frac{Z_S e}{4\pi\varepsilon_0} \frac{\kappa}{1 + \kappa R}
\]
Thus, the mean electrostatic potential outside a sphere with \( Z_S \) uniformly distributed elementary charges in the Debye–Hückel approximation is given by

\[
U_S(r) = \frac{Z_S e}{4\pi \varepsilon \varepsilon_0} \frac{\exp\{\kappa R\} \exp\{-\kappa r\}}{1 + \kappa R} \quad \text{for } r > R
\]

(36)

which reduces to eq. 33 for \( R \to 0 \). Note that eq. 34 is valid for all \( \kappa r \) as long as \( \beta \phi_S(r = R) \ll 1 \) while the potential form of eq. 36 is a good approximation only for \( \kappa R \lesssim 5 \).

For large spheres with a comparatively thin diffuse layer, typically \( \kappa R \gg 5 \) a different approximation is more appropriate. In the limiting case of \( R \to \infty \), i.e. a charged flat wall, with a constant surface charge density \( \sigma \) we have to solve the one dimensional form of the linearized Poisson–Boltzmann equation

\[
\frac{\partial^2 U_W(D)}{dD^2} = \kappa^2 U_W(D)
\]

(37)

where \( D \) is the distance from the wall. It can be easily verified by insertion that the solution of this differential equation is

\[
U_W(D) = U_0 \exp\{-\kappa D\} \quad \text{for } D \geq 0
\]

(38)

with \( U_0 \) the potential at zero distance, i.e. at the surface of the wall. This surface potential is related to the charge density by the Grahame–equation, as

\[
\sigma = \sqrt{4\varepsilon \varepsilon_0 k_B T \sum_j N_j Z_j \sinh\left(\frac{e U_0}{2k_B T}\right)},
\]

(39)

which reduces to

\[
\sigma \approx \kappa \varepsilon \varepsilon_0 \phi_0
\]

(40)

in the Debye–Hückel approximation, because \( \sinh(x) \approx x \) for \( x \ll 1 \). Thus, the potential emerging from a flat wall with charge density \( \sigma \) immersed in a solution of micro–ions takes the simple form

\[
U_W(D) = \frac{\sigma}{\varepsilon \varepsilon_0 \kappa} \exp\{-\kappa D\}.
\]

(41)

Note that this constitutes another asymptotic limit of eq. 36 for \( R/D \gg 1 \) and \( \kappa R \gg 1 \) with \( D = r - R \).

For most practical purposes in soft matter physics the mean electrostatic potential around a single charged entity is of limited interest. The quantity of central interest is rather the pair interaction potential \( \phi^{er}(r) \) between two charged objects. This is the potential energy of one charged object and its diffuse layer in the electric field of a second object with its diffuse layer, which here is

\[
\frac{\phi_{PP}^{er}(r)}{k_B T} = L_B Z_P^2 \frac{1}{r} \exp\{-\kappa r\} \quad \text{for two point charges at } r > 0
\]

(42)

\[
\frac{\phi_{SS}^{er}(r)}{k_B T} = L_B Z_S^2 \left(\frac{\exp\{\kappa R\}}{1 + \kappa R}\right)^2 \frac{1}{r} \exp\{-\kappa r\} \quad \text{for two charged spheres with } \kappa R \lesssim 5 \text{ at } r > 2R
\]

(43)

\[
\frac{\phi_{WW}^{er,a}(D)}{k_B T} = \frac{L_B}{A^2} 4\pi Z_W^2 \exp\{-\kappa D\} \quad \text{for two parallel walls of surface area } A \text{ at distance } D > 0.
\]

(44)
The screening length \( \kappa^{-1} \) is the key parameter for the quantitative description of electrostatic repulsion between colloidal particles, as influences the electrostatic energy in a complex way. It determines the the amplitude as well as the range of the potential. According to its definition, \( \kappa \) depends on the dielectric constant of the solvent and more importantly, it is proportional to the square root of the concentration and the valency of additional electrolytes present in the solution. If the electrolyte concentration, \( c_{\text{salt}} \), is expressed in \( \text{mol/L} \) and the constants entering into \( \kappa \) are given in SI–units, one obtains the screening length in aqueous solutions from the rule of thumb

\[
\kappa^{-1} = \frac{0.43}{\sqrt{\sum_j Z_j c_{\text{salt}}}} \ [\text{nm}] \tag{46}
\]

in units of nanometer. For some types of electrolytes the corresponding expressions are listed in Table 3. In an aqueous solution with a \( \text{NaCl} \) concentration of \( 10^{-3} \) mol/l the screening length is approximately 10 nm.

### 4 The DLVO Theory and Colloidal Stability

When calculating the electrostatic potential between spherical particles, we have neglected van der Waals interactions completely, which is a gross simplification, since charges will of course
Fig. 5: Contributions to the DLVO-interaction potential profiles between two spheres. Curves are calculated for two spheres with $R = 250\text{nm}$ and $A_H = k_B T$ in water where $L_B \approx 0.7\text{nm}$. The screening length and the charge density are $\kappa R = 2$ and $\sigma = 5 \times 10^{-3} e / R^2$.

Interact with permanent dipoles within the spheres. However instead of calculating the interactions of individual charges with the spheres, we assume that the ions are evenly distributed and consequently produce a net zero mean force onto the particles. Further the electrostatic and the van der Waals potential between the colloids are assumed to be additive. This is the basis of the so called DLVO–theory (named in the honor of Derjaguin, Landau, Vervey and Overbeeck) of colloidal stability. The basic features of DLVO-potentials and their implications for the stability of a colloidal suspension are illustrated in Figures 5 through 7, where we plot calculated potential profiles between two spheres with $R = 250\text{nm}$ and $A_H = k_B T$ in water where $L_B \approx 0.7\text{nm}$.

Due to the fact that the electrostatic contribution increases exponentially on approaching the interface and the van der Waals potential decay with $1 / D$, the latter will always dominate at very small distances. However, if the repulsion is strong enough the total interaction may have a high barrier, which prevents the particles from coming close enough for the van der Waals attraction to be effective. In this case the suspension is considered to be stable. The barrier may be lowered by either increasing the concentration of micro–ions by which the screening length is decreased (see Figure 6) or by decreasing the surface charge density $\sigma$ (see Figure 7) of the particles by which the amplitude of the electrostatic repulsion term is reduced. In both cases the suspension is considered to become unstable if the barrier height drops to about $k_B T$. 
Fig. 6: DLVO–potentials between two colloidal spheres at constant surface charge density with varying screening length as indicated in the legend. The particle parameters are the same as in Fig. 5.

Fig. 7: DLVO–potentials between two colloidal spheres at constant screening length with varying surface charge density as indicated in the legend. The other particle parameters are the same as in Fig. 5.
Fig. 8: Two plates in a solution of spheres. At separation distances $D > 2a$ the small spheres can enter the gap between the plates (left). The spheres are depleted from the gap if $D \leq 2a$ (right).

5 Non-DLVO interactions

5.1 Depletion interaction

If colloidal particles are dispersed in a solution which contains a further kind of solute, which has a typical length scale in the colloidal regime, an additional interaction has to be considered. Imagine two plates immersed in a solution containing small spheres of radius $a$ as sketched in Figure 8. Then, the center of mass of any sphere can not get closer than a separation distance $a$ to the plate. In other words in front of either plate there is a zone of thickness $a$ which is depleted from spheres. The total volume, which for this reason is not accessible to the spheres is called the excluded volume $V_{ex}$. We will see in the following that this depletion leads to an attractive interaction between the two plates, which for obvious reasons is referred to as depletion interaction. Here we will give a heuristic introduction to the subject. For an exhaustive treatment the reader is referred to the book by Tuinier and Lekkerkerker [13].

The effective interaction potential between the two plates $W_{WW}^{\text{depl}}$ may be regarded as the change in Helmholtz free energy $\Delta H$ of the whole system, when the plates are brought from an infinite distance to their final separation $D$. For a system at constant temperature and composition, $\Delta H = -\Pi \Delta V$, with $\Pi$ the osmotic pressure and $\Delta V$ the negative change of excluded volume, $\Delta V_{ex}$. If we treat the spheres as an ideal gas, we may immediately write down an expression for the depletion interaction between the two plates.

$$\phi_{WW}^{\text{depl}} = \rho k_B T [V_{ex}(D) - V_{ex}(D \to \infty)]$$

where we we treat the depletant as phantom spheres, which do not interact by mutual excluded volume, such that $\Pi = \rho k_B T$ with $\rho$ the sphere number density. The excluded volume at a given separation distance is easily calculated from geometrical considerations. If the plates are further apart than a sphere diameter

$$V_{ex}(D \to \infty) = 4Ar$$
where $A$ is the area of a single plate surface (note that there are four surfaces). If the two plates get closer together then $D < 2a$ their depletion zones overlap and the spheres can not get into the gap between the plates. This leads to a density difference, which causes an osmotic pressure imbalance that presses the plates together. For the quantitative description of the resulting interaction potential we need to calculate $V_{ex}(D)$. Which is

$$V_{ex}(D) = 2Aa + DA$$

as can be easily seen from Fig. 8. Note, that the gain in accessible volume, is equal to the volume where the two depletion zones overlap (see green and red hatched areas in Fig. 8, i.e. $V_{ol} = -\Delta V_{ex}$. The combination of eqs. 47, 48 and 49 gives

$$\frac{\phi_{WW}^{depl,a}(D)}{k_BT} = -\rho \left(2a - D\right).$$

Although, this equation yields finite values for the interaction if $D > 2a$, it is important to note that this is not a physical meaningful result. From Fig. 8 it is evident that $\Delta V_{ex} = 0$, if $D > 2a$ and consequently eq. 47 results $W_{WW}^{depl} = 0$ in this case.

It is important to note that eq. 47 holds in general independently whether the surfaces under consideration are curved or not. Consequently there are two ways to calculate the depletion potential between two spheres. First we use the Derjaguin approximation for two spheres, which gives

$$\frac{\phi_{depl}^{ss}(D)}{k_BT} \approx -2\pi \frac{R_1R_2}{R_1 + R_2} \rho \int_{D}^{2a} dz \left(2a - z\right)\right) - 2\pi \frac{R_1R_2}{R_1 + R_2} \rho \left(2a^2 - 2aD + \frac{D^2}{2}\right).$$

The upper limit for the integration has to be $2a$ because, the depletion interaction between two flat surfaces is zero beyond this separation distance.

It is very instructive to compare the approximate solution of eq. 51 to the exact solution, which one obtains, if the overlap volume between two spherical depletion zones is calculated from exact geometrical considerations. For two large spheres of equal radius $R$ we get

$$V_{ol}^{SS} = -\Delta V_{ex}^{SS} = \frac{2\pi a^3}{3} \left(1 - \frac{D}{2a}\right)^2 \left(2 + \frac{3R}{a} + \frac{D}{2a}\right),$$

with which with we can immediately write

$$\frac{\phi_{SS}(D)}{k_BT} = -\rho \frac{2\pi a^3}{3} \left(2 + \frac{3R}{a} + \frac{D}{2a}\right) \left(1 - \frac{D}{2a}\right)^2$$

$$= -2\pi \rho R \left(\frac{2a^3}{3R} + a^2 + \frac{Da^2}{6R}\right) \left(1 - \frac{D}{2a}\right)^2,$$

For Large $R/D$ and $R/a$ this gives the same expression as eq. 51 for the case of $R_1 = R_2 = R$. The effect of the Derjaguin approximation is illustrated in Figure 9, where we compare depletion potentials between two spheres of equal radius $R$ induced by a second species of spheres with radius $a < R$ at a density of small spheres $\rho = 0.1 \rho^*$ with $\rho^*$ the number density at close
Fig. 9: Calculated depletion potentials between two spheres of equal radius $R$ induced by a second species of spheres with radius $a < R$, as indicated in the legend. Symbols represent exact calculations, while the full lines were calculated using Derjaguin’s approximation. The number density of small spheres is $\rho = 0.1\rho^*$. 

sphere packing. If $R >> a$ the approximation gives good agreement with the exact solution, while for smaller spheres the approximation gives values which are significantly too small. From eqs. 51 or 53 it can be seen that the depth of the potential depends on the number density $\rho$ of the small spheres at constant $R/a$. This is shown in Figure 10. If the number density is fixed, the depth of the potential increases with $R/a$ and the range of the potential increases with $a$ in any case.

5.1.1 Non-spherical depletants

For non-spherical, particulate depletants, the orientational degrees of freedom are reduced upon the approach to the colloids’ surfaces, which like in the case of polymeric depletants leads to a continuous variation of the depletant number density along the surface normal. In these cases the depletion potential is usually calculated in a two step procedure. First the potential or the force between two flat surfaces is derived again treating the depletant as an ideal gas, in a second step the potential between spherical particles is then calculated using Derjaguin’s approximation. The depletion potential per unit area between two flat plates at distance $D$ caused by thin rods of length $L$ at low densities can be written as

$$\frac{\phi_{WW}^{\text{depl},a}(D)}{k_B T} = \rho \left( D - \frac{D^2}{2L} - \frac{L}{2} \right)$$  \hspace{1cm} (54)$$

For details of the derivation of this expression the reader is referred to the original work of Asakura and Oosawa[14, 15]. Applying Derjaguin approximation the interaction potential be-
The depletion interaction between two large spheres induced by oblate spheroids has first been investigated in the low density limit by Piech et al. [16]. Applying the Derjaguin approximation they find for the limiting case of infinitely thin circular discs of diameter $a$ and separation distance $D$.

$$\phi_{SS}^{depl}(D) = -\rho \pi R L^2 \left( 1 - \frac{D}{L} \right)^3$$

for separation distances smaller than the rod length. At $D \geq L$ the potential is zero. The depletion interaction between two large spheres induced by oblate spheroids has first been investigated in the low density limit by Piech et al. [16]. Applying the Derjaguin approximation they find for the limiting case of infinitely thin circular discs of diameter $a$.

$$\phi_{SS}^{depl}(D) = \begin{cases} 0 & \text{for } D > d \\ -\rho \pi R L^2 \left( 1 - \frac{D}{L} \right)^3 & \text{for } D \leq d \end{cases}$$

From eqs. 51, 55 and 56 it is evident, that the potential at $D = 0$, the so-called contact potential, $\phi_{SS}^{depl}(0)$ is proportional to $\rho R/l\rho^*$, where $l$ is the is the maximum range of the depletion interaction, i. e. $2a$ for spheres, $L$ for rods and $d$ for discs while $\rho^* = 6/\pi l$ is the depletants overlap concentration. Quantitatively, we find that the contact potential caused by rod shaped depletants has the smallest absolute value, the absolute contact value due to discs is twice as large and that caused by spheres is three times larger, at the same $\rho/\rho^*$. This result, which is illustrated in the left part of Fig. 11, implies that spherical co-solutes are three times more efficient depletants than rods. However, for technical applications, the efficiency per mass of depletant is the relevant quantity. In the right panel of Fig. 11 we compare the depletion potentials calculated at constant mass concentration $c = \rho V_p \rho_m = 10 \text{mg/mL}$ where $V_p$ is the volume of a single depletant particle, and $\rho_m$ is its mass density. We used an aspect ratio of 100 for

**Fig. 10:** Depletion interaction between two spheres mediated by small spheres for different size ratios of the two species and different volume fractions of the small spheres.
Fig. 11: Comparison of depletion potentials between two spheres of radius $R = 1 \mu m$ induced by differently shaped depletants, as indicated in the legends, with a ratio of $R/l = 10$. Left: potentials calculated at equal number density $\rho/\rho^* = 0.01$ of depletants. Right: potentials calculated at equal mass concentration of depletants.

the rods and the discs and the same mass density $\rho_m = 1 g/mL$ for all three types of depletants. Now the rods are by almost two orders of magnitude more efficient than discs, which are another two orders of magnitude more effective than spheres. This is caused by the fact, that due to orientational degrees of freedom, the same amount of mass occupies much more volume in the case of anisotropic particles as compared to the case of spheres.

5.2 Steric repulsion

It has been known on a phenomenological level since very long time, that mixing suspensions of different materials can be used to stabilize liquid suspended matter. Ancient Egyptians manufactured ink slurries by mixing soot or iron oxide containing earth particles with aqueous arabic gum solutions. Without knowing, they exploited the fact that the polysaccharide adsorbs onto the particles’ surfaces by that increasing their colloidal stability by steric repulsion. In a very coarse picture, this effect can be visualized as the anchored polymers by excluded volume interaction keeping the particles separated at distances where their van der Waals interactions are not any more strong enough to cause aggregation. There is no simple theory available which describes steric repulsion forces comprehensively. This is mainly due to the fact that a plethora of parameters determine the interaction potential, of which the three most prominent ones are the quality of the solvent for the polymer, the amount of polymer on the particle surface and the way in which it is attached. Here we will restrict the discussion to the situation where the polymers are chemically linked to the particle surface with a grafting density, which is $\Gamma >> 1/R_g$ with $R_g$ the polymers’ radius of gyration. This situation is usually referred to as the brush repulsion regime, and brush repulsion is another very effective tool to stabilize colloids against aggregation. Alexander [17] and de Gennes [18] have calculated the repulsive force per unit area between two planar surfaces, which is often termed the disjoining pressure, $\Pi$. If both surfaces are covered with a brush of height $H_b$ the dependence of the disjoining pressure on separation distance is

$$\Pi^{sr}(D) = k_B T \frac{1}{2} \left[ \frac{2H_b}{D} \right]^{2/3} - \left( \frac{D}{2H_b} \right)^{2/3}$$ (57)
In this situation, the height of the brush is approximately given by
\[ H_b \approx n_s \frac{5/3}{\Gamma^{1/3}} \]
where \( n_s \) is the number of segments in the polymer chains and \( l_s \) is their length. Using Derjaguin approximation the corresponding interaction potential is obtained as [19, 20]

\[
\frac{\phi_{\text{SS}}^\text{er}(D)}{k_BT} = \begin{cases} 
\frac{16\pi a H_b^2 \Gamma^{3/2}}{35} \left[ 28 \left( \frac{2H_b}{D} \right)^{3/4} - 1 \right] + \frac{0}{11} \left( 1 - \left( \frac{D}{2H_b} \right)^{1/4} \right) + 12 \left( \frac{D}{2H_b} - 1 \right) & \text{for } D > H_b \\
0 & \text{for } D \leq H_b 
\end{cases}
\]

From Fig.12 it is evident that brush repulsion can be a very effective stabilization mechanism. There we show the pair interaction potential between two spheres with radius \( R = 100 \text{nm} \) and Hamaker constant \( A_H = 1k_BT \) covered with a brush consisting of polymers with \( n_s = 10 \) segments of length \( l_s = 0.25\text{nm} \) calculated for two different grafting densities. Full lines correspond to a grafting density \( \Gamma = 5/R_g^2 \) while dotted lines represent \( \Gamma = 2/R_g^2 \).

6 Experimental Methods

As is discussed in the previous sections the interaction energies between a pair of colloidal spheres is of the order of several thermal units. Therefore, experimental investigations of these
pair potentials require extremely sensitive methods. To date the only methods which provide the necessary force resolution are optical tweezers experiments in combination with high resolution video microscopy [21] and total internal reflection microscopy (TIRM) [22]. Both methods rely on the same basic idea, that the histogram of separation distances between two bodies in thermal equilibrium is a good approximation for the probability density of separation distances \( p(D) \), from which the potential energy between the two bodies is calculated using Boltzmann’s law. In situations where the a very good spatial resolution is required rather than a force sensitivity, the methods of choice are either the so called surface forces apparatus (SFA) [23] or chemical probe atomic force microscopy [25]. In the following we will discuss SFA and TIRM in some detail.

### 6.1 Surface forces apparatus

The Surface Forces Apparatus, is an instrument, which allows to measure forces in the range of some pico-Newton occurring between two macroscopic surfaces. It was first developed by Israelachvili[23] in the late seventies for the purpose of measuring van der Waals and electrostatic interactions. Over the years it was further developed for the investigation of all kind of colloidal interactions, which were discussed in the previous sections. An extensive list of studies on depletion and steric repulsion forced induced by polymers, was given by Kleshchanok et al [24].

A schematic sketch of an SFA is shown in Fig.13. The core part consists of two hemi-cylindrical lenses with a curvature radius of the order of 1 cm, which are mount with their cylinder axis intersecting at an angle of ninety degree. One of the two cylinders is supported by a system of springs with different stiffness, while the other can be very precisely positioned by a piezo actuator. The distance, \( D \), between the two curved surfaces can be changed by a value \( M \), moving the actuator. When the surfaces are separated by a distance which is larger than the range of any acting forces, a motion of the actuator will change the surface separation by the same amount, i.e. \( M = \Delta D \). Since the other cylinder is mounted on a compliant spring, the situation is different when a surface force, \( F(D) \), deflects the spring. In this case the equilibrium distance will adjust to balance the force acting between the surfaces and the restoring spring force, where the spring with the lowest stiffness dictates the deflection. From the deviation of \( \Delta D \) from \( M \), the force acting between the two surfaces can be directly obtained from Hook’s law \( F(D) = k_1(M - \Delta D) \). Thus, it is of utmost importance to measure the surface separation distance accurately, which is achieved by a technique called Multiple Beam Interferometry (MBI). White light is directed at normal incidence through the crossed cylinders, which are typically made of quartz to which mica sheets are glued. The latter have a thickness of 2-5 \( \mu \)m and covered with a silver coating with a thickness of several tenths of nanometers on their backsides. The silver coatings act as semi-transparent mirrors between which the white light is reflected multiple times before leaving the gap between the cylinders. When the separation distance between the silver coatings is an integer multi-fold of a particular wavelength, constructive interference is observed. Therefore, in a spectrometer attached to the SFA, fringes of high intensity are observed for these particular wavelengths. From the positions of the fringes of equal chromatic order it is possible to determine the separation distance \( D \) with a resolution of \( \approx 0.1 \) nm.
6.2 Total internal reflection microscopy

As seen in the previous sections the SFA provides an excellent distance resolution and the smallest forces which can be measured are in the pico-Newton range. In this sense, total internal reflection microscopy (TIRM) is a complementary method. It applies an optical gauge to measure interaction potentials, which allows to determine forces down to the femto-Newton range. On the other hand the distance resolution in TIRM is limited to roughly 1 nm. The basic principle of TIRM relies on the condition that a colloidal sphere has to undergo Brownian motion in a shallow potential well close to a flat interface. This situation can be observed, e.g. if a charged colloidal sphere in solution, which is large enough to sediment in the field of earth gravity eventually comes close enough to the like charged bottom wall of the sample cell. Then, the superposition of gravitational contribution and electrostatic repulsion leads to an interaction potential between the particle and the wall with a shallow minimum at a distance \( D_{\text{min}} \). Due to Brownian motion the particle will sample a distribution of separation distances around the minimum, \( p(D) \), which is related to the interaction potential profile by Boltzman’s equation

\[
p(D) = A \exp \left\{ -\frac{\phi(D)}{k_B T} \right\} .
\]

Here \( p(D)dD \) is the probability to find the particle in the height interval \( D + dD \) and \( A \) is a constant normalizing the integrated distribution to unity.

The fluctuations of separation distance resulting from the thermal motion can be directly observed by TIRM. For this purpose a Laser beam is directed to the container/solution interface via a prism to enable an angle of incidence, \( \alpha_i \), at which total reflection occurs. According to Maxwell’s equations the electric field of the Laser beam can not change discontinuously at
Fig. 14: Sketch of a TIRM setup. By total reflection of the red laser from the glass/liquid interface the evanescent wave is created. A colloidal sphere situated in the evanescent wave scatters light with an intensity which depends on the distance to the interface separation distance. The scattered signal can be detected either with a PMT or a CCD-camera. The particle is prevented from moving out of the field of observation by weak optical tweezers, which is created by coupling a differently colored laser into the back aperture of the microscope objective.

the reflecting interface. It rather penetrates the interface causing an evanescent wave with an amplitude which decays exponentially with the distance from the interface. The distance where the field strength has decayed to $1/e$ of the original strength is termed penetration depth $\Lambda$. This is given by $\Lambda = \frac{2\pi}{\lambda_0}\sqrt{(n_1\sin\alpha_i)^2 - n_2^2}$ with $\lambda_0$ the laser vacuum wavelength, $n_1$ and $n_2$ the index of refraction of the glass and the solvent, respectively.

A single colloidal sphere, which is situated in this evanescent wave will scatter light with an intensity $I_S(D)$ depending on its distance from the interface [22] as

$$I_S(h) = I(D = 0)\exp\{-\Lambda D\}, \quad (60)$$

where $\Lambda$ is the inverse penetration depth of the evanescent wave. Therefore, the particle’s separation distance fluctuations will cause fluctuations of the scattered intensity and

$$p(I_S(h))dI_S(h) = p(h)dh \quad (61)$$

where $p(I_S(D))dI_S(D)$ is the probability to observe scattered intensity in the interval $I_S(D) + dI_S(D)$. Introducing eqs. 60 and 59 into eq. 61 relates the the probability density of the scattered intensity to the interaction potential by

$$-p(I_S(D))\frac{I_S(D = 0)}{\Lambda}\exp\{-\Lambda D\} = A\exp\left\{-\frac{\phi(D)}{k_BT}\right\}. \quad (62)$$
A TIRM set up is sketched in Fig. 14. In a typical experiment scattered intensities are recorded with a time resolution in the range of 2-10 ms, which corresponds to an intensity trace over time with about $2 \cdot 10^5$ data points recorded in fifteen minutes. Therefore the normalized intensity histogram $N(I_S(D))$ may be regarded as a good approximation for the probability distribution to find a particle at a given separation distance from the interface. From this the potential profile is calculated using Boltzmann’s law.

By solving eq. 63, the potential difference $\Delta \phi = \phi(D) - \phi(D_m)$ can be expressed as a function of four measurable quantities

$$\frac{\Delta \phi}{k_B T} = \ln \left( \frac{N(I_S(D_m))}{N(I_S(D))} \right) + \ln \left( \frac{I_S(D_m)}{I_S(D)} \right).$$

The second logarithmic term on the right hand side of eq. 64 is related to the separation distance by eq. 60, which yields

$$\frac{\Delta \phi}{k_B T} = \ln \left( \frac{N(I_S(D_m))}{N(I_S(D))} \right) + \Delta D \Lambda$$

where $\Delta D = D - D_m$ and Eq. 65 represents the working instruction how to measure the potential profile between a colloidal spheres and a flat solid interface by TIRM, which is summarized.
Fig. 16: Interaction potentials between a probe sphere with \( R = 0.5 \mu m \) (left) and \( R = 2.0 \mu m \) (right) measured at different concentrations of fd-virus in the suspending solution.

In Fig. 15. In order to obtain potential profiles on an absolute scale of separation distances, the scattered intensity \( I(D = 0) \) from a particle which was forced to sediment onto the cell wall has to be measured. With the knowledge of \( I(D = 0) \) scattered intensities can be translated to absolute distances by resolving eq. 60 for \( D \).

### 6.2.1 Depletion interactions measured with TIRM

As mentioned in section 5.1 two basic assumptions were applied to derive a closed analytical expressions for the depletion potential between colloidal entities induced by rod shaped particles. The depletant is treated as an ideal gas and Derjaguin approximation is assumed valid. In this section we will discuss a TIRM study where we investigated the limits of these approximations [26]. For this purpose interaction potentials between probe spheres with different radii \( R \) and a glass wall were measured. Depletion interaction was induced by the addition fd-virus, which is a bacteriophage with a length \( L_{fd} = 880 \text{ nm} \) and a cross section radius of 7 nm. By increasing the size ratio between probe sphere and depletant up to \( L_{fd}/R = 1.76 \) and the virus concentration to \( \rho \approx 10 \times \rho^* \) the two approximations were violated willingly.

Experimental data for the smallest and the largest sphere radius are displayed in Fig. 16 together with the best fits to a model function representing the superposition of eqs. 45 and 55 with a gravitational contribution given by

\[
\frac{\phi_{\text{tot}}(D)}{k_BT} = B \exp \{ -\kappa D \} - \frac{c_{fd}N_A \pi}{3M_{fd}} L_{fd}^2 R \left( 1 - \frac{D}{L_{fd}} \right)^3 - \frac{F_{\text{app}} D}{k_BT}
\]

. Here, all the parameters determining the strength of the electrostatic repulsion are condensed into the amplitude \( B \), the rod concentration is given in units of mass per volume \( c_{fd} = \rho_{fd} M_{fd}/V \) with the virus’ molar mass, \( M_{fd} \) and Avogadro’s number, \( N_A \). Finally the the force \( F_{\text{app}} \) is the some of the probe sphere’s buoyancy corrected weight force and the photon pressure of the optical tweezers. In this model function, all the parameters are known or can be calibrated by independent experiments. Thus any deviation of the best fitting parameter values from the a priory known values indicates a failure of the applied model. In Fig. 17 the fitted valued for the rod concentration \( c_{FIT} \) are plotted versus the actual rod concentration \( c_{SAMP} \), which was determined by UV/VIS-spectroscopy. In this representation a linear relation with zero intercept and unity slope was expected, if the model described the experiment correctly throughout the entire range of concentrations.
We observed that the experimental data follow the expected trend almost perfectly, independently of the probe spheres’ diameter up to $c_{fd} = 0.5\,\text{mg/mL}$, which corresponds to $\rho/\rho^* \approx 7$. The data obtained with the two smallest probe spheres appear to follow the linear trend up to the highest concentration $\rho/\rho^* \approx 15$ within experimental scatter. Only for the case of the $R = 2\,\mu\text{m}$ sphere and to a smaller extend for the there $R = 1.5\,\mu\text{m}$ sphere significant deviation from the model predictions are observed at $c_{fd} > 0.5\,\text{mg/mL}$. Here the experimental data deviate systematically from the predictions towards higher values which indicates a stronger attractive interaction than expected from the depletion model which applies Derjaguin and low density approximation. These observations allow an assessment of the limits of the two basic approximations. In those cases where Derjaguin approximation is expected to hold, i.e. for the spheres with $R = 1.5\,\mu\text{m}$ and $R = 2\,\mu\text{m}$, the ideal gas approximation appears to break down only at fd-number densities as high as seven times the over-lap value. At higher depletant content, the attractive potential is significantly deeper than predicted. Numerical calculations reveal that deviations of experimental depletion potentials from the Derjaguin description are of the order of ten percent for $L_{fd}/R = 0.88$ [27, 28, 29] while the deviation increases to a factor of two for $L_{fd}/R = 1.76$. Differently, here in both cases no significant discrepancy was observed between the experimental data and the approximate theoretical prediction. It is however possible that this is due to a fortuitous balancing of two effects. While a violation of the ideal gas model is expected [31] to cause a deepening of the depletion potential, as was observed here with the large probe spheres, the violation of Derjaguin approximation is expected to have the opposite effect.

Fig. 17: Concentrations values obtained from model fitting versus the samples’ rod concentration as determined by UV/VIS spectroscopy. Different symbols represent different probe sphere sizes as indicated in the legend. The dashed dotted line represents a linear relation with zero intersect and unity slope.
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1 Introduction

1.1 Applications

Technical membranes have emerged over the past 30 years in various areas; often unrecognized, they are either consumer products or essential tools in industries such as chemical industry, bioprocessing, gas separation and water production. A few examples illustrate their importance.

- Membranes are frequently used in clothing and shoes. The growing market of outdoor clothing relies on the function of synthetic porous as well as non-porous membranes to transport water vapor (sweat) from the atmosphere between human body and clothing to the outside environment. Such membranes prevent liquid water (rain) from penetrating the membrane. Membranes are used in food protection. Food wrap has the function to encapsulate food to prevent moisture loss from the food matrix as well as to prevent the food to be continuously exposed to an oxygen-rich atmosphere. Frequently a three-layer membrane is used having an oxygen barrier material laminated between two hydrophobic materials with low water permeability. The oxygen barrier must be kept water-free by the outside layers to prevent accelerated oxygen transport due to water swelling. Reverse osmosis membranes have life support functions in arid regions. Countries in the Middle East produce about 50% of their drinking water by reverse osmosis. Membranes desalinate seawater by permeating water but rejecting the salt with retentions higher than 99%.

- Ultrafiltration and RO membranes produce drinking water. Currently, the drinking and process water production processes undergo a dramatic change: classical processing routes are replaced by membrane processes utilizing ultrafiltration as a pretreatment process and removing salts and small organic molecules by reverse osmosis.

- Membranes are major processing aids in beer and wine production. Clarification of wine by membranes is state-of-the-art. Dialysis membranes and reverse osmosis are used to produce alcohol-free beer. Recently, membrane separation processes penetrated the most conservative part of the brewing process: the water supply process.

- Membranes are major processing aids in dairy production. Microfiltration and ultrafiltration units belong to the standard unit operations to concentrate liquid streams present during milk and cheese processing.

1.2 The filtration spectrum

Figure 1 summarizes the application range of the various technical membrane filtration processes. These membranes are for more than 95% use of polymeric materials. Most of the functionality stem from their intricate porosity with pore size ranging from microns to sub-nanometer. This lecture will focus on the preparation of such membranes. It addresses the general principles and shows typical morphologies developing during the formation processes.
1.3 Membrane morphologies

One way of classifying membranes is by morphology or structure as shown in Figure 2. This is very illustrative because the membrane structure determines the separation mechanism and hence the application. If we restrict ourselves to solid synthetic membranes, two types of membrane may be distinguished, i.e. symmetric or asymmetric membranes. The two classes can be subdivided further as shown schematically in Fig. 2. The thicknesses of symmetric membranes (porous or nonporous) range roughly from 10 to 300 µm, the resistance to mass transfer being determined by the total membrane thickness. A decrease in membrane thickness results in an increased permeation rate.

A breakthrough to industrial applications was the development of asymmetric membranes. These consist of a very dense toplayer or skin with a thickness of 0.1 to 0.5 µm supported by a porous sublayer with a thickness of about 50 to 250 µm. These membranes combine the high selectivity of a dense membrane with the high permeation rate of a very thin membrane. Figure 3 depicts the cross-section of a so-called multi-bore capillary hollow fiber with a very rich morphology in which the structural asymmetry is clearly visible. Large voids, larger pores
and decreasing pore sizes are visible. The resistance to mass transfer is determined largely or completely by a thin skin layer on the inside of the lumen: the skin is not visible at this small magnification. Its pore size in the order of 10 nm.

Many of the aspects summarized here are comprehensively described in Mulder’s Book Basic Principles of Membrane Technology [1]

2 Polymeric membrane formation

Polymeric membranes are mostly formed from a polymer solution. The polymer solution is shaped into the desired configuration followed by a fixation (phase inversion) process, which determines the ultimate membrane structure and therefore the separation characteristics of the membrane.

The concept of phase inversion or phase separation covers a range of different techniques from solvent evaporation, precipitation by controlled evaporation, thermal precipitation, precipitation from the vapour phase to immersion precipitation. The majority of the phase inversion membranes are prepared by immersion precipitation which will be described in more detail. A comprehensive review is given in [2]

This paragraph mainly focuses on the phase inversion process. At first a more theoretical explanation of the phase inversion process is given. This part is split-up in two, one dealing with phase inversion induced by a change in temperature (Temperature Induced Phase Separation) and the other dealing with phase inversion induced by a change in composition (Diffusion Induced Phase Separation). The sections focus on the thermodynamics of binary and ternary polymer systems.

Phase inversion is a process that occurs far from equilibrium: a polymer is transformed in a controlled manner from a liquid to a condensed/solid state. The process of solidification is very often initiated by the transition from one liquid state into two liquids (liquid-liquid demixing). At a certain stage during demixing, one of the liquid phases (the polymer rich phase) will solidify so that a solid matrix is formed. By controlling the initial stage of phase transition the membrane morphology can be controlled, i.e. porous as well as nonporous membranes can be prepared. All phase inversion processes are based on the same thermodynamic principles, since the starting point in all cases is a thermodynamically stable homogeneous solution, which is subjected to a thermodynamic disturbance inducing demixing. Whether a mixture is thermody-
Fig. 4: Phase diagram of a polymer solvent mixture showing the liquid liquid demixing region based on the function of the Free Enthalpy of Mixing $\Delta G_m$

2.1 Thermally induced phase separation

In order to understand the mechanism of liquid-liquid demixing more easily, a binary system consisting of a polymer and a solvent will be considered. Generally, the solvent has a high boiling point, e.g. sulfolane (tetramethylene sulfone, bp: 287°C) or oil (e.g. nujol). The starting point for preparing phase inversion membranes is a thermodynamically stable solution, for example one with the composition A at a temperature $T_1$ (with $T_1 > T_c$). All compositions with a temperature $T > T_c$ are thermodynamically stable in Figure 10. When the binodal is attained by decreasing the temperature, liquid-liquid demixing occurs and the solution separates into two phases, one rich in polymer and the other poor in polymer. When the temperature is decreased further to $T_2$, the composition of the two phases follow the binodal and eventually the compositions $\phi_I$ and $\phi_{II}$ are obtained. At a certain temperature the polymer-rich phase solidifies by crystallisation (polyethylene), gelation (cellulose acetate) or on passing the glass transition temperature (atactic polymethylmethacrylate). Frequently, semi-crystalline polymers are used (polyethylene, polypropylene, aliphatic polyamides) which crystallise relatively fast, and hence a solid-liquid phase transition should be included. In case of glassy amorphous polymers the melting line may be replaced by a vitrification line.

2.2 Diffusion induced demixing

In addition to temperature changes, changes in composition brought about by the addition of a third component, a nonsolvent, can also cause demixing. Under these circumstances we have a ternary system consisting of a polymer, a solvent and a nonsolvent, where the solvent and nonsolvent must be miscible with each other. The liquid-liquid demixing area must now be represented as a three-dimensional surface. The free enthalpy of mixing is a function of the
Fig. 5: Phase diagram and $\Delta G_m$ representation for a ternary mixture of polymer/solvent/non-solvent showing the liquid liquid demixing region based on the function of the free enthalpy of mixing.

composition as can be seen from Figure 5, where some drawings from the $\Delta G_m$ surface has been given at a certain temperature. All pairs of compositions with a common tangent plane to the $\Delta G_m$ surface constitute the solid line projected in the phase diagram, the binodal. The tie lines connect points on the binodal that are in equilibrium. A composition within this two-phase region always lies on a tie line and splits into two phases represented by the two intersections between the tieline and the binodal. As in the binary system, one end point of the tieline is rich in polymer and the other end point is poor in polymer. The binodal may be calculated numerically using various thermodynamic models. Most commonly, a Flory-Huggins type of model is used.

2.3 Kinetics during membrane formation

Most commercially available membranes are prepared by immersion precipitation. Immersion precipitation membranes in their most simple form are prepared in the following way. A polymer solution consisting of a polymer (3) and a solvent (2) is cast as a thin film upon a support (e.g. a glass plate) and then immersed in a nonsolvent (1) bath. The solvent diffuses into the coagulation bath ($J_2$) whereas the nonsolvent will diffuse into the cast film ($J_1$). After a given period of time the exchange of solvent and nonsolvent has proceeded so far that the solution becomes thermodynamically unstable and demixing takes place. Finally a solid polymeric film is obtained with an asymmetric structure. A schematic representation of the film/bath interface during immersion is shown in Figure 6. Precipitation occurs because of the exchange of solvent and nonsolvent. The membrane structure ultimately obtained results from a combination of mass transfer and phase separation.

Important questions arise for this non-equilibrium process: what factors are important in order to obtain a desired (asymmetric) morphology after immersion of a polymer/solvent mixture in a nonsolvent coagulation bath? Other interesting questions are: why a more open (porous) top layer is obtained in some cases whereas in other cases a very dense (nonporous) top layer supported by an (open) sponge-like structure develops? To answer these questions and to promote an understanding of the basic principles leading to membrane formation via immersion precipitation, qualitative description have been developed in the past. For the sake of simplicity, the
Fig. 6: Schematic representation of a film/bath interface. Components: nonsolvent (1), solvent (2) and polymer (3). $J_1$ is the nonsolvent flux and $J_2$ the solvent flux.

Fig. 7: Representation of composition paths over the film thickness. The right-hand figure shows instantaneous liquid-liquid demixing whereas the left-hand figure shows the mechanism for the delayed onset of liquid-liquid demixing.

The concept of membrane formation will be described in terms of three components: nonsolvent (1), solvent (2), and polymer (3). The change in composition may be considered as determined by the diffusion of the solvent ($J_2$) and of the nonsolvent ($J_1$) (see Figure 6) in a polymer fixed frame of reference. The fluxes $J_1$ and $J_1$ at any point in the cast film can be represented by a phenomenological framework based on thermodynamics of irreversible processes. Here, $\frac{\partial \mu_j}{\partial x}$ - the gradient in the chemical potential - is the driving force for mass transfer of component $j$ at any point in the film and $L_{ij}$ is the permeability coefficient.

Using this approach, one is able to calculate composition paths throughout the thickness of the membranes. It allows to determine whether a polymer solution is immediately unstable and demixes rapidly, or whether diffusional processes proceed for some given time, before delayed demixing occurs. The two different cases are shown schematically in Figure 7.

$$J = -\sum_{j=1}^{2} L_{ij} (\phi_i, \phi_j) \frac{\partial \mu_j}{\partial x} \quad (i = 1, 2)$$

(1)

It has been an for a long time to be able to predict the development of the morphology as a function of time and even obtain an approximation of the final structure of the membrane. However, such modelling allowed to predict some important trends. When liquid-liquid demixing occurs instantaneously, membranes with a relatively porous top layer are obtained. This demixing
mechanism results in the formation of a porous membrane (microfiltration/ultrafiltration type). However, when liquid-liquid demixing sets in after a finite period of time, membranes with a relatively dense top layer are obtained. This demixing process results in the formation of dense membranes (gas separation/pervaporation). In both cases the thickness of the top layer is dependent on all kind of membrane formation parameters (i.e. polymer concentration, coagulation procedure, additives).

2.4 Integrally skinned membranes

Integrally skinned membranes can be characterised by a defect-free thin toplayer, suitable for gas separation, vapour permeation or pervaporation supported by an open structure. The toplayer has about the same properties as a homogeneous film. The basic requirements of these membranes are similar to composite membranes;

- Toplayer should be thin and absolutely defect-free
- Sublayer should be very open with a negligible resistance

These different structures can be correlated to the two mechanism of membrane formation, viz. a toplayer formed by a delayed onset of demixing, and a sublayer formed by instantaneous demixing. Moreover, a polymer concentration profile should be generated as shown schematically in Figure 3.25, with a high polymer concentration at the top side and a low polymer concentration at the bottom side. Such a profile can be obtained in two ways;

- Introduction of an evaporation step before immersion in a nonsolvent bath (dry-wet phase inversion). As a result of this evaporation step the volatile solvent will evaporate from the surface and a driving force has been generated for diffusion of solvent from the bottom side to the top side. This process may be considered to be convection driven.

- Immersion in a nonsolvent with a low mutual affinity to the solvent (wet phase inversion)

It is possible to achieve a high polymer concentration at the top side by direct immersion in the coagulation bath without any evaporation step. This can be achieved by immersion in a nonsolvent with a low mutual affinity. This results in a high ratio of solvent outflow versus nonsolvent inflow (in fact only the solvent should diffuse out of the polymer film) and a non-linear profile is established as well.

2.5 Simulations of membrane morphology

The above described modelling activities are capable to describe concentrations profiles in the emerging membrane prior to phase separation. However, they can only indicate what type of morphological feature may develope after the phase separation sets in. There are 4 approaches known that aim to address the challenge of predicting morphological development during the phase separation process.

1. Cahn-Hillard simulations resolving the emergence of concentration gradient fields in a polymer solution disturbed into a non-equilibrium situation [3]
2. Dissipative particle dynamics simulation [4]: the influences of varying the chain length (N) of the polymer composing the membrane, the solvent size in the polymer solution, and the nonsolvent size and amount in the nonsolvent bath on the liquid-liquid demixing process and the membrane morphology in detail.

3. Stochastic lattice simulations indicating that macrovoids can be avoided by (a) adding non-solvent to the initial polymer solution and (b) high concentrations of a salt that is poorly miscible in the polymer solvent, with no associated decrease in coagulation rate [5].

4. Lattice Bolzmann Simulations which indicate that the influence of polymer solution viscosity and interactions between solvent/nonsolvent/polymer on the simulated structures agree qualitatively with experimental observations [6].

3 Membrane fabrication processes

Porous membranes can be produced on a large scale in two different geometries, (a) as flat sheets up to a width of one meter but infinitely long and (b) as hollow fibers through a continuous spinning process. Both processes are highly automated and described in more detail below.

3.1 Flat membranes

The preparation of flat membranes on a semi-technical or technical scale is shown schematically in Figure 9. The polymer is dissolved in a suitable solvent or solvent mixture (which may include additives). The viscosity of the solution depends on the molecular weight of the polymer, its concentration, the kind of solvent (mixture) and the various additives. In Figure 3.45 the polymer solution (often referred to as the casting solution) is cast directly upon a supporting layer, for example a non-woven polyester, by means of a casting knife. The casting thickness can vary roughly from 50 to 500 m. The cast film is then immersed in a nonsolvent bath where exchange occurs between the solvent and nonsolvent and eventually the polymer precipitates. Water is often used (and from an environmental point of view also preferred) as a nonsolvent. But organic solvents (e.g. methanol) can be used as well. Since the solvent/nonsolvent pair is a
very important parameter in obtaining the desired structure the nonsolvent can not be chosen at will: in fact their compositions are often trade secret of the membrane producers.

3.2 Hollow fibers

Although both flat membranes and hollow fiber membranes can exhibit similar performances, the procedures for their preparation are not the same. Since hollow fibers are self-supporting, the fiber dimensions are very important. Furthermore, demixing takes place from the bore side or lumen and from the shell side or outside, whereas in the preparation of flat membrane demixing occurs from only one side. Spinning parameters are also important with respect to membrane performance during the preparation of hollow fiber. Hollow fibers and capillaries are mostly prepared using a wet spinning or dry-wet spinning spinning process.

A schematic drawing of the dry-wet spinning process is shown in Figure . A viscous polymer solution containing a polymer, solvent and sometimes additives (e.g. a second polymer or a nonsolvent) is pumped through a spinneret, the polymer solution being filtered before it enters the spinneret. The viscosity of the polymer solution must be high (in general more than 100 Poise). The bore injection fluid is pumped through the inner tube of the spinneret. After a short residence time in the air or a controlled atmosphere (the term dry originates from this step) the fiber is immersed in a nonsolvent bath where coagulation occurs. After a washing step, the fiber is then collected upon a godet.

The main spinning parameters are: the extrusion rate of the polymer solution; the bore fluid rate; the 'tearing-rate'; the residence time in the air-gap; and the dimensions of the spinneret. These parameters interact with the membrane-forming parameters such as the composition of the polymer solution, the composition of the coagulation bath, and its temperature.

4 Summary

Polymer membranes often show intricate porous structural features. The use of such features is well established industrially. The control of such porosity features is evidence, however not well understood. Simulations approaches combine thermodynamics of complex mixture with kinetic models to trace diffusion of multiple components and to simulate the emergence of liq-
uid and condensed phases. Such simulations are currently at its infant state.
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1 Introduction

Look around the house and you will see that you are surrounded by many kinds of polymers: plastic containers, surface coatings in the kitchen, toys and clothes in the living room and bedroom. Modern equipment and components in your car and work place are often made of or coated with polymer composite materials. Today traditional materials, such as metals, ceramics and wood have partly been replaced by synthetic polymers which may be stronger, lighter and cheaper and which through scientific research can be tailored to specific requirements.

It is hard to imagine life without modern synthetic plastics and rubbers. These polymers can be moulded into almost any shape, extruded into thin films and fibres, applied as coatings and given bright colours or made transparent. New polymer composites are continually being developed including reinforced rubbers or construction materials even for aeroplanes.

Polymers are one of the most important products of chemical industry. The development of this industry in Germany started in the second half of the 19th century. BASF was founded in 1866. In 1885 it had already 2335 employees. In 1900 BASF had grown to 6771 employees. Similarly Bayer was founded in 1881. In 1885 Bayer employed 24 chemists and 300 workers. Just 11 years later it had grown to 104 chemists and 2644 workers. The 2012 turnover of chemicals in Europe is given in Table 1. Among these products polymers are on the third rank. Thus, polymers are indeed a very important commodity.

| Table 1: Turnover along products (Europe 2012) |

The diffusional motions of long flexible polymers constitute fascinating physics and at the same time represent one of the great challenges of modern material science. The drive towards the molecular understanding of the complex viscoelastic properties of polymer
liquids is the focal point of rheology and connects the classical chemical engineering approach with modern physics [1]. There the tube model invented by Doi and Edwards [2] and de Gennes [3] has shown itself as the most successful molecular model describing the topological confinement imposed by the mutually interpenetrating polymer chains in the melt. In terms of this so called reptation model a theory of viscoelasticity has been developed that describes the main features of polymer melt rheology.

This lecture aims to identify general principles of chain motion on a molecular scale which underpin the macroscopic properties and presents concepts and experimental results on these motional mechanisms in space and time. On the example of linear homopolymers we shall address the basic features of polymer dynamics considering both the dynamics of melts and solutions. Then we discuss two recent topics of polymer dynamics: (i) the unusual dynamics of ring polymers that because of their unique topology stands out among all other polymer architectures; (ii) the effect of attractive surfaces on the chain dynamics, a topic that is highly important for the understanding of modern composites.

2 Macroscopic Dynamics

Dynamic processes in polymers occur over a wide range of length and time scales. Fig. 1 relates the dynamic modulus, as it may be observed on a polymer melt, with the length and time scales of molecular motion underlying the rheological behaviour. Our example deals with an amorphous polymer excluding any crystallization processes. It is clear, that we can distinguish several different regimes. At low temperatures the material is in a glassy state and only small amplitude motions like vibrations, short range rotations or secondary relaxations take place. At the glass transition temperature $T_g$ the primary relaxation (alpha relaxation) becomes active allowing the system to flow. The time range over which this relaxation takes place easily covers more than ten orders of magnitudes in time. The following rubbery plateau in the modulus relates to large scale motions within a polymer chain. Two aspects stand out.
The first is the entropy driven relaxation of out of equilibrium fluctuations, secondly these relaxations are limited by confinement effects caused by the mutually interpenetrating chains. As we shall see later, this confinement is modelled most successfully in terms of the reptation model that was developed by de Gennes. Finally, when the chain has lost the memory of its confined state, liquid flow sets in. That is characterised by the translational centre of mass diffusion of the chain. Depending on the molecular weight, the characteristic length scales from the motion of a single bond to the overall chain diffusion may cover about three orders of magnitude, while the associated time scales may stretch over more than ten orders.

Fig. 2: Real and imaginary part $G'$ and $G''$ of the dynamic modulus for polymer melt. The two red lines display the region where the polymer melt responses elastically.

Fig. 2 quantifies this behaviour on the example of the real and imaginary part of the dynamic modulus which is plotted as a function of frequency covering about ten orders of magnitude. The parameter for the different curves is the molecular weight: the larger the molecular weight, the broader the spectrum of the modulus. Looking on the real part $G'$ we realise a plateau in frequency that enlarges with increasing molecular weight. In this regime the polymer liquid responds elastically like a rubber. Only at low frequencies we see the transition to liquid like flow. Likewise the imaginary part $G''$, that describes the dissipative behaviour of the melt, exhibits a maximum where the liquid flows sets in. At this point a transition from elastic to liquid like behaviour occurs. The dynamic modulus displays the viscoelastic properties of polymer melts. In a certain frequency range the elastic behaviour prevails while in others we deal with typical liquid like behaviour.

Another characteristic behaviour of polymer melts are universal power laws in the molecular weight dependence of viscosity and diffusion.

Fig. 3 presents the molecular weight or chain length dependence of the melt viscosity for a number of different polymers in a double logarithmic plot. In all cases the viscosity shows two different power law regimes. At low molecular weight the viscosity increases proportional to molecular weight, while above a critical molecular weight $M_c$, the viscosity increases dramatically with $M$ following a power law with an exponent of about 3.4. Thus, with increasing chain length a polymer melt becomes very tough and viscous.

Likewise, the molecular weight dependence of the translational diffusion coefficient of a polymer in a melt is characterized by two different power law regimes.
Fig. 3: Polymer melt viscosity for various polymers as a function of chain length. The data are characterized by cross over between two power laws [4].

Fig. 4: Translational diffusion coefficient in a polymer melt measured for polyethylene as a function of molecular weight: Again two different power laws are visible.
This is shown in Fig. 4, where the inverse diffusion coefficient is displayed as a function of molecular weight in a double logarithmic form. Again, at low molecular weight we realise a linear dependence while at higher molecular weight the diffusion coefficient is inversely proportional to the square of the molecular weight. These earlier results by Persson at al. [5] were later modified by more precise experiments revealing a power law exponent of -2.3 instead of -2 for the molecular weight dependence of the diffusion coefficient [6].

In the following we will now ask for a molecular understanding of this peculiar behaviour of polymer melts. We will go through a hierarchy of models that will let us understand, why long chain molecules exhibit the shown dynamical features.

3 Neutron Scattering on the dynamics of large scale systems

Neutron scattering with its space time sensitivity on a molecular and atomic scale unravels the details of the molecular motions in question. Commencing at the scale of the single bond, where movements take place at a pace as in normal liquids, quasielastic neutron scattering (QENS) provides insight into local relaxation processes. At larger length scales first the entropy driven Rouse motion and at even larger distances the effect of entanglement constraints due to the mutual interpenetration of chains comes into the observation range. The most powerful technique suitable for these investigations, the neutron spin echo spectroscopy (NSE) operates in the time domain and uncovers a time range from about 2ps to 600ns and accesses momentum transfers between 0.01Å⁻¹ and 3Å⁻¹.

Coherent quasi- and inelastic neutron scattering reveals the dynamic structure factor \( S(Q,t) \) or its Fourier transformed counterpart \( S(Q,\omega) \) [1]

\[
S(Q,t) = \frac{1}{N} \sum_y \langle \exp(-iQr_y(t)) \exp(iQr_y(0)) \rangle 
\]

where \( r_y(t) \) and \( r_y(0) \) are the position vectors of the scatterers at time \( t \) and time \( t = 0 \) respectively, \( N \) is the number of scatterers and \( h\omega/(2\pi) \) is the momentum transfer during scattering. The brackets denote the thermal average. \( S(Q,t) \) reflects the pair correlation function and relates to the collective properties of a material. In the neutron cross section it is weighted by the average scattering length \( |b|^2 \).

Incoherent scattering is related to scattering length disorder which may either origin from spin dependent scattering lengths like in the case of hydrogen or from isotope mixtures with different scattering properties. This disorder prevents constructive interference of partial waves scattered at different atoms and reveals the self correlation function. Eq.[1] provides the self correlation function, if in the double sum only terms with \( i = j \) are considered. In the cross section \( S_{\text{inc}}(Q,t) \) is weighted by the average scattering length fluctuations \( \langle b^2 \rangle - |b|^2 \).

In Gaussian approximation which is widely used for the calculation of neutron dynamic structure factors for polymer dynamics Eq.[1] is approximated by
The Standard Model of Polymer Dynamics (Rouse)

If we want to describe the motion of a polymer, we could start with the atoms of a chain and solve Newton’s equations. This asks us to deal with very many variables - already the simplest polymer chain polyethylene built from CH₂ units, at a reasonable length of about a thousand units features already 3 000 atoms. A melt of such chains gets difficult to treat already for advanced molecular dynamics simulations. We may make a step further and coarse grain in a way, that we describe the atoms along one bond, in this case the CH₂ unit by one entity leading to the unified atom model. In this case, we still have thousand atoms in one chain. Again we need severe MD simulation in order to solve the problem and we still don’t have a model. In order to go further, we have to coarse grain significantly more and still keep the essentials of the problem (Fig. 5).

This is achieved with the Rouse model [7]. Here the polymer chain is described by a sequence of beads and springs where the beads undergo friction with a heat bath. The springs originate from the chain entropy that prefers a Gaussian chain conformation. Any deviations from such conformations undergo a restoring force of harmonic character.

With that we can write down a Langevin equation for the chain segmental motion.

\[
S_{nc}(Q,t) = \frac{1}{N} \sum \exp \left[ -\frac{Q^2}{6} \left( \langle r_i(t) - r_i(0) \rangle^2 \right) \right]
\]  

(2)

\[
\xi_0 \frac{dr_n}{dt} = \frac{k_B T}{l^2}(r_{n+1} - 2r_n + r_{n-1}) + f_n(t)
\]  

(3a)

\[
\xi_0 \frac{dr_n}{dt} = k \frac{\partial^2 r_n}{\partial n^2} + f_n(t)
\]  

(3b)

Here \(\xi_0\) is the friction of the heat bath \(k_B T/l^2 \equiv k\) is the entropic spring constant, where \(l\) is the segment length and \(f_n(t)\) describes the thermal random force acting on bead “n”. Assuming white noise this equation can be solved exactly (see e.g./3/). Equ.[3b] is the
continuous version of Equ.[3a], where the difference term is replaced by the second derivative with respect to the now continuous monomer index “n”. For the viscosity of the melt we get

\[ \eta = \frac{\zeta \sigma}{36} l^2 N \rho \]

where \( \rho \) is the density and \( N \) the chain length. Note, that this viscosity is proportional to the number of chain segments \( N \).

Similarly for the translational centre of mass diffusion coefficient Eq. [3] leads to.

\[ D = \frac{k_B T}{\zeta \sigma} \propto N^{-1} \] (5)

The diffusion coefficient is inversely proportional to the number of friction exerting beads. For short chains both results agree with macroscopic experiments, but we may ask is this model also correct microscopically?

For this purpose we have to look on the chain motion on the scale of the chain. There a prominent quantity is the mean square segment displacement. For long times we know that the motion has to be diffusive and therefore \( \langle \Delta r_n^2(t) \rangle = 6Dt \).

But what happens, when the chain segments have moved distances smaller than the chain dimensions? Let’s start with a borderline case, the case where the covered distance is just the chain size. This obviously is the longest time, where internal correlations within the chain could play a role. This longest relaxation time is also called the Rouse time \( \tau_R \). From the simple consideration we would get \( 6D\tau = R_e^2 = Nl^2 \), where \( R_e \) is the chain end to end distance.

Using Eq [5] and equating for \( \tau_R \) we get

\[ \tau_R \approx \frac{N^2 l^2 \zeta_0}{6k_B T} \] (6)

differing only slightly from the correct value. A solution of Eq.[3] yields

\[ \tau_R = \frac{N^2 l^2 \zeta_0}{3\pi^2 k_B T} = \tau_0 N^2 ; \tau_0 = \frac{l^2 \zeta_0}{3\pi^2 k_B T} = \frac{1}{W \pi^2} \]

Now, any subsection of the chain with \( \frac{N}{p} \) segments relaxes as the whole chain. Therefore, we have

\[ \tau_p \propto \tau_0 \left( \frac{N}{p} \right)^2 \] (7)

at the time \( \tau_p \) the chain section with \( N/p \) monomers moves over its own distance. Thus,
the most right part of Eq. [8] follows from Eq. [7].

In a more formal way this behaviour may derived in terms of eigenmodes of the chain that exhibit a wavelength \( \lambda = l^* N / p \) along the chain. These eigenmodes are obtained by a Fourier transformation of the Langevin Equ. [3] with the proper boundary conditions of force free ends (see ref./4/). They turn out as

\[
\phi_p(n) = \frac{1}{N} \cos\left(\frac{p\pi}{N} n\right)
\]

These modes relax with the characteristic times \( \tau_p = \frac{\tau_R}{p^2} \).

Since this Eq.[8] holds for all \( p \), the chain segments at times shorter than \( \tau_R \) move in a subdiffusive way. The mean square displacement only increases with the square root of time. This is a basic prediction of the Rouse model. Performing the full calculation starting from Eq. [3], the final result for the time dependent mean square displacement is:

\[
r_n^2(t) = \sqrt{\frac{12l^2k_BT}{\pi\zeta_0} t}
\]

The segment self correlation function that is measured with quasielastic incoherent neutron scattering directly accesses this quantity. In Gaussian approximation we have

\[
S_{\text{self}}(Q,t) = \exp\left[-\frac{Q^2}{6}\langle r^2(t) \rangle\right] = \exp[-D_R Q^2 t] \exp\left[-\frac{2}{\sqrt{\pi}}\left(\Omega_R(Q) t\right)^{\frac{1}{2}}\right]; \Omega_R(Q) = \frac{k_BT^2}{12\zeta_0} Q^4
\]

The second part of this equation is obtained by inserting Eq. [10]. \( \Omega_R(Q) \) is the characteristic relaxation rate, that increases with the momentum transfer \( Q^4 \).

Even though a clear cut prediction, experimentally the observation of the self correlation function of a Rouse chain is an important challenge. The necessary resolution at the low momentum transfers requires, neutron spin echo spectroscopy [8]. Here, incoherent experiments are difficult, since incoherent scattering depolarises the beam to a large extend (2/3 spin flip scattering). Therefore, using a trick the first successful experiments were carried out. The chemists produced deuterated PDMS where randomly short protonated sections were copolymerised. These protonated sections in a generally deuterated environment gave rise to coherent scattering, however, since the scattering from different labels was uncorrelated the self correlation function was measured.
Fig. 6: Dynamic structure factor for the segmental self motion in a PDMS-melt. The data are scaled with the Rouse variable. Solid line predicted $\sqrt{t}$ relaxation by the Rouse model $\sigma^2 \equiv l^2$.

Fig. 6 displays the obtained self correlation function for PDMS [9] in a presentation where the logarithm of the scattering function is plotted versus $(\Omega R_q t)^{1/2}$ the scaling variable of Eq. [11]. In this way all the data collapse on one single master curve that according to Eq. [11] should be a straight line. The experimental results beautifully verify the major prediction of the Rouse model and show that the simple approximation of the bead - spring model properly accounts for the segmental dynamics of the PDMS chain on the space time frame investigated.

For the single chain dynamic structure factor, where we look on a labelled e.g. protonated chain in a deuterated environment, we have to deal with the interference of scattered waves originating from the different atoms or monomers of the chain. The detailed calculations are found in reference /3/. The result may be expressed in terms of the Rouse modes (Equ.[9]) and the corresponding relaxation times $\tau_p = \tau_R p^{-2}$.

\[
S_{\text{chain}}(Q,t) = \frac{1}{N} \exp\left[-Q^2 D_R t\right] \sum_{i,j} \exp\left\{-\frac{1}{6} |i-j| Q^2 t^2\right\}^*
\]

\[
\exp\left\{-\frac{2 R_e^2 Q^2}{3 \pi^2} \sum_p \frac{1}{p^2} \cos\left(\frac{p \pi i}{N}\right) \cos\left(\frac{p \pi j}{N}\right) \left(1 - \exp\left(-\frac{tp^2}{\tau_R}\right)\right)\right\}
\]

(12)

for small $Q$ ($Q R_e < 1$) the second and third terms are negligible and $S_{\text{chain}}(Q,t)$ describes the centre of mass diffusion of the chain.

\[
S_{\text{self}}(Q,t) = \frac{1}{N} S_{\text{chain}}(Q,t) = \exp\left(-D_R Q^2 t\right)
\]

(13)

For $Q R_e > 1$ and $t < \tau_R$ the internal relaxations dominate. For $t=0$ we have $S_{\text{chain}}(Q,t) = S_{\text{chain}}(Q)$, i.e. the structure factor corresponds to a snapshot of the chain structure.

\[
S_{\text{chain}}(Q) = \frac{1}{N} \sum_{n,m} \exp\left(-\frac{1}{6} Q^2 |n-m|^2\right)
\]

(14)
Replacing the summations by integrals and observing the relation $R_g^2 = \frac{1}{6}Nl^2$ for the radius of gyration Eq.[14] immediately leads to the well known Debye function

$$S_{\text{chain}}(Q) = Nf_{\text{Debye}}(Q^2R_g^2)$$

$$f_{\text{Debye}}(x) = \frac{2}{x^2}(e^{-x} - 1 + x)$$

Similar to the self correlation function chain still follows the universal decay if plotted versus the Rouse variable $(\Omega_Rt)^{1/2}$.

**Fig. 7:** Single chain dynamic structure factor measured for polyethylethylene scaled with the Rouse variable. All data collapse to a single master curve (see text).

**Fig. 8:** Characteristic relaxation rate for polyethylethylene at two different temperatures as a function of momentum transfer $Q$. The data display the predicted $Q^4$ scaling. For the deviations at low $Q$ see text.

This is displayed for polyethylethylene (PEE) in Fig. 7 [10] again the data follow closely a single master curve, however, with a shape that differs from the simple form of Fig. 6. Furthermore, again the characteristic rate $\Omega_R$ is predicted to follow the $Q^4$ power law.

In Fig. 8 this is beautifully seen, where the characteristic width $\Gamma(Q) \equiv \Omega$ is displayed as a function of $Q$ in a double logarithmic way. For more than three orders of magnitude in rate, the data display the $Q^4$ law. The small deviations at low $Q$ result from the translational diffusion coefficient, that additionally contributes to the overall relaxation. From Eq. [11] follows

$$\Gamma(Q) = D_RQ^2 + \Omega_R(Q) = Q^2(D_R + \frac{k_BTl^2Q^2}{12\zeta_0})$$

The solid lines in Fig. 8 reflect the combined diffusive and internal relaxation behaviour.
The above expressions provide an universal description of the dynamics of a Gaussian chain and are valid for real linear polymer chains on intermediate length scale. The specific (chemical) properties of a polymer enter only in terms of two parameters $N1^2 = R_e^2$ and $\ell^2/\zeta_0$.

The friction parameter is governing the Rouse variable in terms of $W^4 = \frac{3k_BT}\zeta_0$. As eluded to in Eq.[16] also the center of mass diffusion coefficient may be expressed in these terms $D = k_BT \frac{\ell^2}{\zeta_0 R_e^2}$. Since the Rouse model does not contain an inherent length scale, the parameter $N$ (chain length) and $\ell^2$ (segment length squared) are somewhat arbitrary as long as the physical values of $\ell^2/\zeta_0$ and $R_e^2$ are kept constant. The NSE experiments measure directly the friction coefficient/length squared.

Setting the time scale the monomeric friction coefficient is a basic quantity in all rheological measurements. There this quantity is inferred indirectly either from measurements of the dynamic modulus $G(\omega)$ in the first relaxation regime. Here in terms of the Rouse model the relaxation spectrum $H$ is given by [11]

$$H(\omega) = \frac{\sqrt{\ell^2} \rho N_A}{2 \pi M_0} \frac{\zeta_0 k_BT}{6} \omega^{1/2} \quad (17)$$

$M_0$ is the monomer mass, $N_A$ the Avogadro number, $\zeta_0$ the friction coefficient related to the monomer size and $\omega$ the relaxation frequency; or from viscosity measurements (Equ.[4]). Very often also viscosity studies at high molecular weight are used. Then the effect of entanglements has to be considered in an empirical fashion. The NSE experiments in the Rouse regime provide direct microscopic access to $\zeta_0$. From $W^4 = \frac{3k_BT}{\zeta_0}$ we obtain

$$\zeta_0 = \left( \frac{3k_BT}{W^4} \right) \ell^2 \quad (18)$$

A detailed tabulation is e.g. given in ref. [12]. NSE experiments on polymer melts in the Rouse regime have been performed by now on seven different polymers including two studies of a systematic temperature dependence [1] Table 1 presents the monomeric friction coefficient originating from these measurements and compares them with rheological data taken mostly from Ferry’s book. While in some instances very good agreement is evident (PDMS, PVE) in other cases substantial deviations are visible. Also the method, how the rheological results were obtained, seems to determine significantly the rheological friction coefficient e.g. in the case PEP a rescaling of the high molecular weight viscosity at 373K gives $\zeta_{\text{PEP}}^{\text{PEP}} = 6.3 \cdot 10^{-11} \frac{N_s}{m}$ while an evaluation from the dynamic modulus yields $\zeta_{\text{Mod}} = 0.98 \cdot 10^{-11} \frac{N_s}{m}$. The microscopic value of $3.8 \cdot 10^{-9} \frac{N_s}{m}$ is just in between.

In summary the chain dynamics at intermediate scales is excellently described by the bead-spring Rouse model:

- it predicts correctly, the Q-dependence of the relaxation rate (Rouse scaling variable)
Polymerdynamics

- It provides quantitative expressions for the spectral shape of self and pair correlation functions
- It furthermore establishes the correct reference to macroscopic quantities as viscosity $\zeta$ and translational diffusion coefficients $D_R$

**Table 1:**

*Monomeric friction coefficients from NSE experiments compared to rheological data from the compilation of Ferry [11].*

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Temperature</th>
<th>$\zeta^{NSE} \left[ 10^{11} \frac{Ns}{m} \right]$</th>
<th>$\zeta^{rheo} \left[ 10^{11} \frac{Ns}{m} \right]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PVE [10]</td>
<td>408</td>
<td>1.59</td>
<td>1.26</td>
</tr>
<tr>
<td>PI [10]</td>
<td>408</td>
<td>0.569</td>
<td>0.19</td>
</tr>
<tr>
<td>1,4 PB [11]</td>
<td>353</td>
<td>0.60</td>
<td>3.1</td>
</tr>
<tr>
<td>PEP [12,13]</td>
<td>373</td>
<td>3.82</td>
<td>0.98 (6.3*)</td>
</tr>
<tr>
<td>PE [12,13]</td>
<td>415</td>
<td>0.18</td>
<td>0.255*</td>
</tr>
<tr>
<td>PDMS [14]</td>
<td>373</td>
<td>0.298</td>
<td>0.282</td>
</tr>
<tr>
<td>PEE [7]</td>
<td>473</td>
<td>0.695</td>
<td></td>
</tr>
</tbody>
</table>

*J. Luettmer-Strathmann, Int. J. Thermophys. 22, 1507 (2001)*

5 **Hydrodynamic Interaction in Polymer Solutions**

In this chapter we will discuss a phenomenon occurring in solutions only. As discussed broadly in the lecture on "Hydrodynamics", in solutions, hydrodynamic interactions transmitted by the solvent are an important ingredient for the understanding of the dynamics of such systems. If a monomer moves, via friction it exerts a force on the solvent creating a flow field. This flow field then interacts again via friction with the other polymer segments and couples the motions of all monomers with each other. In this paragraph we will first discuss the conceptual basis in terms of the Oseen tensor and the Zimm model, then we will present experimental results on dilute solutions, discuss the effect of concentration in regarding semidilute solutions, where the screening of the hydrodynamic interactions and collective diffusion are important.

5.1 **The Zimm Model**

The flow field $\mathbf{v}$ exerted by a force $\mathbf{F}$ in the solvent is described by the Oseen tensor $T$. $T$ is derived from the incompressible Navier-Stokes equation.

$$\mathbf{v}(r) = T \cdot \mathbf{E} \quad (19)$$

$$T(r) = \frac{1}{8\pi \eta_r |r|} \left\{ \mathbf{E} - \frac{\mathbf{r} \otimes \mathbf{E}}{r^2} \right\} \quad (20)$$
$\eta_s$ is the solvent viscosity, and $r$ the distance between force and flow field. $E_{\text{m}}$ is the unity tensor and the circle with the cross designates the outer product.

For a polymer in solution the velocity of the solvent $\nu(r_n)$ at the monomer position $r_n$ is the consequence of the forces which are exerted by all other moving monomers on the solvent.

\[
\nu(\mathbf{r}_n) = \sum_{m \neq n} T_{nm} E_{\text{chain}}^{-m}
\]

(Eq. 21)

$E_{\text{chain}}^{-m}$ is the force which is exerted by segment $m$ on the solvent. This force is given by the Rouse equation (Eq. [3b]). Inserting Eq.[3b] into Eq.[21], we obtain

\[
\nu(\mathbf{r}_n) = \sum_{m \neq n} T_{nm} \left( k \frac{\partial^2 r_m}{\partial m^2} + f_m \right)
\]

(Eq. 22)

This velocity field exerts a force on segment $n$. Including the hydrodynamic force term in the Rouse Eq. [3b], we obtain the Zimm equation [23].

\[
\xi \frac{d r_n}{dt} = \left( k \frac{\partial^2 r_n}{\partial n^2} + f_n \right) + \xi \sum_{m \neq n} T_{nm} \left( k \frac{\partial^2 r_m}{\partial m^2} + f_m \right)
\]

(Eq. 23)

This is a coupled non-linear differential equation which cannot be solved without approximations.

The standard solution is obtained after an orientational averaging of the Oseen tensor. Furthermore, all intrachain distances are averaged with their equilibrium distribution. For a theta solvent this equilibrium distribution is Gaussian. With that, the Oseen tensor becomes

\[
\langle T_{nm} \rangle = \frac{1}{\left( 6 \pi^2 |n-m| \right)^{1/2}} \ln \eta_s
\]

(Eq. 24)

With these approximations Eq. [23] may be linearized by Fourier transformation using the Rouse normal modes (Eq.[9]) that approximately diagonalize the Zimm equation. Neglecting the very small off-diagonal elements the Zimm equation may be easily solved. For the relaxation time spectrum, we obtain

\[
\frac{1}{\tau_p} = \frac{1}{\tau_z} p^{3/2} \quad \text{with} \quad \tau = \frac{\eta_s N^{3/2} \ell^3}{\sqrt{3 \pi k_B T}} = 0.325 \frac{\eta_s R_s^3}{k_B T}
\]

(Eq. 25)

This different power law in $p$ leads to a Q-scaling of the characteristic relaxation rate $\Omega_z \sim Q^3$ rather than $\Omega_r \sim Q^4$. Compared to the Rouse model, the relaxation time spectrum is changed qualitatively ($1/\tau_p = p^{3/2}$ instead of $1/\tau_p = p^2$ in the Rouse case). This qualitative change is the consequence of the long range hydrodynamic interaction. For the mean square displacement of a single monomer again a qualitatively different behaviour compared to the Rouse case is found.
\[ \langle \Delta r_n^2(t) \rangle = \Gamma \frac{1}{3} \frac{2}{\pi^2} \left( \frac{\sqrt{3} \pi k_B T}{\eta_s} \right)^{2/3} t \]  

For the diffusion coefficient of the whole chain

\[ D_z = \frac{8 k_B T}{3 (6 \pi^3)^{1/2} \eta_1 \sqrt{N}} = 0.196 \left( 0.203 \right) \frac{k_B T}{\eta_s R_c} \]  

is obtained, where the first prefactor stands for θ- and the second for good solvents. Polymer coils exhibit a diffusion coefficient following Einstein's law for hard spheres! Table 2 compares the predictions of the Rouse and the Zimm models.

**Table 2: Comparison of predictions of the Rouse and the Zimm models**

<table>
<thead>
<tr>
<th>Properties</th>
<th>Zimm</th>
<th>Rouse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diffusion coefficient</td>
<td>( 0.196 \frac{k_B T}{\eta_s R_E} )</td>
<td>( \frac{k_B T}{N \xi_0} )</td>
</tr>
<tr>
<td>Longest relaxation time</td>
<td>( \tau_z = 0.325 \frac{\eta_s R_E^3}{k_B T} )</td>
<td>( \tau_R = \frac{\zeta \eta_0 R_E^4}{3 \pi^2 k_B T \xi_0^2} )</td>
</tr>
<tr>
<td>Dispersion relation</td>
<td>( \frac{1}{\tau_p} \approx \frac{1}{p^{3/2}} )</td>
<td>( \frac{1}{\tau_p} \approx \frac{1}{p^2} )</td>
</tr>
<tr>
<td>Mean-square segment displacement</td>
<td>( \Gamma \left( \frac{1}{3} \right) \frac{2}{\pi^2} \left( \frac{\sqrt{3} \pi k_B T}{\eta_s} t \right)^{2/3} )</td>
<td>( 2 \ell^2 \left( \frac{3 k_B T}{\pi \xi_0^2} t \right)^{1/2} )</td>
</tr>
</tbody>
</table>

### 5.2 Results on Dilute Solutions

For polydimethylsiloxane (PDMS) bromobenzene is a theta solvent at \( T = 84^\circ C \). In such a solvent the polymer-polymer and the polymer solvent interactions compensate such that like in the melt the chain conformations follow an ideal Gaussian random walk. Fig. 9 presents NSE results under such conditions. The solid lines display the prediction of the Zimm model. For the data description the only parameter of the model, the solvent viscosity, was fitted. The resulting value agrees within 10% with that for the solvent viscosity [13].

### 5.3 Semidilute Solutions

In semidilute solutions the polymer chains start to interpenetrate each other and to overlap. On short scales corresponding to distances smaller than the average distance \( \xi_c \) between points of overlap - we expect that the polymer will behave as in dilute solution. For larger distances \( r > \xi_c \), we need to consider two different effects.
1. The transient network formed by the overlapping polymers will relax with a collective diffusion coefficient $D_{coop}$.

2. Since the flow field scatters at the mesh of chains, at such distances the hydrodynamic interactions will be screened.

Fig. 9: Dynamic structure factor obtained from a dilute solution of PDMS in bronobenzene at $T = 84^\circ C$ under $\theta$ conditions.

We will discuss first the collective diffusion. The transition from the spatial heterogeneity at small distances towards homogenous behaviour at $r = \xi_c$ changes the dynamic properties. At short distances we will observe single chain dynamics with the characteristic relaxation rate, $1/\tau(Q) = T/\eta_s \cdot Q^3$ while at larger distances collective relaxation with $1/\tau(Q) = D_{coop} \cdot Q^2$ should prevail. The scaling theory proposed by de Gennes [15] predicts that the collective diffusion in good solvents should be proportional to the polymer volume fraction $\phi^{3/4}$. Analogously, the correlation length should scale with $\xi_c = \ell \phi^{3/4}$.

Fig. 10 displays the reduced relaxation rates $\Omega_z(Q)/Q^2$ for varying volume fractions of PDMS in benzene as a function of $Q$. In this presentation the Zimm characteristic rate $\Omega_z(Q) \sim Q^3$ becomes a straight line, while the collective diffusion changes into $Q$ independent plateaus. We observe, that for the two lowest polymer volume fractions 2% and 5% for the whole momentum transfer regime, single chain behaviour is observed. With increasing polymer concentration, at increasing $Q$ we observe a transition to a plateau characterized by the collective diffusion coefficient. Let us consider the points at $\phi = 0.18$. Here the first four data points ($Q < 0.05\,\text{Å}^{-1}$) define the plateau of the collective diffusion coefficient, while the data points at higher momentum transfer agree with those of the dilute polymer solution. In this $Q$ regime single chain dynamics is observed. The such determined collective diffusion coefficient exhibits a power law with an exponent $0.67 \pm 0.05$ slightly smaller than the value of 0.75 predicted by the scaling theory [13].
Fig. 10: Collective reduced relaxation rate $\Omega_z(Q) \equiv 1/\tau(Q)$ for a PDMS ensemble dissolved in benzene at various volume fractions $\phi \equiv c$. The solid line represents the scaling $\Omega_z(Q) \sim Q^3$, while the dashed lines denote the $Q$-dispersion of the collective diffusion dilute solution.

While the collective behaviour of the polymer ensemble is characterized by the collective diffusion, the relaxation of a single chain is dominated by the screening of the hydrodynamic interaction. While at short distances $r < \xi_c$ the unperturbed hydrodynamic flow field leads to Zimm relaxation, for distances $r > \xi_c$ the hydrodynamic interaction is screened and Rouse relaxation is expected.

An experimental verification of this prediction requires the observation of the dynamics of a single polymer chain within the ensemble. This may be achieved either by labelling a few chains within an ensemble which is matched by the solvent or by experiments at zero average contrast [16]. In this case a mixture of the same amount of identical protonated and deuterated polymers in a solvent with the exact average contrast is investigated. Then, all interference terms between different chains in the structure factor compensate and only the single chain dynamic structure factor is visible (the interference terms between congeneric polymers appear with positive, those between different polymers with negative sign. Since the polymers are identical and the solvent scattering power is exactly in between that of the polymers all interference terms compensate.

Fig. 11 presents the static structure factor of a semidilute solution (i) under average contrast zero (1z: 50% h/50% d-polymer) and (ii) of 100% protonated polymers in a deuterated solvent. While in the case (i) the single chain structure factor is observed in the case (ii) that of the transient polymer network is seen. There only the polymer parts in between overlap points, the so called blobs, scatter leading to a very much reduced intensity, at low $Q$.
Fig. 11: Static structure factor of PDMS solutions under full (I) and zero average contrast (Iz) (PDMS concentration 0.2g/cm³).

Fig. 12 compares experiments under full contrast with others at zero average contrast above and below the crossover condition \( Q \xi_c = 1 \). For \( Q \xi_c < 1 \) in the region of the screened hydrodynamic interaction the experiment under full contrast (100% hPDMS) exhibits a single exponential decay (solid line). In this regime, collective diffusion is observed. The single chain structure factor (50% hPDMS, 50% dPDMS) under zero average contrast displays the square root behaviour of the Rouse dynamics. In this regime, the hydrodynamic interaction is screened and only the Rouse dynamic remains. Going to \( Q \) values above the crossover (\( Q \xi_c > 1 \)) under both contrast the \( t^{2/3} \) time dependence of the Zimm model is approximately observed. In both cases, the single chain dynamic dominates.

Fig. 12: Comparison of the dynamic structure factors of semidilute PDMS-solutions under full (100% PDMS) or zero average contrast (50% PDMS (H), 50% PDMS (D)) above and below the cross over \( Q \xi_c = 1 \).
Fig. 13: Dispersion relation of the characteristic relaxation processes (A) collective diffusion (B) single chain Zimm dynamics (C) Rouse relaxation with screened hydrodynamic interaction.

Finally, Fig. 13 presents the reduced relaxation rates $\Gamma(q)/q^2$. Within regime $B$ Zimm dynamic prevails. This is valid for both labelings. On the other hand in the regime of small momentum transfers dependent on the contrast, either the plateau of the collective diffusion (A) or the strong reduction of the relaxation rate as a consequence of the Rouse dynamics is seen (C). These experiments are a particularly beautiful example for the opportunities offered by the h-d contrast variation in neutron scattering.

6 Long Chains: Entanglements

Macroscopically the dynamics of long chain polymer melts is characterised by a plateau regime in the dynamic modulus. Thus, there is a frequency or time regime where a polymer melt responses elastically like a rubber. There, the elastic properties are derived from the entropy elasticity of the chains between permanent cross links. The modulus of a rubber is inversely proportional to the mesh size and proportional to the temperature. In analogy it is suggestive to assume that in a polymer melt entanglements or topological interactions between chains take the role of the rubber cross links. They are supposed to form a temporary network, which displays the rubber elastic properties. However, other than in a rubber, for long times the chains may disentangle and the melt flows. Therefore, the dynamic modulus decays for long times or low frequencies. Using the analogy to the modulus of a rubber, we may estimate the distance between entanglement points from the value of the modulus associated to the plateau, the plateau modulus $G_N^0$. For different polymers these distances come out to be between about 30 and 100 Å. On that basis a number of theories for viscoelasticity have been developed. The most famous of them is the reptation model by de Gennes [3] and Doi and Edwards [2]. In this model the dominating chain motion is the reptile like creep along the chain profile. The lateral restrictions by the interpenetrating chains are modelled by a tube of size “d” parallel to the coarse grained chain profile. According to theory d relates to the plateau modulus of the melt.
Where $R_E$ is the chain end to end distance and $M$ its mass. The width of the tube or the distance in between entanglements is a mesoscopic quantity significantly larger than the distance between the chain back bones. Thus, there is lateral freedom on intermediate scales and only large scale motion is affected by the tube constraints.

These lateral constraints were first visualized in a famous computer simulation approach by Kremer and Grest [11] in 1990.

Fig. 14: Results for the chain contour from a computer simulation by Kremer and Grest [11]. The different lines represent the chain contours at different times.

Fig. 14 displays their results. What is seen are contour plots of a polymer chain in a melt at different times. We clearly see, that in the middle part of the polymer the chain trajectory stays constrained in a tube like fashion. On both ends however, the chains are able to leave the constraints and explore new areas in space. This is the essence of the tube model.

The tube model also makes the main macroscopic finding for the molecular weight dependence of viscosity and translational diffusion comprehensible. The viscosity relates to the longest relaxation time in a system. If we consider Rouse diffusion along the tube with a Rouse diffusion coefficient $D_R = 1/(N\xi_0)$ then an initial tube configuration is completely forgotten when the mean square displacement along the tube $\langle r^2(t) \rangle_{tube} = (\text{contour length } L)^2$. Thus, for the longest relaxation time we obtain

$$\tau_\eta = \frac{L^2}{D_R} = N^3 \xi_0$$  \hfill (29)

The diffusion coefficient is found by considering that during this time in real space the MSD just amounts to the end to end distance of the chain squared. Thus, we obtain

$$D_{rep} = \frac{R_E^2}{\tau_\eta} = \frac{N}{N^3 \xi_0} = \frac{1}{N^2 \xi_0}$$  \hfill (30)
6.1  Mean square displacements

We now consider the predictions of the reptation model for the mean square displacements of the chain segments \([4,15]\). For short times, when the chain segments have not yet realized the topological constraints \((r^2 < d^2)\) we expect unrestricted Rouse motion \(\langle r^2(t) \rangle \approx t^{1/2}\) (Eq.[7]).

Experimentally this was the case for PDMS (Fig. 6). At a time, where \(\tau_e = \frac{\pi}{4} \tau_0 N_e^2\), where \(N_e\) is the length of an entanglement strand, the mean square displacement reaches the order of the tube diameter. \(\tau_e\) is derived as the Rouse time for a polymer strand, spanning the tube. Thereafter motional restrictions are expected.

For times \(t > \tau_e\) one dimensional curve linear Rouse motion along the tube needs to be considered. Displacements along the tube are described by Eq.[10] where we have to change real space coordinates to coordinates \(s(t)\) along the tube. If a segment is displaced along the tube by \(\langle (s_n(t) - s_n(0))^2 \rangle\) then the mean square displacement in 3-d real space is \(d \langle (s_n(t) - s_n(0))^2 \rangle^{1/2}\). With that we obtain

\[
\langle r^2(t) \rangle = \begin{cases} 
2d \left( \frac{k_B T}{\xi_0 \tau} \right)^{1/4} & \tau_e < t < \tau_R \\
2d \left( \frac{k_B T}{N_e \xi_0} \right)^{1/2} & \tau_R < t < \tau_d 
\end{cases}
\]  

(31)

In Fig. 15 the two situations correspond to the second and the third process.

Fig. 15: Predicted time dependence of the segmental mean square displacements. Several power laws are visible. At short times we observe the Rouse regime (proportional \(t^{1/2}\)) then local reptation takes over (proportional \(t^{1/4}\)) thereafter reptation prevails \(t^{1/2}\) and finally translational chain diffusion occurs (proportional \(t\)).
The second process where the chain performs Rouse motion along the tube is called local reptation while the creep like diffusion along the tube, that eventually leads to a complete tube renewal is also termed pure reptation. The terminal time $\tau_d$ after which the chain has left its original tube determines to a large extend the viscosity of the melt ($\tau_d = \tau_c$; see Eq.[29]). Beyond that time reptation diffusion prevails.

As we have alluded to in context with the Rouse Model, in Gaussian approximation the self-correlation function directly relates to the mean square displacement. If the Gaussian approximation would be valid, we would assume that the self-correlation function could be directly interpreted in terms of the m.s.d. However, as Fatkullin and Kimmich [18] have shown, the real process has to be modelled by projecting the segment probability distribution due to the Rouse motion along the random walk like contour path of the tube, this leads to a non Gaussian probability distribution of the segments at times $t > \tau_c$.

$$S_{self}(Q,t > \tau_c) = \exp \left[ \frac{Q^2 d^2 \langle r^2(t) \rangle}{72} \right] \frac{\text{erfc} \left( \frac{Q^2 d \sqrt{\langle r^2(t) \rangle}}{6\sqrt{2}} \right)}{3}$$

(32)

Thus, the Gaussian approximation for times longer than $\tau_c$ is invalid. The effect on the scattering function is, if it is wrongly interpreted in terms of the Gaussian approximation, that the cross over to local reptation appears to occur at a significantly shorter time than $\tau_c$. However, the generic asymptotic behaviour remains untouched. In the sense of Eq. [31] the mean square displacement of a chain segment may still be directly observed by incoherent quasielastic neutron scattering. In the local reptation regime, we expect to observe the predicted cross over from a $t^{1/2}$ to a $t^{1/4}$ law.

**Fig. 16:** Mean square displacements taken from a measurement of the incoherent structure factor from a fully protonated PE Melt assuming the Gaussian approximation. The solid lines describe the asymptotic power laws $\{r^2(t)\}$ proportional $t^{1/2}$, $t^{1/4}$. Dotted lines: predictions from the Gaussian approximation; dashed lines (see text).

Fig. 16 presents experiments performed on polyethylene samples at a temperature, where also the single chain dynamics structure factor was studied [19]. In Fig. 16 the data are displayed in terms of an effective meansquare displacement, assuming the Gaussian approximation. We nicely observe the predicted cross over from $t^{1/2}$ to a $t^{1/4}$. However, if we insert the dynamic parameters for polyethylene into Eq. [31] we would expect a mean square displacement along...
the tube according to the dotted line in Fig. 16. The discrepancy explains itself in considering the non Gaussian character of the curve linear motion according to Eq. [32] (upper dashed line for Q=0,1Å⁻¹

### 6.2 Single chain dynamic structure factor

We now turn to the conceptionally more demanding question of the coherent scattering from a single labelled chain that is given, by the single chain dynamic structure factor $S_{\text{chain}}(Q,t)$. This quantity is strongly affected by topological tube constraints.

![Fig. 17](image)

**Fig. 17:** *Schematic presentation of the various stages in the time development of the single chain dynamic structure factor. At short times unrestricted Rouse Dynamics time takes place; fluctuations fill the tube; For times larger than $\tau_R$ the chain creeps out of the tube.*

Fig. 17 visualises the concept, that we will now go through as a function of time.

(i) At short times $t<\tau_e$ the chain will perform unrestricted Rouse motion and the dynamic structure factor for Rouse motion (Equ.[12]) should well describe the dynamics. At short times the tube constrains are not yet effective. In this way the chain explores the lateral constraints set by the tube. Density fluctuations of the chain are laterally equilibrated across the tube profile.

(ii) Once, this is achieved further density fluctuations of the labelled chain will only be possible via Rouse relaxation along the tube. Under such circumstances the structure factor to a first approximation mirrors the form factor of the tube. The correlations will stay and the scattering experiments will reveal the size of the topological constraints.

(iii) In the creep regime $t>\tau_R$ the memory of the tube confinement will be gradually lost and the dynamic structure factor should reveal the fraction of the still confined polymer segments.

(iv) Finally in the diffusive regime the chain reptation diffusion coefficient will be measured.

De Gennes [20] and Doi and Edwards [4] have formulated tractable analytic expressions for the dynamic structure factor. Thereby, they neglected the initial Rouse regime i.e. the derived expression is valid only for $t > \tau_e$ once confinement effects become important. The dynamic
structure factor is composed from two contributions $S^{loc}$ and $S^{esc}$ reflecting local reptation and escape processes from the tube.

$$\frac{S_{\text{chain}}(Q,t)}{S_{\text{chain}}(Q)} = \left[1 - \exp\left(-\frac{Q^2 d^2}{36}\right)\right] S^{loc} + \exp\left(-\frac{Q^2 d^2}{36}\right) S^{esc}$$

(33)

The local reptation part was calculated as

$$S^{loc}(Q,t) = \exp\left(\frac{t}{\tau_0}\right) \text{erfc}\left(\sqrt{\frac{t}{\tau_0}}\right)$$

(34)

with $\tau_0 = \frac{36}{WT^2}.$

A general expression for $S_{\text{esc}}(Q,t)$ due to pure reptation was given by Doi and Edwards [4]. For short times $S_{\text{chain}}(Q,t)$ decays mainly due to local reptation (first term) while for longer times (and low $Q$) the second term resulting from the creep motion is important. The ratio of the two relevant time scales $\tau_0$ and $\tau_d$ is proportional to $N^3$. Therefore, for long chains at intermediate times a pronounced plateau in $S_{\text{chain}}(Q,t)$ is predicted. Such a plateau is a generic signature for confined motion.

Fig. 18: Single chain dynamic structure factors from PE melts at 509K (a) $M_w=2000$; (b) $M_w=12400$. The solid lines display the predictions of the Rouse Model.

In order to illustrate the effect of topological constraints of the tube, Fig. 18 compares experimental results from two different polyethylene (PE) melts both studied at 509K. Fig. 18a displays the results for the short chain melt ($M_w=2kg/mol$) The solid lines show the prediction of the Rouse dynamic structure factor (Eq. [12]) - very good agreement is achieved. Fig. 18b presents equivalent results from the higher $M_w$ melt ($M_w=12.4kg/mol$). The solid lines again show the predictions of the Rouse model. Also note, that the time scale for the higher molecular weight sample is extended by one order of magnitude. For the long chains the Rouse model fails completely. Only in the short time regime the initial decay of the structure factor is depicted, while for longer times the relaxation behaviour is strongly retarded signifying the tube effects.
Fig. 19: Single chain dynamic structure factor from a long polyethylene melt scaled with a Rouse variable. The dashed line described the Debye Waller factor approximation for the long time plateaus (see text).

Fig. 19 presents the dynamic structure factor from $M_w = 36$ kg/mol PE melt. Now as a function of the Rouse variable $(\Omega_R^* t)^{1/2}$ [21] other than in Fig. 8, where the scaled data followed a common master curve, here, the data split into different branches that only at a small value of the scaling variable are coming close together. The fact that the data do not follow the common Rouse scaling is the direct consequence of the dynamics length scale of the tube, that invalidates the Rouse scaling properties.

We note, that this length is of dynamical character and can not be observed in static equilibrium experiments. The heights of the achieved plateaus allow a first estimate for the amount of confinement. If we identify the plateau levels with a Debye Waller factor as a measure for the confinement, we get $d = 46\text{Å}$, a value, that is a lower estimate for the tube diameter, since $S^{\text{loc}}$ is not fully relaxed. The horizontal lines Fig. 19 are the predictions from this Debye Waller factor estimate. A description with the tube dynamic structure factor (Equ.[33]) yields only the slightly higher value of $d = 48\text{Å}$.

### 7 Limits of the Reptation Model

If we compare the predictions of simple reptation for the molecular weight dependences of viscosity and diffusion coefficient with the experimental findings displayed in the chapter on the macroscopic dynamics we realise, that the predictions are only qualitatively in agreement with theory:

(i) Experimentally the viscosity is found to generally follow a power law proportional to $M^{3.4}$ instead of $M^3$.

(ii) The translational diffusion coefficient is found to behave as $M^{-2.3}$ instead of $M^{-2}$ required by reptation.

(iii) Also the detailed frequency dependence of the dynamic loss modulus $G''$ does not follow the predicted $\omega^{-1/2}$ behaviour but rather is found to display a $\omega^{-1}$ law.
In order to cure the shortcomings a number of additional relaxation processes were introduced, that are consistent with reptation. The most prominent among them are contour length fluctuations (CLF) and constraint release (CR).

### 7.1 Contour Length Fluctuations

The CLF effect evolves from the participation of the chain ends in the local reptation process (Fig. 20).

*Fig. 20: Principles of contour length fluctuations*

- a) The surrounding chains confine a given chain inside a virtual tube of diameter $d$
- b) The chain ends perform fluctuations retracting into the original tube; thus, forgetting the initial confinement of the vacated tube parts
- c) The chain ends may then explore new regions in the melt

Any chain retraction and subsequent expansion will lead to a loss of memory of the original tube confinement. Thus, the tube becomes shorter with time. Mathematically the problem is treated as a first passage problem. Whenever a tube contour $s$ is visited by a free end, the tube ceases to exist. The functional form of the tube survival probability $\mu(t)$ was derived theoretically as

$$\mu(t) = 1 - \frac{1.5}{Z} \left( \frac{t}{\tau_0} \right)^{\frac{1}{4}}$$

(35)

where $Z$ is the number of entanglements along the chain. Eq. [35] provides quantitative knowledge on the chain fraction that at a time $t$ is still confined. For polyethylene all parameters are known from NSE experiments on asymptotically long chains where the CLF effect does not play a role.

With this knowledge an experiment was designed [23] where the dynamic structure factor of a chain that is subject to CLF was compared with that of an identical chain where the contrast of those segments which within the experimental time frame are affected by CLF was matched.

The experimental idea is displayed in Fig. 21: case (a) is realised by performing an experiment on a fully protonated chain in a deuterated matrix. In this case, the full chain dynamics including the CLF is observed. Case (b) is realised by a chain, where the inner part is protonated and the two outer chain sections of a length, that is affected by CLF are...
deuterated and therefore not visible in the deuterated matrix. In such a case the dynamics of
the chain should be equal to that of an asymptotically long fully confined chain.

Fig. 21:

a) For the fully protonated chain in a deuterated matrix local reptation and contour lengths fluctuations are visible

b) For a center labelled (protonated chain with deuterated chain ends) in a deuterated matrix only local reptation is visible. The contour lengths fluctuations of the chain ends are masked out.

With the known parameters for PE Eq. [35] reveals that on average on each side 220 monomers are released during the observation time of 190 ns at 509 K. The experiments were performed on two different chains of a molecular weight of 25kg/mol one was fully hydrogenated and the other had deuterated labels of about M_w=4kg/mol corresponding to 260 monomers on each end. Both were studied in a deuterated matrix of the same molecular weight.

Fig. 22: (a) Comparison of the single chain dynamic structure factors from an end labelled chain and a fully labelled chain. The solid and dashed lines represents fit with the corresponding models.

(b) Comparison of the single chain dynamic structure factors for a very long and an end labelled polyethylene chain. The inner part of the shorter end labelled chain relaxes as the very long chain.
Fig. 22 presents the normalized dynamic structure factors $S(Q,t)/S(Q)$ as a function of time for different $Q$ values. Fig. 22a compares the results for the differently labelled chains. The fully labelled chain relaxes significantly stronger than the corresponding center labelled counter part. Apparently the constraints are stronger for the center labelled chain than for the chain where the outer parts are also visible. We also note, that in the case where the ends were masked the chain center part shows exactly the same structure factor as that for a very long chain where CLF processes do not play a role (Fig. 22b). This result directly demonstrates that the action of CLF happens at the chain ends and that the confinement remains fully conserved with time in the center. The agreements of the data sets in Fig. 22b also show, that constraint release in the investigated space time regime does not play any role. The solid lines in the two figures represents theoretical descriptions of the CLF effect and are taken from reference [22].

At the end we like to emphasize, that CLF also affects the macroscopic melt properties in a significant way. (i) It has been shown, that CLF introduce the $\omega^{-\frac{1}{4}}$ regime into the spectrum of $G''(\omega)$. However, the other limiting mechanism (CR) adds further significant modifications. (ii) The translational chain diffusion necessarily is also affected. First, the terminal time defining the diffusion step is reduced since reptation has only to relax the not yet released central parts of the tube and secondly the diffusive lengths is reduced, since only the displacement of the central part counts. Both effects do not cancel and the net effect gives $D$ proportional $(N/N_e)^{-2.4}$ in very good agreement with experiments. (iii) Finally also the anomalous power law exponent of 3.4 for the viscosity mass relation has been attributed to CLF.

### 7.2 Constraint Release

As we have discussed above, contour length fluctuations are an effect of the confined chain itself. On the other hand constraint release (CR) stems from the movement of the other chains building the tube that of course undergo the same dynamical processes as the confined chains. This is an intrinsic many body phenomena and much more difficult to treat than CLF. Topological constraints for a polymer can be released (or created) by the reptation of surrounding polymers as shown in Fig. 23.

**Fig. 23:** Release and creation of the topological constraints. The topological constraints imposed on the chain $A$ by $C$ is released and recreated by the motion of $C$ [4].
Such a process will cause a conformational change of the tube at the point where a chain has moved in or out. The simplest possibility to describe this process is to regard the conformational tube change as a local jump of the tube. Since the jump rate would then be in the order of $1/\tau_d$, this process has a negligible effect on the longest relaxation time $\tau_d$ itself – the longest relaxation time of the Rouse tube dynamics would be $\tau_d(N/N_e)^2$ for beyond the life time of the tube. However, the process provides an additional relaxation to the dynamic modulus in the plateau regime. And this is important for the quantitative interpretation of rheological results.

In order to access this process on the chain level we need to study the dynamics of a probe chain in matrices of different molecular weights. The smaller the molecular weight of the matrix, the more often constraint release processes will take place and will change the dynamic structure factor of the probe chain [24].

In order to separate the effect of CR from the CLF process, the probe chain has to be long enough such that end effects like CLF do not play a role in the experimental window that is accessible. Furthermore the concentration of the probe chains needs to be low enough that interaction effects in between probe chains are negligible. Experimentally this situation was realized in considering polyethylene probe chain of $M_w = 36$ kg/mol that were successively mixed with matrix chains in between 36 and 1 kg/mol – the entanglement molecular weight for PE is $M_e = 1-2$ kg/mol.

**Fig. 24:** Dynamic structure factor of a long labeled chain ($M_w = 36$ kg/mol) in different shorter matrix chains ($M_w = 36, 12, 6, 2, 1$ kg/mol as indicated in the plot) in a Rouse scaling representation for two different $Q$ values (circles $0.5 \text{ nm}^{-1}$, triangles $1.15 \text{ nm}^{-1}$).

Fig. 24 displays the experimental results for the 36 kg/mol chain in matrices of different molecular weight. The data display a clear transition from confined reptation like motion in higher molecular weight matrices to free Rouse motion in short matrix chains. This is demonstrated in the Rouse scaling representation, that is sensitive to the occurrence of the reptation confinement length scale. For the long chain in a matrix of the same molecular weight...
weight a confinement as for infinite long chains is observed. Thus, for a 36 kg/mol chain neither CLF nor CR play a significant role in the accessible NSE time window. The chain remains confined inside the tube (black points in Fig. 24).

With decreasing matrix length (12 kg/mol, 6 kg/mol) an increasing loss of confinement becomes visible which shows itself in a stronger decay of the dynamic structure factor compared to the high molecular weight matrix. The additional relaxation reflects the phenomenon of constraint release: The loosening of the tube confinement due to the motion of the surrounding chains. In the scaling representation the splitting of different $Q$-values is still evident but the reptation model fails to describe the data. For the 12 kg/mol matrix a fit with the reptation model results in a wrong tube diameter for the 6 kg/mol matrix the model also fails qualitatively (dashed line).

Eventually for short chain matrices of only one entanglement length (about 2 kg/mol) and below (1 kg/mol) the long labeled chain displays Rouse scaling. Obviously the matrix chains are too short to confine the long chains.

The key question now is which dynamical processes underlie the CR process and lead to the gradual loss of confinement with decreasing matrix chain length. The reptation time of the matrix chains ($\tau_d(12 \text{ kg/mol}) \approx 5000 \text{ ns}$, $\tau_d(6 \text{ kg/mol}) \approx 500 \text{ ns}$) is far beyond the experimental time range. This holds even more for the characteristic times for constraint release $\tau_{CR} \approx \tau_r \left( \frac{M_{seg}}{M_e} \right)^2 \left( \frac{M_{seg}}{M_t} \right)^3$. They are in the range of hundreds of microseconds. But even for the 12 kg/mol matrix which is well entangled the effect of CR is considerable.

This fact demonstrates that for an estimation of the characteristic time scale all dynamical processes that are known to determine the segmental motion have to be taken into account. These processes include next to the reptational creep also CLF of the chain ends. In contrast to the center of mass, the segmental meansquare displacement is significant in the experimental time range. Using the experimental parameters it can be estimated within the Rouse model to $\langle r_{segm}^2 \rangle = \frac{\nu}{\nu - 1} W \tau^4 t$. After the initial decay of $S(Q,t=20-30 \text{ ns})$ the segmental displacement becomes about 4.0 nm.

In order to clarify this further, an experiment was designed in order to separate the different dynamic processes. For a long chain in a short matrix CLF is negligible. Therefore the effect of CR of the matrix chain can be observed. On the other hand for the dynamics of a short chain in a long matrix, the CLF of the short chain are dominating. No CR of the matrix chains can occur. Comparing the dynamic structure factor of such a corresponding pair of samples, the contribution from CLF and CR of the shorter chains can be separated.

Fig. 25 shows the result for a 12 kg/mol chain in a 36 kg/mol matrix and vice versa. The long chain relaxation by constraint release of the short matrix is obviously identical to the relaxation of the confined short chains by contour length fluctuation. Thus, in the 12 kg/mol matrix the CR visible in the long chain dynamics may be traced solely to the CLF of the matrix chains. Thus, this experiment shows that even CLF alone can cause CR effects.
Fig. 25: Dynamic structure factor of a 36 kg/mol chain in a 12 kg/mol matrix (solid symbols) and vice versa (open symbols). Q values (in nm⁻¹): squares 0.3, circles 0.5, up-pointing triangles 0.77, diamonds 0.96, and down-pointing triangles 1.15. Lines are just guides for the eye.

8 Dynamics of Ring Polymers

Within the tube confinement that is build by surrounding chains, linear chains relax by leaving their initial tube. Branched polymers relax by backfolding the branches against entropic barriers. In all these processes the chain ends play an essential role. In this context ring polymers are of particular interest since they exhibit a unique topology: rings are closed structures without ends. In dense melts this feature significantly influences both ring conformations and dynamics. Interpenetration of ring polymers is entropically hindered and therefore rings are predicted to prefer the conformations of a crumbled globule or that of a lattice animal. The lack of ends changes the dynamics qualitatively. All reptation related processes become impossible and qualitatively different motional mechanisms are expected. This explains the intense scientific interest in the dynamics of ring polymers.

Since the synthesis of well-defined and pure large ring polymers is highly demanding, recently there has been a focus on simulations of their structure and dynamics. MD studies on bead and spring rings concluded a rather compact structure and an asymptotic conformation of a crumbled globule for large rings. The studies unraveled a subdiffusive center of mass (c.m.) behavior \( \langle r^2_{cm}(t) \rangle \sim t^{\nu} \) at early times, before the transition to normal translational diffusion takes place at about \( \langle r^2_{cm} \rangle = 2.5R_g^2 \). At higher molecular weights \( D \sim N^{-2} \) was found. Regarding the segmental relaxation, simulations observe a significant slowing down towards \( \langle r^2_{seg}(t) \rangle \sim t^{\nu} \) with \( \nu = 0.25 - 0.35 \). Such a power law is also characteristic for the local reptation regime where the Rouse modes relax within the stiff confining tube yielding \( \langle r^2_{seg}(t) \rangle \sim t^{\nu} \). The reason for the occurrence of such a time regime for rings is unclear.

Recently the synthesis of well-defined large polyethylene oxide (PEO) rings became possible yielding rings in a molecular weight range from 2 kg/mol to 20 kg/mol [25].
With increasing N the shoulder becomes more pronounced and extended indicating a shoulder develops indicating an approach towards an asymptotic mass fractal behavior $R_g \sim N^{1/3}$. With increasing N the shoulder becomes more pronounced and extended indicating the increasing local compactness. This result is substantiated by the N dependence of $R_g^2$ that is plotted in the lower inset of Fig. 26. For all N the conformation is significantly more compact than the Gaussian prediction (red line). For intermediate Q a power law behavior in the form factor following $Q^{-\nu}$ with $\nu = 0.43 \pm 0.015$ was found. With this Flory index the mass dependence of $R_g^2$ is very well described (see black line in Fig. 26).

Fig. 26 shows small angle neutron scattering data for 5 K, 10 K and 20 K rings in a representation $S(Q)Q^3$ versus $QR_g$. In the low $QR_g$ regime all data fall perfectly on one master curve if properly normalized for volume fraction and number of monomers N. As predicted by the crumbled globule picture and simulation in the intermediate Q-range a deviation towards faster decays are evident. These faster relaxations relates to the internal mobility of the ring.

Fig. 27 presents the dynamic structure factors obtained by NSE for the 10 and 20 K rings. These data reveal both, the internal dynamics and the c. m. motion up to time scales where $\langle r_{cm}^2 \rangle$ well exceeds $R_g^2$. The selection rules for internal modes for ring polymers (only even modes) allow a direct extraction of the center of mass mean square displacements at low Q. There, even for the large ring internal modes do not contribute to $S(Q,t)$. Thus, NSE allows direct measurements of the center of mass displacement via $S(Q,t) = S(Q)\exp\left(-Q^2 \langle r_{cm}^2(t) \rangle / 6 \right)$. The validity of this Gaussian assumption is proven by the Q dependence of the low Q spectra. The long time translational ring diffusion can be measured by pulse field gradient NMR that reveals the translational diffusion coefficient in the millisecond regime. In Fig. 28 all center of mass m.s.d scaled with N are presented as a function of time. At times just below those

**Fig. 26:** SANS data for the 5 K (green symbols), 10 K (red), and 20 K (blue) rings plotted versus $QR_g$. The data yield a perfect master curve in the low $QR_g$ regime. The dashed black line up to $QR_g = 3.5$ represents a fit to the data, the colored lines in the high $QR_g$ regime are guides for the eyes. The inset shows the N dependence of $R_g^2$ (red line: Gaussian expectation, black line: experimental data including one additional small 2 K PEO ring.)
associated with the normal diffusion regime the scaled data collapse to a single master curve
displaying a subdiffusive center of mass motion with a m.s.d. proportional to \( t^{3/4} \). The mass
scaling seems to indicate purely friction controlled subdiffusive motion. The crossover from
subdiffusive to normal diffusion occurs at about \( \tau_{\text{cross}} \approx 2.5 R_g^2 / D \) while for the small 5 K ring
the crossover is shifted towards \( 6 R_g^2 \).

While the evaluation of the center of mass m.s.d. is straight forward, the access to the
segmental motion i.e. the internal dynamics is much more involved and challenging. In this
lecture we will not go through the different steps of data evaluation but report the major
results.

**Fig. 27:** NSE spectra for the 10 K (left panel) and 20 K (right panel) ring for \( Q \) values (from
top to down) 0.03, 0.05, 0.08, 0.1, 0.13, and 0.2 Å\(^{-1}\) at \( T = 413 \) K. Full and empty
symbols (left panel) refer to two different wavelength setups. Lines and inset, see
text.

In Fig. 27 different lines represent the different contributions of motion to the dynamic
structure factors. The dashed black lines present the contribution of center of mass motion.
We see that for the 10 K Ring center of mass motion describes very well the first three low \( Q \)
results, thereby emphasizing the Gaussian character of the diffusion process. For the 20 K
ring diffusion alone describes the data at 0.03 and 0.05 Å\(^{-1}\), while at larger \( Q \) significant
deviations towards faster decays are evident. These faster relaxations relates to the internal
motion.

Now one could assume that the internal dynamics of the rings is described by the Rouse
dynamic structure factor modified for rings [26].

\[
S(Q, t) = \frac{1}{N} \sum_{i,j} \exp \left[ -\frac{\langle r_{cm}^2 \rangle Q^2}{6} - \frac{1}{6} Q^2 l^2 |i-j|^2 \left( 1 - \frac{|i-j|}{N} \right)^{2v} \right] \left( p\pi \left( \frac{i-j}{N} \right) \left( 1 - \exp \left( -\frac{tp^2}{\tau_g} \right) - \frac{4Q^2N^{2v}l^2}{6\pi^2} \sum_{p, even}^N \frac{1}{p^2} \cos \left( p\pi \left( \frac{i-j}{N} \right) \left( 1 - \exp \left( -\frac{tp^4}{\tau_{\text{cross}}} \right) \right) \right) \right) \right]
\]  

(36)
The sum in Equ.[36] over the indices i, j runs over all monomer coordinates of the ring, the sum over p in the exponent addresses all Rouse modes (Equ.[9]) – for a ring only even modes p contributes. The second sum will be addressed later.

For \( p_{\text{min}} = 2 \) the last term vanishes and equation [36] yields the dynamic structure factor for Gaussian rings. Describing the internal ring dynamics in this way for the 10 K ring the colored dashed lines result. It is clear that the internal dynamics is strongly overestimated. Thus not all Rouse modes are contributing to the internal relaxation. In order to assess to what extend Rouse relaxation takes place, the data were analyzed in terms of a reduced number of Rouse modes. Suppressing the first ring mode \( p = 2 \) and activating all other modes with \( p \geq 4 \) yields an excellent description of the 10 K ring data. (Solid lines in Fig. 27 left) In this fit only \( p_{\text{min}} \) was a free parameter. From the wavelength of the first active mode we conclude that ring sections of about 60 monomers \( N / p_{\text{min}} \) relax undisturbed by topological effect. For the 20 K ring the initial decay of the structure factor (see insert in Fig. 27 right) may be described by a similar procedure. In this case \( p_{\text{min}} = 8 \) results. It is remarkable that this \( p_{\text{min}} \) again refers to a ring section of about 60 monomers that can relax without topological hindrance. However, if we look on the long time behavior, then this is not the full story. There are significant deviations from the model at times beyond 20 ns. A way out would be to allow longer wavelength modes but this would significantly overpredict the decay at short times. Thus, we conclude that a different further relaxation mechanism takes place, however, under significant constraints.

We may interpret the result for the early motion as a free Rouse relaxation of loops formed e. g. in a lattice animal structure. These loops would have a molecular weight of about 2.5 kg/mol and are able to relax freely. Incidentally this loop size is comparable with the entanglement length for PEO of \( M_e = 2 \) kg/mol. While for the 10 K ring the picture of loop relaxation is sufficient to describe the observed spectra, this is clearly not the case for the 20 K ring. Here loop relaxation alone underestimates the internal relaxations of the ring.

In order to go further, we use the result of a recent simulation revealing a \( t^{-0.3} \) evolution of the ring segmental dynamics until the crossover to normal translational diffusion is reached. In terms of a mode picture in a phenomenological way such a \( t^{1/4} \) behavior of the m.s.d. is achieved in adopting the power law for the characteristic times \( \tau_p \sim p^2 \) to \( \tau_p \sim p^4 \). Generally and asymptotically a \( p^{-\nu} \) power law for the mode relaxation leads to a m.s.d. proportional to \( t^{1/\nu} \). Following this idea for the lower mode numbers, the dispersion of the characteristic times \( \tau_p \) should be changed to \( p^{-4} \).

While for the fast Rouse relaxation the basic time is given by the Rouse time \( \tau_R \), at this point a new basic time \( \tau_{\text{ring}} \approx \tau_{\text{cross}} \) would come into play as a reference for the slower process. This time is known from the transition of the center of mass displacements to normal diffusion (Fig. 28).

Fixing \( \tau_{\text{cross}} = 1725 \) ns and fitting the range of spatial relaxation that is achievable for the internal motions of the ring, a very good fit of the 20 K ring data (see Fig. 27 right panel) is achieved predicting a maximum extend of the internal relaxation of about 90% of \( R_g \).

In Fig. 29 we display the time dependent meansquare displacements of the 20 K ring as it follows from the description of the dynamic structure factor. The blue line displays the time dependent loop relaxation, the red line displays the dynamics of the loops derived from the
motions of the slowly decaying low p modes. At short times this process is marginal but at intermediate times it takes over and dominates the weaker power law for motion of the loops along the lattice animal. Finally, around τ_{cross} it saturates – from here on translational diffusion of the whole ring takes over. The sum of the two processes in Fig. 29 yields a slope of 0.32 at intermediate times in almost perfect agreement with simulation (slope 0.35).

Fig. 28: Center of mass mean squared displacement. N versus time for low Q = 0.05 Å⁻¹ for the 5 K (green), 10 K (red) and 20 K (blue) rings. The inset shows the molecular weight dependence of the diffusion coefficient approaching D ∝ N⁻² for high N.

To conclude (i) the ring conformation displays a tendency towards mass fractal behavior that evolves systematically with increasing molecular weight, (ii) a subdiffusive center of mass motion at sub molecular distances with a m.s.d. ∝ t^{ν} is established, (iii) at short times the internal dynamics is dominated by relaxing ring sections or loops that move like short unentangled chains and (iv) at later times slow loop motions following a ∝ t^{ν} law with ν = 0.32 is found.

Fig. 29: Time dependent m.s.d. of the 20 K ring. Blue line: loop relaxation at short times. Red line: dynamics of the loops derived from the motions of the slowly decaying low p modes. Purple line: sum of both with a slope of t^{0.32} at intermediate times. This slope is indicated by the dashed black line.
The interest in the investigation of polymers under nanoconfinement has been amplified recently by the rising of nanotechnology that aims to create new properties in modifying materials at the nanoscale. Polymers are of particular interest since they offer a large range of applications such as coatings, lubrication, nanocomposites etc. Close to a confining surface the conformations of a polymer are significantly restricted. In addition the interactions with the surface will strongly affect the dynamics. Experimental results on polymers close to surfaces have been interpreted in terms of the formation of a glassy polymer layer close to the surface. Furthermore, the existence of an interface with properties between those of the glassy layer and a bulk has been hypothesized. Looking in particular on nanoparticles dispersed in a polymer matrix it was found that the addition of nanoparticles that interact with a polymer matrix induce dramatic property changes for the resulting polymer nanocomposite. Theoretical work and computer simulations of chain adsorption as the function of adsorption strength reveal the existence of different chain conformations including trains, loops and tails.

In this chapter we will discuss an investigation on the dynamics of polydimethylsiloxane (PDMS chains) confined in anodic aluminum oxide (AAO nanopores)[27]. Fig. 30 displays the system. Fig. 31a and b show an electron micrograph of the AAO nanopore system. We see a hexagonally arranged pattern of nanopores that extend by more than 100 μm into the third dimension. The lower part of the figure presents the polydimethylsiloxane chain; indicated are possible hydrogen bonds with the OH-groups at the AAO surface.

Fig. 30: (a,b) Electron micrograph of anionic aluminium oxid (AAO) nanopores, (c) the interaction of a PDMS chain with the AAO surface OH groups via H-bonds.

PDMS has an entanglement molecular weight of $M_e = 12$ kg/mol leading to an entanglement spacing of about 8 nm. The polymers under investigation had a molecular weight of 17.4 kg/mol and were basically non-entangled.

Fig. 31 displays characteristic NSE spectra taken at different Q values over a time range of about 150 ns. The data are characterized by an initial fast decay that is succeeded by a much weaker decay at longer times.
The evolution of a plateau in the single chain dynamic structure factor indicates the presence of a non-decaying part in the correlation function and is a signature of confinement similar to what has been seen for chains confined in a tube in the reptation picture. If we would take the presence of a non-decaying part in the pair correlation function as an indication of an immobilized polymer layer in the vicinity of the pore surface, then these relative contributions to the structure factor should be constant with Q. Thus, already at a very first glance the data disprove the existence of a glassy surface layer that was often invoked e.g. in the interpretation of the rubber elasticity of filled rubbers in terms of a so called bound layer.

After this first insight we now quantify the observations. In a first approximation we describe the long time tails in \( S_{\text{chain}}(Q,t) \) by a Q-dependent plateau \( \alpha(Q) \). Thus, we have

\[
S(Q,t)_{\text{chain}} = \left[1 - \alpha(Q)\right]S_{\text{Rouse}}(Q,t) + \alpha(Q)
\]

where \( S_{\text{Rouse}}(Q,t) \) is the dynamic structure factor originating from the Rouse model (see Eq. [12]).

\[\text{Fig. 31: NSE results for confined PDMS. Dashed lines show the fitting of the data using Equs. [37] and [39]. Solid lines present the fitting using a continuous transition region from suppressed to free Rouse models (see text). A sketch of the two-phase model is shown in the inset.}\]

With this approach we arrive at the dashed lines in Fig. 31. As already seen qualitatively the plateau \( \alpha(Q) \) strongly depends on the momentum transfer \( Q \). In a reptation picture the presence of a \( Q \) dependent plateau in the dynamic structure factor of a polymer melt is associated with an effective confinement length, the tube diameter, in this model the plateaus are related to the tube diameter by

\[
\alpha(Q) = \exp\left(-\frac{Q^2 d^2}{36}\right)
\]

(38)
With that we can estimate a characteristic confinement length $d$ from the plateau heights. Values are found between 3.1 and 3.9 nm, significantly smaller than the tube size in bulk PDMS (approximately 8 nm). In addition the effect that the characteristic confinement length is again Q-dependent indicates that a description of the chain dynamics by means of a reptation like approach is not valid. Thus, the model needs to be sharpened: The model should contain a fraction of free bulk like chains. Many chains are far from the surface and are not expected, to be affected in any way. The second fraction of chains that is close to the surface, however, is assumed, to be effectively confined. The dynamic structure factor is presented by the formula

$$S(Q,t)_{\text{chain}} = A_{\text{bulk}} S_{\text{bulk}}(Q,t) + A_{\text{conf}} S_{\text{conf}}(Q,t)$$

(39)

where $A_{\text{bulk}}$ and $A_{\text{conf}} = 1 - A_{\text{bulk}}$ are the fractions of the bulk and confined phases respectively. $S_{\text{bulk}}(Q,t)$ is the dynamic structure factor of the free chain defined by Equ.[12] and $S_{\text{conf}}(Q,t)$ is the dynamical structure factor of the confined chain that is modeled by a modified Rouse Ansatz, where only Rouse modes above a minimum value of $p$ contribute (Equ.[12] with $p_{\text{min}} > 1$). Thus, the effective confinement is taken into account by suppressing the center of mass diffusion and the first modes for $p < p_{\text{min}}$ with wave lengths longer than the distance between chain adsorption points.

Furthermore, the anchoring conditions will be not identical for all chains. Therefore, a smoothly varying cut off function (modeled by a Fermi function) was employed, that increases the mode relaxation rate gradually from virtually 0 to the standard Rouse model rate as a function of $p$. The uncertainty in $p_{\text{min}}$ becomes 1.1 and the resulting $p_{\text{min}}$ amounts to about 6. The result of this description is shown as solid lines in Fig. 31. It describes the data very well. The mode $p_{\text{min}} \approx 6$ has a wave length corresponding to 38 segments. The end to end distance of a sub chain corresponding to 38 segments gives an effective confinement length $d = \sqrt{\left(\frac{R_{E,subchain}}{2}\right)^2} = \sqrt{\frac{N}{p_{\text{min}}}} t^2 = 3.4 \text{nm}$. Furthermore it turns out that 75% of all polymers are confined.

The obtained distribution of bulk and confined chains can be transferred to a corresponding layer thickness. We find a layer of confined chains with the thickness $R_{\text{conf}} = 6.5$ nm and the cylindrical bulk phase again with a radius of $R_{\text{bulk}} = 6.5$ nm (see insert in Fig. 32). The effect that the size of a PDMS sub chain between the encoring points is 3.4 nm clearly indicates that the layer with a thickness of 6.5 nm is not only built by chains adsorbed a the surface but rather support the situation as illustrated in Fig. 32.

The polymer chains anchored to the surface form loops. Neighboring chains then can interpenetrate these loops. These chains then may only diffuse by reptation. Estimating the escape time based on a confinement length of 3.4 nm yields to a reptation time 60 times longer than the maximum observation time. It follows that neither the anchored nor the entangled chains exhibit center of mass diffusion in the time frame of the experiment. These penetrating chains can be considered as the interphase between the polymer adsorbed on the surface and the bulk polymer phase. The interphase forms as a consequence of confinement and dramatically changes the properties compared to those of the unentangled polymer melts.
To conclude the dynamic behavior of PDMS under confinement in nanopores follows a two phase model: One free bulk like fraction of chains and one phase of confined polymers. This phase is characterized by a vanishing center of mass diffusion and by a suppression of long wave length Rouse modes as expected for multiply anchored and topologically confined chains. The corresponding confined layer of 6.5 nm thickness on the one hand consists of a dominant fraction of highly mobile segments and on the other hand is evidence for the presence of a polymer interphase induced by the interaction of the anchored polymer and the surrounding melt.

### 10 Conclusion and outlook

We have presented some representative results from neutron spin echo spectroscopy on the dynamics of macromolecules. We have displayed recent results on the universal dynamics of flexible polymers from the entropy driven Rouse dynamics to confinement and reptation. The lecture attempted to transmit a flavour of what can be achieved with high resolution neutron spin spectroscopy that permits access to the molecular motion simultaneously in space and time.

After some brief description of generic results on the macroscopic dynamics of polymer melts the lecture commenced with a description of the standard model of polymer motion, the entropy driven dynamics covered by the so called Rouse model. In the spatial range where the Rouse approximations are valid, the NSE measurements have confirmed most of the predictions of the Rouse model both for the self- and pair correlation function. We then presented the changes in the Rouse dynamics that occur in solution, where hydrodynamic interactions are important. Under these circumstances the chain dynamics changes in a qualitative way resulting in a scaling behaviour of the relevant observables that differs from the Rouse model.
Towards larger scales topological interactions resulting from the mutually interpenetrating chains gain dominating influence and confine the chain motion to a tube along the chain profile. We have presented measurements on the dynamic structure factor of a reptating chain which unequivocally confirm the picture of local reptation i.e. Rouse relaxation along the contorted tube. A measurement of the self correlation function corrobates the picture. To conclude this section we have described results on contour length fluctuations and constraint release that modify the reptation mechanism significantly.

Finally, very recent new results on the dynamics of polymer rings and the effect of attractive surfaces on the melt dynamics were presented. The ring dynamics addresses the fundamentals of polymer motion. The unique ring topology prohibits the standard polymer motions, that relies on the existence of chain ends and poses novel challenges. With the aid of NSE experiments a special centre of mass motion relating to the behaviour of lattice animals and an internal dynamics consisting of the free Rouse motion of loops and a slow loop migration could be unravelled. The effect of attractive surfaces on the chain dynamics is an important ingredient of the advantageous properties of composites. The NSE experiments have provided a better molecular understanding of the surface layer properties.
11 References

METHODS
Contents

1 Introduction 2

2 Scattering from static systems 3
   2.1 Structure factor from density 3
   2.2 Structure factor from pair correlation function 5
   2.3 Example: form factor of a sphere 7
   2.4 Example: liquid structure factor 9
   2.5 Structure factor and form factor 10

3 Scattering from dynamic systems 11
   3.1 Example: diffusion 17

4 Scattering probes: photons, neutrons, electrons 19

5 Scattering instruments for soft matter investigations 23
   5.1 Light scattering 23
   5.2 X-ray scattering 25
   5.3 Neutron scattering 27

A Elementary properties of the Fourier transform 31
1 Introduction

Scattering methods play an important rôle in the investigation of soft matter systems. In contrast to real space (microscopy) methods, the result of a scattering experiment is related to the Fourier transform of the structure and dynamics of the system. This is why scattering methods are often said to work in ‘reciprocal space’. This has certain advantages and disadvantages. While the main disadvantage – the absence of an immediately comprehensible three-dimensional ‘picture’ of the system – is immediately clear, the advantages need some explanation:

First of all, the direct-space observation of soft matter objects on a molecular level is often impossible due to technical reasons. Their size is often too small for light microscopy. Electron microscopy may be impossible in their native environment (solution, melt). Atomic force microscopy may be difficult because of their softness. In these situations scattering methods are the only way to obtain structural information. But even if microscopy methods are available scattering methods have the advantage of intrinsic averaging. Average properties (e.g. the average molecular weight of polymer molecules) can be obtained without doing a statistics of individual observations.

In the literature, a general overview of scattering methods focused on soft matter applications is rarely given, maybe with the exception of ref. 1 and (for polymers) ref. 2. Most textbooks focus on individual methods without specifying the application further: neutron scattering [3–7], light scattering [8–12] and x-ray scattering [13–15].

The central statement of this lecture is that scattering experiments indirectly measure correlation functions. The usual derivation of scattering laws is based on the fact that the scattering law (for neutrons, photons or any other radiation) is essentially the absolute square of the Fourier transform of a scattering density. In Fig. 1 this is shown as the left way from the density \( \rho(x) \) to \( S(Q) \). The Wiener-Khintchine theorem

\[
|\mathcal{F}[f(x)]|^2 = \mathcal{F}[\langle f(0)f(x) \rangle]
\]

(with the Fourier transform \( \mathcal{F} \) defined as in the appendix) now states that the absolute square of a Fourier transform is the Fourier transform of the autocorrelation function. This opens another way (the right one in Fig. 1) to calculate the scattering law. Apart from elucidating the meaning of the scattering law in another way, this gives an alternative to calculate it even if the density itself is not known.

This lecture will in the first section treat the results from a static system where the scattering is completely elastic. In this situation the scattering will only contain information about the structure. Strictly speaking, this is a fictitious assumption because all materials show some dynamics (quantum-mechanically even at zero temperature). Nevertheless, the broad range of diffraction methods is covered with sufficient accuracy. The next part of the lecture will deal with inelastic scattering. In this experiment, scattering gives information about the structure via the momentum transfer and about the dynamics via the energy transfer. For inelastic scattering a Fourier transform in time has to be carried out in addition leading from the time correlation function to the scattering function. Finally, the differences between probe beams (light, x-rays, neutrons) will be explained and a selection of scattering instruments for soft matter investigations will be presented.

---

1In this lecture “structure” will be understood as the exact positions of atoms in space. Of course, in a more loose sense also methods as NMR and even spectroscopic methods give information on the structure.
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2 Scattering from static systems

In this section it will be assumed that the scattering system is static. It is either represented by fixed positions of point scatterers in space, \( r_j \), or a time-independent density, \( \rho(r) \). The former case can be included in the latter by considering the microscopic density as a sum of delta functions:

\[
\rho(r) = \sum_{j=1}^{N} \delta(r - r_j).
\]  

(2)

From the fact that the scatterers are fixed follows that the scattering will be elastic, i.e. the energy of the scattered particles will not change due to the scattering process. This is clear from classical mechanics because a system which is static before and after the scattering process cannot exchange energy. The equivalent argument from the wave picture would be that upon scattering by fixed centres there is no Doppler shift of the frequency.

2.1 Structure factor from density

The result of an elastic scattering experiment is usually expressed in terms of the differential cross-section which is the probability density that a particle is scattered into a solid angle element \( d\Omega \) normalised to the intensity of the incident beam:

\[
\frac{d\sigma}{d\Omega} = \left\langle \left| \sum_{j=1}^{N} b_j \exp(iQ \cdot r_j) \right|^2 \right\rangle.
\]  

(3)

\( b_j \) is a measure of the ‘scattering power’ of the particle. From the dimensions of the other quantities it is obvious that it has the dimension [length]. Therefore, \( b_j \) is called the scattering length. Note that the scattering length is not necessarily positive. \( b_j < 0 \) just means that scattering leads to a reversal of the amplitude, in other words a phase shift \( \pi \). The scattering length may even be complex. In that case, the imaginary part corresponds to absorption of the scattered particle by the scatterer.

It can be seen that expression (3) does not contain the scattering angle \( 2\theta \) directly but a scattering vector \( Q \). It is the vectorial difference of the wave vector \( k' \) after scattering and that before scattering, \( k \). The wave vectors are defined by having the length \( |k| = k = 2\pi/\lambda \) and

---

Fig. 1: The two ways to calculate the scattering law from the microscopic density, left: as the absolute-squared Fourier transform of the density, right: as the Fourier transform of the correlation function.
Fig. 2: Definition of the scattering vector $Q$ in terms of the incident and final wave vectors $k$ and $k'$. The black (isosceles) triangle corresponds to elastic scattering. The blue and red ones correspond to inelastic scattering with energy loss or gain of the scattered radiation, respectively.

the direction of the propagation of the wave. For elastic scattering $k' = k$, and the definition of $Q$ is graphically demonstrated by the black (isosceles) triangle in Fig. 2 resulting in

$$Q = \frac{4\pi}{\lambda} \sin \theta. \quad (4)$$

From this equation one can see that scattering depends on a combination of the scattering angle and the wavelength of the scattered radiation. The same $Q$ can be obtained by different combinations of $2\theta$ and $\lambda$.

At this point it is necessary to explain the meaning of the average $\langle \ldots \rangle$ in (3) and justify it. Of course for a completely arrested system and completely coherent radiation, (3) would be valid without the average. Experimentally, this situation is only realised in laser light scattering from rigid objects. There, the experiments as well as the calculation do not yield a smooth function $d\sigma/d\Omega$ but an assembly of so-called speckles. For two reasons this situation is exceptional and the observed scattering is actually an average:

1. If a dynamics exists, even if it is sufficiently slow not to cause a noticeable inelasticity, the particles will rearrange over the duration of the experiment. In this sense, $\langle \ldots \rangle$ expresses a temporal average over the experimental time.

2. If the radiation used is not highly coherent, the sum over the amplitudes in (3) has to be restricted to the coherence volume which is usually much smaller than the sample volume. The results from the individual regions have to be added as intensities, i.e. after the absolute-square. This implies the same average but to be interpreted as a thermodynamic average over different realisations of the particle positions. In the case of ergodic systems both averages have the same result.

With the assumption that all scatterers are identical (for neutron scattering implying that they are the same isotope and have the same spin orientation) one can factor out the material-specific
properties \( N \) and \( b \):
\[
d\sigma = |b|^2 N S(Q).
\]
\[ (5) \]
with the remaining term
\[
S(Q) = \frac{1}{N} \left\langle \left| \sum_{j=1}^{N} \exp(iQ \cdot r_j) \right|^2 \right\rangle
\]
\[ (6) \]
which depends solely on the statistics of the positions of the scatterers. \( S(Q) \) is called structure factor.

If the scattering is not effected by individual scatterers but by a field (e.g. the magnetic field for neutrons) or a distribution (e.g. the electron density for x-rays) one has to use a continuum description instead of (6):
\[
S(Q) = \frac{1}{N} \left\langle \left| \int_V \rho(r) \exp(iQ \cdot r) \right|^2 \right\rangle
\]
\[ (7) \]
It is easy to verify that this expression corresponds to (6) with the definition (2) of the microscopic density inserted. Expression (7) is the absolute square of the Fourier transform of the density and thus represents the ‘left way’ in Fig. 1.

But even if the individual scatterers are point-like, the continuum description may be useful if their exact positions are not known but only their mesoscopic densities. This is often the case for soft matter systems. Then, expression (7) will be a good approximation as long as the length scale defined by \( Q \) is large compared to the distances between the scatterers, \( Q \ll 2\pi/\text{distance} \) (e.g. for small-angle x-ray or -neutron scattering).

At that point a simple way to introduce mixed scatterers is to start with the scattering length density
\[
\rho_b(r) = \sum_{j=1}^{N} b_j \delta(r - r_j).
\]
\[ (8) \]
instead of the density. By including the scattering properties in the density, equation (5) can be written as
\[
\frac{d\sigma}{d\Omega} = \left\langle \left| \int_V \exp(iQ \cdot r) \rho_b(r) \right|^2 \right\rangle.
\]
\[ (9) \]
Thus, the differential cross section is the absolute square of the Fourier transform of the scattering length density. For neutron scattering, this concept is used to obtain a low-resolution description for small-angle scattering and reflectometry. For light scattering the local dielectric constant of the medium plays the rôle of \( \rho_b(r) \).

### 2.2 Structure factor from pair correlation function

The second way to derive the scattering law starts with applying the definition of the absolute square, \(|X|^2 = X^*X\) to equation (6):
\[
S(Q) = \frac{1}{N} \left\langle \left( \sum_{j=1}^{N} \exp(-iQ \cdot r_j) \right) \left( \sum_{k=1}^{N} \exp(iQ \cdot r_k) \right) \right\rangle \\
= \frac{1}{N} \sum_{j,k=1}^{N} \langle \exp(iQ \cdot (r_k - r_j)) \rangle.
\]
\[ (10) \]
From this expression two characteristic properties of scattering become clear:

1. The scattering law arises from particle pairs \((j, k)\).

2. Only distances between particles enter the expression, not the individual positions. The scattering law remains invariant under translation of the whole sample.

Analogously to \(S(Q)\) the differential scattering cross section can be expressed in terms of particle distances as

\[
\frac{d\sigma}{d\Omega} = \left\langle \sum_{j,k=1}^{N} b_j^* b_k \exp \left( iQ \cdot (r_k - r_j) \right) \right\rangle .
\]

(11)

In order to proceed in a similar way as before, we introduce the two-particle density

\[
\rho(r_1)\rho(r_2) = \sum_{j,k=1}^{N} \delta(r_1 - r_j)\delta(r_2 - r_k)
\]

(12)

which is the joint probability that particle \(j\) is found at \(r_1\) and particle \(k\) at \(r_2\). It is important that in general the average of this probability density is not just the product of the average densities:

\[
\langle \rho(r_1)\rho(r_2) \rangle \neq \langle \rho(r_1) \rangle \langle \rho(r_2) \rangle = \rho_0^2
\]

(13)

\((\rho_0 = N/V)\). The reason for this is that usually there is an interaction between particles which enhances or reduces the probability for particles close to each other. E.g. if one imagines particles with a hard core of radius \(R\) then \(\langle \rho(r_1)\rho(r_2) \rangle\) vanishes for all \(r_1\) and \(r_2\) which would imply a ‘collision’ of the particles, \(0 < |r_2 - r_1| < 2R\). But still, in a translationally invariant system one of the positions can be chosen arbitrarily, especially as the origin, so that

\[
\langle \rho(r_1)\rho(r_2) \rangle = \langle \rho(0)\rho(r_2 - r_1) \rangle = \rho_0 \left\langle \sum_{j,k=1}^{N} \delta(r_j - r_k + r_2 - r_1) \right\rangle .
\]

(14)

For a system of identical scatterers the two-particle density (12) can now be used to express the structure factor:

\[
S(Q) = \frac{1}{N} \left\langle \int_V d^3r_1 \int_V d^3r_2 \exp(iQ \cdot (r_2 - r_1))\rho(r_1)\rho(r_2) \right\rangle
\]

\[
= \frac{1}{\rho_0} \int_{V_{d}} d^3r \exp(iQ \cdot r) \langle \rho(0)\rho(r) \rangle .
\]

(15)
of \(\langle \rho(0)\rho(r) \rangle\) at \(r = 0\) due to the \(j = k\) terms in (12). With this pair correlation function the structure factor can be written as

\[
S(Q) = 1 + \rho_0 \int_{V_d} d^3r \exp(iQ \cdot r)(g(r) - 1). \tag{17}
\]

Here, the \(1 + \) compensates the delta function term subtracted in (16). In addition, one usually writes \(g(r) - 1\) instead of simply \(g(r)\) in the Fourier transform. This avoids a delta function term arising in the limit \(V_d \to \infty\) at \(Q = 0\). In that limit, this ‘trick’ only changes the result at \(Q = 0\) which is the (unobservable) forward scattering. Nevertheless, strictly speaking, one loses the scattering contribution by the overall sample shape. But this only affects the very low \(Q\) region if the sample has macroscopic dimensions \(\gg 2\pi/Q\).

In many physical systems the interaction between particles is not directional with the consequence that \(g(r)\) depends only on the distance \(r = |r|\). In this case by symmetry follows that also \(S(Q)\) is only a function of \(Q = |Q|\). Formula (103) from the appendix can be applied resulting in

\[
S(Q) = 1 + \frac{4\pi \rho_0}{Q} \int_0^\infty (g(r) - 1) \sin(Qr) r dr. \tag{18}
\]

### 2.3 Example: form factor of a sphere

On a length scale larger than the distance of the individual scatterers, the density of a sphere of radius \(R\) is given as

\[
\rho(r) = \begin{cases} 
\rho_0 & \text{for } r < R \\
0 & \text{for } r > R
\end{cases}. \tag{19}
\]

Because of the spherical symmetry one can convert the volume integral in (7) into a one-dimensional integral using (103) from the appendix:

\[
\int_V d^3r \exp(iQ \cdot r) \rho(r) = \frac{4\pi}{Q} \int_0^\infty \rho(r) r \sin(Qr) dr
= \frac{4\pi \rho_0}{Q^3} \left( \sin(QR) - QR \cos(QR) \right). 
\]

With the relation between the density of the scatterers and their number and the volume of the sphere, the prefactor becomes \(3N/Q^3R^3\), and inserting the result in (7) yields

\[
S(Q) = \frac{9N}{Q^3R^3} \left( \sin(QR) - QR \cos(QR) \right)^2. \tag{20}
\]

One can see that the structure factor of the sphere would be proportional to the number of scatterers it contains. In practice, for a single particle, one prefers a normalisation which does not depend on the number of scatterers within a particle. This leads to the definition of the form factor, where \(1/N\) in equation (7) is replaced by \(1/N^2\). For the sphere the form factor is

\[
P(Q) = \frac{9}{Q^6R^6} \left( \sin(QR) - QR \cos(QR) \right)^2 \tag{21}
\]

shown in Fig. 3. The zeros predicted by (21) are usually not found in the experiment but only more-or-less pronounced minima. The reason is that experimental samples usually consist
of spheres of slightly different radii (polydispersity). This leads to a smearing out which is simulated by a ±5% variation in $R$ in the blue curve of Fig. 3.

A series expansion of (21) yields

$$P(Q) = 1 - \frac{Q^2 R^2}{5} + \mathcal{O}(Q^4). \quad (22)$$

The $Q^2$ term in the expansion (22) also has a more general significance. It is actually related to the fact that for any form factor to second order in $Q$ the Guinier approximation holds:

$$P(Q) \approx \exp \left( -\frac{Q^2 R_g^2}{3} \right) \quad (23)$$

where

$$R_g^2 = \frac{\int_V r^2 \rho(r) d^3r}{\int_V \rho(r) d^3r} = \frac{1}{2} \frac{\int_V r^2 g(r) d^3r}{\int_V g(r) d^3r} \quad (24)$$

is the radius of gyration of the particle\(^2\). By comparison of (22) and (23) or direct calculation from (24) results $R_g = \sqrt{3/5} R$. As Fig. 3 shows, the Guinier approximation approximates the sphere from factor slightly better than the second order approximation (22) because it contains higher order terms in $Q$ despite with incorrect coefficients.

Finally, a general high $Q$ property of the scattering can be demonstrated with the example of a sphere. For large $Q$ the $\sin(QR)$ term in (21) becomes negligible compared to $QR \cos(QR)$. Also, assuming some polydispersity or finite instrumental resolution which are always present in a real experiment, $(\cos(QR))^2$ can be replaced by its average $\cos^2 x = 1/2$ and $\cos(QR) \sin(QR)$ by $\cos x \sin x = 0$, so that:

$$\lim_{Q \to \infty} P(Q) = \frac{9}{2} \frac{1}{Q^4 R^4}. \quad (25)$$

---

\(^2\)In the first expression it is essential that $r$ is measured with respect to the center of gravity of the particle.
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Fig. 4: Schematic representation of interaction potential $V(r)$, pair correlation function $g(r)$, and scattering function $S(Q)$.

Again, this is the special case of a general relation, the Porod law, which relates the high $Q$ scattering to the ratio surface area $S_p / volume V_p$:

$$\lim_{Q \to \infty} P(Q) = \frac{2\pi S_p}{V_p^2} \frac{1}{Q^4}.$$ \hspace{1cm} (26)

### 2.4 Example: liquid structure factor

This second example is not an exact calculation but more a rough description of the features to be expected for scattering from a liquid (Fig. 4). A liquid also does not fulfill the requirement that the structure is static in the strict sense required above. Nevertheless, as will be derived in the section 3, a diffraction experiment will yield an $S(Q)$ corresponding to the instantaneous structure. But what is more a problem for the mathematical treatment is that for a given interparticle potential $V(r)$ there is no exact way to derive the pair correlation function $g(r)$. There are only approximative analytical methods [16] and numerical methods available for this purpose. Nevertheless it can be expected that there is a preferential nearest-neighbour distance $r_{nn}$ which is roughly defined by the minimum of the interparticle potential and corresponds to a maximum in $g(r)$. As explained before $g(r)$ will drop sharply for too short distances because of the strong repulsion. For large $r$ there will be no significant interaction between the particles so that the joint probability $\langle \rho(0)\rho(r) \rangle$ will become the product of the average densities $\rho_0^2$ and in consequence $\lim_{r \to \infty} g(r) = 1$.

From $g(r)$ by use of equation (18) the structure factor can be calculated. Although again an exact result cannot be given, several general features can be stated: For $Q \to \infty$, $\exp (iQ \cdot r)$
becomes a rapidly oscillating function and the integral vanishes. Then one has
\[
\lim_{Q \to \infty} S(Q) = 1. \tag{27}
\]
For \( Q \to 0 \), \( S(Q) \) measures only the overall density fluctuation, i.e. the fluctuation of the particle number:
\[
\lim_{Q \to 0} S(Q) = \frac{V^2 \langle \delta \rho^2 \rangle}{N} = \frac{\langle N^2 \rangle - \langle N \rangle^2}{\langle N \rangle} = \rho_0 k_B T \kappa_T. \tag{28}
\]
Here, \( k_B \) denotes the Boltzmann constant, \( T \) the temperature and \( \kappa_T \) the isothermal compressibility. At intermediate \( Q \), the structure factor of liquids shows a diminishing series of broad peaks, remainders of the Bragg peaks of a crystalline structure. The first peak occurs at a scattering vector roughly corresponding to the next neighbour distance by \( Q_{\text{max}} = 2\pi/r_{\text{nn}} \).

### 2.5 Structure factor and form factor

Many physical systems are not constituted by point scatterers but nevertheless the density is not just some irregular function of coordinate. Rather, the scatterers are structured particles and this structure is identically repeated at different centres in space. Mathematically, this can be captured as a convolution:
\[
\rho(r) = \rho_{\text{centres}}(r) \otimes \rho_{\text{particle}}(r) = \int d^3r' \rho_{\text{centres}}(r') \rho_{\text{particle}}(r - r') \tag{29}
\]
where \( \rho_{\text{centres}}(r) = \sum_j \delta(r - r_{\text{centres}}^j) \).

Now the convolution theorem (115) states that the Fourier transform of the density (29) is the product of the Fourier transforms of the underlying densities:
\[
\mathcal{F}[\rho(r)] = \mathcal{F}[\rho_{\text{centres}}(r)] \mathcal{F}[\rho_{\text{particle}}(r)]. \tag{30}
\]
Consequently, the scattering of the whole system, which for distinction should be denoted \( I(Q) \) here, is
\[
I(Q) = S(Q) P(Q) \tag{31}
\]
where \( S(Q) \) is the structure factor of the centre positions alone and \( P(Q) \) is the form factor of the density within a single particle.\(^3\)

The form factor is a rapidly decaying function, with a range of roughly \( Q_{\text{max}} \approx 2\pi/d \) where \( d \) is the size of the scatterer. In case of x-ray scattering from atoms \( d \) is in the Ångström range; therefore, \( P(Q) \) decays within a couple of Å\(^{-1} \). This implies that \( S(Q) \) is damped significantly by (31) and higher order Bragg peaks in crystals or short range correlations in liquids cannot be observed well. For neutron scattering (nuclear, not magnetic) a potential with just a few femtometres range is relevant. There, the form factor would only decay at extremely high \( Q \) and is practically constant for all relevant \( Q \) values. Nevertheless, also for neutron scattering the form factor/structure factor dichotomy is useful in the case of complex liquids (colloids,

\(^3\)Note that in order to get equation (31) literally correct, one needs the different normalisation of \( P(Q) \) mentioned in example 2.3, namely by \( 1/N^2 \) instead of \( 1/N \). The exact way of normalising the terms in the product (31) is non-uniform in the literature, so that the formula may appear with different additional prefactors, e.g. the average density within the particle.
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microemulsions, polymer solutions etc.). In that case, one has an arrangement of statistically equal objects of nanometre size leading to a form factor decaying at a $Q$ of the order of $0.1\ \text{Å}^{-1}$. There is often some confusion in the use of "form factor" and "structure factor". The reason for this is that the two terms are defined relatively to each other. Imagine for example x-ray scattering from a polymer solution. The solution is constituted by polymer molecules which itself are constituted by atoms. Thus, there is a three-level hierarchy. With respect to the levels molecule-atom we have an atomic form factor $P_{at}(Q)$ and a polymer molecule structure factor $S_{mol}(Q)$. Looking at the levels solution-molecule, there is a molecular form factor $P_{mol}(Q)$ and a solution structure factor $S_{sol}(Q)$. But in the end $S_{mol}(Q) = P_{mol}(Q)$, meaning that the question whether the polymer molecule has a structure factor or a form factor depends on the view of this intermediate level.

3 Scattering from dynamic systems

Here, the more realistic situation will be considered in which the particles of the sample are moving. Their dynamics will be described by trajectories $r_j(t)$ which implies that the result is only valid in classical approximation. This assumption is usually uncritical for soft matter systems because experiments are done at high temperatures where quantum mechanical effects are unobservable. In most scattering experiments the motion of the particles is observed indirectly via the inelasticity, i.e. the energy transfer $\hbar \omega = E' - E$ of the scattering process. The notable exception is dynamic light scattering where a time correlation function is measured directly (subsection 5.1).

In analogy to (3) the double differential cross-section is defined as the probability density that a neutron is scattered into a solid angle element $d\Omega$ with an energy transfer $\hbar \omega \ldots \hbar(\omega + d\omega)$. Within a certain approximation, which is usually valid for soft matter systems, it can be given as

$$\frac{d\sigma}{d\Omega d\omega} = \frac{1}{2\pi k} \int_{-\infty}^{\infty} e^{-i\omega t} dt \left\langle \sum_{j,k=1}^{N} b_j^* b_k \exp \left( iQ \cdot (r_k(t) - r_j(0)) \right) \right\rangle.$$ (32)

It can be seen that the ‘indirectness’ of scattering leads to another Fourier transform in time $t \rightarrow \omega$ (in addition to that in space $r \rightarrow Q$). A factor (which was not visible before because $k' = k$ for scattering from static systems) is the ratio of the wave numbers $k'/k$. This factor can be easily understood for massive particles as neutrons as the ratio of velocities $v'/v$ which modulates the intensity of the scattered beam.

Another place where $k' \neq k$ has to be taken into account is that $Q$ now does not anymore result from the isosceles construction in Fig. 2 drafted in black but from scattering triangles as those in blue and red. Application of the cosine theorem leads to the following expression for $Q$ in the inelastic situation:

$$Q = \sqrt{k^2 + k'^2 - 2kk' \cos(2\theta)} = \sqrt{\frac{8\pi^2}{\lambda^2} + \frac{2m\omega}{\hbar} - \frac{4\pi}{\lambda} \sqrt{\frac{4\pi^2}{\lambda^2} + \frac{2m\omega}{\hbar} \cos(2\theta)}}$$ for neutrons. (33)

A correct derivation of the double differential cross section for inelastic scattering is only possible by quantum mechanical means. This is usually done in textbooks on neutron scattering as refs. 4, 5. It would be beyond the scope of this lecture to present this derivation in detail.
Especially, it has to be observed now that $Q$ also depends on $\hbar \omega$ implying that $Q$ is not anymore constant for a single scattering angle. Fig. 5 shows the magnitude of this effect for typical parameters of a neutron scattering experiment. It can be seen that it is by no means negligible for typical thermal energies of the sample even at temperatures as low as 100 K.

In order to derive a quantity similar to the structure factor (17), one assumes again a system of $N$ chemically identical particles. But in order to capture the feature of incoherent scattering, present in neutron scattering, it is assumed that these particles do not have identical scattering lengths but individual randomly distributed scattering lengths with the average $\bar{b} = (1/N) \sum_j b_j$ and the variance $|\bar{b}|^2 - |\bar{b}|^2 = (1/N) \sum_j |b_j - \bar{b}|^2$. The most obvious reason for the variance of scattering lengths is that chemically identical atoms may be different isotopes. Because the neutron scattering length is a nuclear property it may differ from isotope to isotope. But even in monisotopic systems there may be such a variance due to disorder of the nuclear spin orientations because the scattering length also depends on the combined spin state of the scattered neutron and the scattering nucleus. It is more difficult to see how incoherent scattering may arise in light scattering. There the individual scattering centres may be colloidal particles with an effective $b$ depending on the size and the refractive index. The analogue to isotope disorder would be here to have particles with identical size and interaction but different refractive indices. This trick is exploited to obtain incoherent scattering from colloidal systems [17] and
thereby gain access to the self-correlation. The sum in expression (32) can be decomposed into one over different indices and one over identical indices,

\[
\sum_{j,k=1}^{N} b_j^* b_k e^{iQ \cdot (r_k(t) - r_j(0))} = \sum_{j\neq k=1}^{N} b_j^* b_k e^{iQ \cdot (r_k(t) - r_j(0))} + \sum_{j=1}^{N} |b_j|^2 e^{iQ \cdot (r_j(t) - r_j(0))},
\]

which have to be averaged in a different way with respect to the distribution of scattering lengths. In the first term \(b_j^*\) and \(b_k\) can be averaged separately because the different particle scattering lengths are uncorrelated: \(\langle b^* b \rangle = |b|^2\). In the second term one has to average after taking the absolute square:

\[
= \sum_{j=k=1}^{N} |b_j|^2 e^{iQ \cdot (r_k(t) - r_j(0))} + \sum_{j=1}^{N} \left( |b_j|^2 - |b|^2 \right) e^{iQ \cdot (r_j(t) - r_j(0))}.
\]

In order to avoid the sum over distinct particles, the first sum is complemented by the \(j = k\) terms, \(|b_j|^2 e^{iQ \cdot (r_k(t) - r_j(0))}\), and to compensate, these terms are subtracted in the second sum:

\[
= \sum_{j,k=1}^{N} |b_j|^2 e^{iQ \cdot (r_k(t) - r_j(0))} + \sum_{j=1}^{N} \left( |b_j|^2 - |b|^2 \right) e^{iQ \cdot (r_j(t) - r_j(0))}.
\]

With this result it is possible to express the double differential cross section as

\[
\frac{\partial \sigma}{\partial \Omega \partial \omega} = N \frac{k'}{k} \left( |b|^2 S_{coh}(Q, \omega) + \left( |b|^2 - |b|^2 \right) S_{inc}(Q, \omega) \right)
\]

with

\[
S_{coh}(Q, \omega) = \frac{1}{2\pi N} \int_{-\infty}^{\infty} e^{-i\omega t} dt \sum_{j,k=1}^{N} \langle e^{iQ \cdot (r_k(t) - r_j(0))} \rangle
\]

and

\[
S_{inc}(Q, \omega) = \frac{1}{2\pi N} \int_{-\infty}^{\infty} e^{-i\omega t} dt \sum_{j=1}^{N} \langle e^{iQ \cdot (r_j(t) - r_j(0))} \rangle.
\]

The quantities defined by (38) and (39) are called **coherent** and **incoherent scattering function** or **dynamic structure factors**. The prefactors of the scattering functions in expression (37) are often expressed by the scattering cross sections

\[
\sigma_{coh} = 4\pi |b|^2, \quad \sigma_{inc} = 4\pi \left( |b|^2 - |b|^2 \right)
\]

which (for the incoherent part in general and for the coherent in the limit \(Q \to \infty\)) give the scattering into all directions, i.e. the solid angle \(4\pi\).

In some cases it is interesting to consider the part of expression (38) before the time-frequency Fourier transform, called **intermediate coherent scattering function**:

\[
I_{coh}(Q, t) = \frac{1}{N} \sum_{j,k} \langle e^{iQ \cdot (r_k(t) - r_j(0))} \rangle.
\]
Its value for \( t = 0 \) expresses the correlation between atoms at equal times. A theorem on Fourier transforms (equation (112) of the appendix) tells that this is identical to the integral of the scattering function over all energy transfers:

\[
I_{\text{coh}}(Q, 0) = \frac{1}{N} \sum_{jk} \langle e^{iQ(r_j - r_k)} \rangle = S(Q) = \int_{-\infty}^{\infty} S_{\text{coh}}(Q, \omega) d\omega. \tag{42}
\]

The concrete significance of this relation is that a diffraction experiment, which does not discriminate energies and thus implicitly integrates over all \( \hbar \omega \), only shows the instantaneous correlation of the atoms, viz the structure of the sample\(^5\). \( S(Q) \) is the structure factor as derived in section 2 for the static situation. The dynamic information is lost in the integration process. Similarly the incoherent intermediate scattering function is

\[
I_{\text{inc}}(Q, t) = \frac{1}{N} \sum_{j=1}^{N} \langle e^{iQ(r_j(t) - r_j(0))} \rangle \tag{43}
\]

with

\[
I_{\text{inc}}(Q, 0) = \frac{1}{N} \sum_{j=1}^{N} \langle e^{iQ(r_j - r_j)} \rangle = 1 = \int_{-\infty}^{\infty} S_{\text{inc}}(Q, \omega) d\omega. \tag{44}
\]

Note that this result is independent of the actual structure of the sample. Also it is the same result as the high \( Q \) limit \( S(Q) \rightarrow 1 \) (27). This is a consequence of the more general fact that coherent and incoherent scattering become indistinguishable for large \( Q \). Integration of the double-differential cross section (37) over \( \omega \) shows that also the static scattering contains an incoherent contribution. But because of (44), this term is constant in \( Q \). It constitutes a flat background in addition to the \( S(Q) \)-dependent scattering. In some cases (e.g. small-angle scattering) it may be necessary to correct for this, in other cases (e.g. diffraction with polarisation analysis) it may even be helpful to normalise the coherent scattering.

In the paragraphs before it was shown that the value of the intermediate scattering functions at \( t = 0 \) corresponds to the integral of the scattering function over an infinite interval. This is a consequence of a general property of the Fourier transform. There is also the inverse relation that the value of \( S(Q, \omega) \) at \( \omega = 0 \) is related to the integral of \( I(Q, t) \) over all times (equation (113)). The most important case is here when \( I(Q, t) \) does not decay to zero for infinite time but to a finite value \( f(Q) \). In that case the integral is infinite implying that \( S(Q, \omega) \) has a delta function contribution at \( \omega = 0 \). This means that the scattering contains a strictly elastic component. Its strength can be calculated by decomposing the intermediate scattering function into a completely decaying part and a constant for the coherent and the incoherent scattering:

\[
I_{[\text{coh}[\text{inc}]}(Q, t) = I_{[\text{coh}[\text{inc}]}(Q, t) + \int_{[\text{coh}[\text{inc}]}(Q) . \tag{45}
\]

Because the Fourier transform of constant one is the delta function this corresponds to

\[
S_{[\text{coh}[\text{inc}]}(Q, \omega) = S_{[\text{coh}[\text{inc}]}(Q, \omega) + S_{[\text{coh}[\text{inc}]}(Q) \delta(\omega). \tag{46}
\]

\(^5\)Strictly speaking, this is only an approximation. There are several reasons why the integration in the diffraction experiment is not the 'mathematical' one of (42): (1) On the instrument the integral is taken along a curve of constant \( 20 \) in Fig. 5 while constant \( Q \) would correspond to a horizontal line. (2) The double differential cross-section (37) contains a factor \( k^6/k \) which depends on \( \omega \) via (33). (3) The detector may have an efficiency depending on wavelength which will introduce another \( \omega \)-dependent weight in the experimental integration. All these effects can be taken into account in the so-called Placzek corrections [18–20].
where $S_{[\text{coh|inc}]}^\text{el}(Q) = f_{[\text{coh|inc}]}(Q)$, the elastic coherent/incoherent structure factor, can be written as

$$S_{\text{coh}}^\text{el}(Q) = \frac{1}{N} \sum_{j,k=1}^{N} \langle e^{iQ(r_k(\infty) - r_j(0))} \rangle,$$  \hspace{1cm} (47)

$$S_{\text{inc}}^\text{el}(Q) = \frac{1}{N} \sum_{j=1}^{N} \langle e^{iQ(r_j(\infty) - r_j(0))} \rangle.$$  \hspace{1cm} (48)

Here, $t = \infty$ indicates a time which is sufficiently long that the correlation with the position at $t = 0$ is lost. For the elastic incoherent structure factor (EISF) this lack of correlation implies that the terms with initial and final positions can be averaged separately:

$$S_{\text{inc}}^\text{el}(Q) = \frac{1}{N} \sum_{j=1}^{N} \langle e^{iQr_j} \rangle \langle e^{-iQr_j} \rangle$$

$$= \frac{1}{N} \sum_{j=1}^{N} |e^{-iQr_j}|^2$$ \hspace{1cm} (49)

$$= \frac{1}{N} \sum_{j=1}^{N} \int_V d^3r \exp(iQ \cdot r) \rho_j(r)^2.$$ \hspace{1cm} (50)

Here, $\rho_j(r)$ denotes the ‘density of particle $j$', i.e. the probability density of the individual particle $j$ being at $r$. One can see that the elastic incoherent structure factor differs from the structure factor (17) itself mainly by the order of summation and averaging. It has the normalisation $S_{\text{inc}}^\text{el}(0) = 1$, that of a form factor. One can say that the EISF is the form factor of the volume confining the motion of the particles. E.g. for particles performing any kind of motion inside a sphere, the EISF would be $S_{\text{inc}}^\text{el}(Q) = 9 (\sin(QR) - QR \cos(QR))^2/Q^6 R^6$ as given by (21).

As in the static situation, the scattering law can be traced back to distance distribution functions, the van Hove correlation functions, which are time-dependent:

$$G(r,t) = \frac{1}{N} \left\langle \sum_{j,k=1}^{N} \delta(r - r_k(t) + r_j(0)) \right\rangle,$$  \hspace{1cm} (51)

$$G_a(r,t) = \frac{1}{N} \left\langle \sum_{j=1}^{N} \delta(r - r_j(t) + r_j(0)) \right\rangle.$$  \hspace{1cm} (52)

Insertion into

$$I_{[\text{coh|inc}]} = \int_{V_d} G_{[\theta]}(r,t) \exp(iQ \cdot r) d^3r$$ \hspace{1cm} (53)

directly proves that the spatial Fourier transforms of the van Hove correlation functions are the intermediate scattering functions.

The two particle version can—as in the static case—be reduced to the microscopic density,

$$\rho(r,t) = \sum_{j=1}^{N} \delta(r - r_j(t)).$$  \hspace{1cm} (54)
As in the static case \( \rho(\mathbf{r}) \), \( \rho(\mathbf{r}, t) \) can also be seen as a generalisation to the situation of scattering from continua. Its autocorrelation function in space and time is

\[
\langle \rho(0, 0)\rho(\mathbf{r}, t) \rangle.
\]

The 0 is again showing that translational symmetry is assumed. So the correlation function can be replaced by its average over all starting points \( \mathbf{r}_1 \) in the sample volume:

\[
\langle \rho(0, 0)\rho(\mathbf{r}, t) \rangle = \frac{1}{V} \int_V d^3 \mathbf{r}_1 \langle \rho(\mathbf{r}_1, 0)\rho(\mathbf{r}_1 + \mathbf{r}, t) \rangle.
\]

Insertion of (54) gives

\[
\langle \rho(0, 0)\rho(\mathbf{r}, t) \rangle = \frac{1}{V} \left\langle \sum_{j,k=1}^N \int_V d^3 \mathbf{r}_1 \delta(\mathbf{r}_1 - \mathbf{r}_k(t))\delta(\mathbf{r}_1 + \mathbf{r} - \mathbf{r}_j(t)) \right\rangle
\]

\[
= \frac{1}{V} \left\langle \sum_{j,k=1}^N \delta(\mathbf{r}_k(t) + \mathbf{r} - \mathbf{r}_j(t)) \right\rangle \tag{58}
\]

which with (51) implies

\[
G(\mathbf{r}, t) = \frac{1}{\rho_0} \langle \rho(0, 0)\rho(\mathbf{r}, t) \rangle = \delta(\mathbf{r}) + \rho_0 g(\mathbf{r}) \tag{59}
\]

Again setting \( t = 0 \) results in the static scattering situation:

\[
G(\mathbf{r}, 0) = \frac{\langle \rho(0, 0)\rho(\mathbf{r}, 0) \rangle}{\rho_0} = \delta(\mathbf{r}) + \rho_0 g(\mathbf{r}) \tag{60}
\]

with \( g(\mathbf{r}) \) from equation (16).

As in the case of static scattering there is an alternative way to derive the scattering function by first Fourier-transforming the density

\[
\rho_Q(t) = \int d^3\mathbf{r} e^{i\mathbf{Q}\cdot\mathbf{r}} \rho(\mathbf{r}, t) = \sum_{j=1}^N e^{i\mathbf{Q}\cdot\mathbf{r}_j(t)} \tag{61}
\]

and then multiplying its conjugated value at \( t = 0 \) with that at \( t \):

\[
I_{\text{coh}}(\mathbf{Q}, t) = \frac{1}{N} \langle \rho_Q^*(0)\rho_Q(t) \rangle \tag{62}
\]

and

\[
S_{\text{coh}}(\mathbf{Q}, \omega) = \frac{1}{2\pi N} \int_{-\infty}^{\infty} e^{-i\omega t} \langle \rho_Q^*(0)\rho_Q(t) \rangle dt. \tag{63}
\]

(This is a general consequence of the cross-correlation theorem of Fourier transform (121).)

Note that a reduction of the self correlation function \( G_s(\mathbf{r}, t) \) is not possible in the same way because the multiplication \( \langle \rho(0, 0)\rho(\mathbf{r}, t) \rangle \) inevitably includes all combinations of particles \( j, k \) and not only the terms for identical particles \( j, j \).

The derivation of inelastic scattering presented here, starting from expression (32), was introduced by Vineyard in 1958 [21]. It was discovered already four years later [22] that this is a very rough approximation, among other shortcomings violating detailed balance. While
equations (38) and (39) with reasonable assumptions about the symmetry of the system imply
\[ S(Q, -\omega) = S(Q, \omega) \]
(64)

In equilibrium, the probability for the scattering system to be in the lower energy state is higher by the factor \( \exp(\frac{\hbar \omega}{k_B T}) \). Therefore scattering into a state with higher energy is more probable by the same factor than scattering into the lower energy state. This results from thermodynamics and is independent from the approximation to neglect quantum mechanics. Fortunately, in the case of soft matter systems one often deals with slow processes at comparatively high temperatures so that \( \hbar \omega \ll k_B T \) and the approximations used here are valid nevertheless.

A more exact treatment (even on the semi-classical level) would make it necessary to know the momenta of the particles in addition to their trajectories [22]. In case of absence of such information and if it is necessary to access high energy transfers \( \hbar \omega \) it is often justified to ‘force’ detailed balance by an ad hoc factor [23]:
\[ S_{\text{corrected}}(Q, \omega) = \exp\left(\frac{-\hbar \omega}{2k_B T}\right) S(Q, \omega) \]
(65)

### 3.1 Example: diffusion

For simple diffusion the density develops in time following Fick’s second law,
\[ \frac{\partial \rho}{\partial t} = D \Delta \rho \equiv D \left( \frac{\partial^2 \rho}{\partial x^2} + \frac{\partial^2 \rho}{\partial y^2} + \frac{\partial^2 \rho}{\partial z^2} \right) \]
(66)

The underlying mechanism is Brownian motion, i.e. random collisions with solvent molecules. Therefore, it can be concluded from the central limit theorem of statistics that the density of particles initially assembled at the origin is a Gaussian in all coordinates:
\[ \rho_1 = \frac{1}{\sqrt{2\pi \sigma}} \exp\left(\frac{-x^2}{2\sigma^2}\right) \frac{1}{\sqrt{2\pi \sigma}} \exp\left(\frac{-y^2}{2\sigma^2}\right) \frac{1}{\sqrt{2\pi \sigma}} \exp\left(\frac{-z^2}{2\sigma^2}\right) \]
\[ = \frac{1}{(2\pi)^{3/2}\sigma^3} \exp\left(\frac{-r^2}{2\sigma^2}\right) \]
(67)

The index 1 should remind that the prefactor is chosen such that the total particle number \( \int \rho_1 \, d^3r \) is normalised to one. The width of the distribution, \( \sigma \) has the dimension length. The only way to construct a length out of \( D \) (dimension \( \text{length}^2/\text{time} \)) and time is \( \sigma = c \sqrt{D t} \) where \( c \) is a dimensionless constant. Inserting this into (67) yields:
\[ \rho_1 = \frac{1}{c^3(2\pi D t)^{3/2}} \exp\left(\frac{-r^2}{2c^2 D t}\right) \]
(68)

The derivatives of this expression with respect to \( t \) and \( x, y, z \) can be calculated and inserted into (66):
\[ \frac{\sqrt{2}(r^2 - 3c^2 D t)}{8\pi^{3/2}c^6 D^{5/2}t^{7/2}} \exp\left(\frac{-r^2}{2c^2 D t}\right) = \frac{\sqrt{2}(r^2 - 3c^2 D t)}{4\pi^{3/2}c^7 D^{7/2}t^{7/2}} \exp\left(\frac{-r^2}{2c^2 D t}\right) \]
(69)
One can see that the right- and left-hand side are identical if \( c = \sqrt{2} \). This proves that the ‘guess’ (67) is indeed a solution of Fick’s second law and also determines the unknown \( c \). With the value of \( c \) substituted, the ‘single particle density’ is

\[
\rho_1 = \frac{1}{(8\pi Dt)^{3/2}} \exp \left( -\frac{r^2}{4Dt} \right). \tag{70}
\]

Diffusion-like processes are often characterised by the mean-square displacement \( \langle r^2 \rangle \). Because of the statistical isotropy, the average displacement \( \langle r \rangle \) is always zero. Therefore, the characterisation of the mobility of a diffusional process has to be done using the second moment, which is the average of the square of the displacement. For the simple Fickian diffusion this can be calculated from (70):

\[
\langle r^2 \rangle = \int \rho_1 r^2 4\pi r^2 d^3 r = 6Dt. \tag{71}
\]

For incoherent scattering the starting position \( r(0) \) is irrelevant. Therefore, expression (70) is also \( G_s(r, t) \). Because the Fourier transform of a Gaussian function is a Gaussian itself, the corresponding incoherent intermediate scattering function is

\[
I_{\text{inc}}(Q, t) = \exp \left( -DQ^2 t \right), \tag{72}
\]

and because the Fourier transform of an exponential decay is a Lorentzian the incoherent scattering function is

\[
S_{\text{inc}}(Q, \omega) = \frac{1}{\pi} \frac{DQ^2}{\omega^2 + (DQ^2)^2}. \tag{73}
\]

This function is centred around \( \omega = 0 \), and for that reason the scattering is called quasielastic. This is typical for diffusion-like processes in contrast to vibrational processes which yield (phonon) peaks at finite energy transfers. For this reason, many textbook authors distinguish between inelastic and quasielastic neutron scattering instead of subsuming the latter under the former as done here.

From expression (72) one can see that \( I_{\text{inc}}(Q, t) \) decays faster with time for larger \( Q \) and from (73) that \( S_{\text{inc}}(Q, \omega) \) is getting broader. This is understandable because \( Q \) defines the spatial resolution of a neutron scattering experiment in a reciprocal way. So a larger \( Q \) means observation on shorter distances which can be travelled faster by the diffusing particle.

Finally, one can see that

\[
I_{\text{inc}}(Q, t) = \exp \left( -\frac{Q^2 \langle r^2 \rangle}{6} \right). \tag{74}
\]

Because this expression is derived independently of the specific form of \( \sigma(t) \) in (67) it is generally valid if the distribution of displacements \( G_s(r, t) \) is a Gaussian. Even if this is not the case, equation (74) is often a good low-\( Q \) approximation called the Gaussian approximation and is the dynamical analogue of to the Guinier approximation of static scattering.

In general, the incoherent intermediate scattering function cannot be derived from the mean-square displacement alone. Because equation (74) is the first term of the cumulant expansion \( \exp(aQ^2 + bQ^4 + \ldots) \) of \( I_{\text{inc}}(Q, t) \) [24] the mean-square displacement can be calculated as

\[
\langle r^2 \rangle = -\lim_{Q \to 0} \frac{6}{Q^2} \ln I_{\text{inc}}(Q, t) \quad \text{or} \quad \langle r^2 \rangle = -\frac{1}{dQ^2} \left. \frac{d \ln I_{\text{inc}}(Q, t)}{dQ^2} \right|_{Q=0}. \tag{75, 76}
\]
By replacing $I_{\text{inc}}(Q, t)$ by its value at infinite time, the EISF $S_{\text{inc}}^e(Q)$, the limiting mean-square displacement of a confined motion can be obtained. This is the principle of the elastic scan technique often used on neutron backscattering spectrometers [25].

4 Scattering probes: photons, neutrons, electrons

The most obvious difference between different scattering probes, i.e. radiation types, is their wavelength and frequency. In the particle picture these correspond to the momentum ($p = h/\lambda$) and the energy ($E = hf$) of the particles. For each radiation type there is a relation between both quantities based on the rest mass of the particle, $m_0$:

$$
\lambda = \frac{h}{\sqrt{2E m_0 + E^2/c^2}}.
$$

Note that $E$ is the net kinetic energy here, thus $E = (m - m_0) c^2$ relativistically. For the photon, a massless particle, the relation reduces to

$$
\lambda = \frac{hc}{E} = \frac{c}{f}
$$

with $f = E/h$ being the (common) frequency. So for photons the wavelength decreases inverse-proportionally with frequency, $\lambda \propto E^{-1}$. Conversely in the non-relativistic limit ($m_0 \gg E/c^2$) which would be fulfilled for neutrons in general, one obtains:

$$
\lambda = \frac{h}{\sqrt{2E m_0}} = \frac{h}{p}
$$

with $p$ being the momentum of the particle. Thus for massive (non-relativistical) particles the wavelength only decreases as $\lambda \propto E^{-1/2}$.

Fig. 6 shows the relation between wavelength and energy/frequency for photons, neutrons, and electrons. It can be seen that in the determination of molecular structure, neutrons and x-rays are equivalent because they both have adequate wavelengths. Nevertheless for inelastic scattering experiments x-rays have an energy several orders of magnitude higher at the same wavelength. Therefore the energy transfers which correspond to processes in a time range of nanoseconds and above are much more difficult to resolve by x-ray scattering.

In order to dwell on this argument in more detail, in the following it is explained how the wavelength and energy of the probe beam determine the resolution and range of a scattering method in time and space:

- The minimal distance resolved in space is related directly to the wavelength. This can be seen from Bragg’s law, $\lambda = 2d \sin \theta$. Because $\sin \theta \leq 1$ the distance (of Bragg planes) is limited by $d \geq \lambda / 2$. Expressed in terms of the scattering vector, equation (4), this corresponds to an upper limit of the scattering vector $Q \leq 4\pi / \lambda$.

---

6 It has to be noted that in the absence of a crystalline structure this relation is only an estimate. In principle, the whole range of distances $r$ enters a Fourier transform expression as (18) for a given $Q$. Nevertheless, a relation as $d_{\text{min}} = 2\pi / Q_{\text{max}}$ gives the smallest structure which can be technically resolved also in this case, but with a prefactor which may differ from $2\pi$ depending on the definition of what “resolve” means.
The maximal distance accessible is also proportional to the wavelength, but here the instrumental resolution is also a determining factor. Again in the picture of Bragg’s law, if the smallest technically accessible scattering angle is \( \theta_{\text{min}} \) then the largest observable Bragg plane distance is \( d \leq \lambda/2 \sin \theta_{\text{min}} \). So here the wavelength of the beam does not pose a limit on principle. Nevertheless, even on dedicated small-angle scattering instruments one is not able to reach angles below 0.01°. Therefore, there is a technological limit at about four orders of magnitude above the wavelength of the radiation used in a scattering experiment, \( d \lesssim 10^4 \lambda \).

The minimal time resolvable in dynamics is inversely related to the frequency of the radiation, or the particle energy. Here, the argument is somewhat more complicated because the energy transfer \( E = \hbar \omega \), especially in neutron scattering, may be larger than the energy \( \hbar f \). But as Fig. 5 shows, large energy transfers lead to a strongly offset \( Q \) range. So there is a combined restriction of time- and space range which usually prevents energy transfers to be used which are more than an order of magnitude higher than the incident energy. This leads to a restriction \( t > 0.2 \text{ ps meV}/E \).

For the maximal time accessible, as in the case of the maximal distance, the instrumental resolution is a crucial factor. The limit in terms of the minimal resolvable energy transfer is \( t < 2 \text{ ps meV}/\Delta E \) (with a slight dependence of the prefactor on the definition of “accessible time”). But the relative instrumental resolution \( \Delta E/E \) differs by orders of magnitude from instrument to instrument. Conventional neutron scattering instruments reach down to \( 10^{-3} \) while due to the high flux available inelastic experiments on syn-

**Fig. 6:** Relation between energy \( (E) \) / frequency \( (f) \) and wavelength \( (\lambda) \) of different scattering probes. Red: photons, pink: electrons, blue: neutrons. The broadened sections of the curves represent the ranges actually used in scattering experiments on soft matter systems.
Fig. 7: Spatial dimensions accessible by different scattering methods. (Note that these are typical ranges; particular experimental set-ups may extend these.)

Chrotrons can reach $10^{-7}$. The neutron spin echo technique (see subsection 5.3) operating directly in the time domain can reach times corresponding to $\Delta E/E = 10^{-6}$. A method opening an on-principle unlimited time range is the use of intensity autocorrelation on the scattered beam. For this method the resolution is not restricted by the monochromatisation of the incident beam. This is a standard technique for photons, where times up to $10^3$ s can be reached. The corresponding technique for x-rays is currently under development reaching roughly the same limit in certain applications.

Fig. 7 shows the spatial dimensions accessible by different elastic scattering methods. It can be seen that for neutrons and x-rays usually small scattering angles have to be used to reach the dimensions of soft matter. On the other hand, light scattering is only suited to very large soft matter objects.

Fig. 8 shows in dimensions of space and time the range of different inelastic scattering methods. It can be seen that light scattering covers an enormous range in the dynamics due to the availability of the photon correlation technique. On the other hand it suffers from the long wavelength prohibiting access to shorter length scales. X-rays do cover nanometre sizes but due to their high energy only allow to resolve very fast processes ($\lesssim 1$ ps) with filter methods. X-ray photon correlation methods are currently limited to longer times than some microseconds. There remains a large region, roughly the nanometre-nanosecond range, which can only be covered by inelastic neutron scattering.

Another property of a probe beam important for the application is its interaction mechanism with the sample. Photons of long wavelength (light) interact with the dielectric function of the sample. Thus, any sample showing a fluctuation of the index of refraction is suitable for scattering. On the other hand, short-wavelength photons, x-rays, interact directly with the electron density. Therefore, their interaction is stronger with elements of higher atomic number $Z$ (Fig. 9). At roughly the same wavelength neutrons do not show the monotonic dependence on $Z$ and in addition usually the scattering length depends on the isotope. Especially, the scattering
Fig. 8: Ranges in time and space accessible by different scattering methods. PFG-NMR has been added because it provides the intermediate scattering function $I(Q, t)$ as genuine scattering methods do. (Note that these are typical ranges; particular experimental set-ups may extend these.)

lengths of hydrogen and deuterium are completely different. In organic materials this allows to create a contrast without change of the chemical properties.

Finally, neutron scattering differs from photon scattering by that due to their magnetic moment neutrons may also be scattered by magnetic interactions. The direct application of this feature is of less relevance in soft matter science because few such materials contain magnetic elements. Nevertheless, the incoherent scattering discussed in section 3 is often (especially in the case of hydrogen) due to spin-disorder. Because spin-incoherent scattering flips the spin of the scattered neutron with a probability of $2/3$ the total scattering can be separated into coherent and incoherent using the following formulae:

$$\frac{\partial \sigma_{\text{coh}}}{\partial \Omega \partial \omega} = N \frac{k'}{k} \sigma_{\text{coh}} S_{\text{coh}}(Q, \omega) = \frac{\partial \sigma_{\uparrow}}{\partial \Omega \partial \omega} - \frac{1}{2} \frac{\partial \sigma_{\downarrow}}{\partial \Omega \partial \omega},$$

$$\frac{\partial \sigma_{\text{inc}}}{\partial \Omega \partial \omega} = N \frac{k'}{k} \sigma_{\text{inc}} S_{\text{inc}}(Q, \omega) = \frac{3}{2} \frac{\partial \sigma_{\downarrow}}{\partial \Omega \partial \omega}. \quad (81)$$

Here $\partial \sigma_{\uparrow}/\partial \Omega \partial \omega$ and $\partial \sigma_{\downarrow}/\partial \Omega \partial \omega$ denote the double-differential cross-section separated by polarisation analysis into a part without and with spin flip respectively. For inelastic neutron scattering this allows a distinction between the self- and collective part of the dynamics. For diffraction experiments, property (44) provides a possibility to calibrate the intensity on the incoherent scattering an internal reference. This method is often more reliable than calibration by an external standard (e.g. vanadium).
5 Scattering instruments for soft matter investigations

5.1 Light scattering

Static light scattering is deployed to investigate the structure of soft matter particles (polymers, colloids, proteins...) [8]. In order to get information about the detailed structure in terms of a scattering length density or correlation function it is necessary that this structure is larger than about half the wavelength\(^7\). Therefore, static light scattering is restricted to rather large objects. Nevertheless, if the objective is just a \textit{characterisation} of particles with respect to their molecular weight it is also possible to obtain this from the low-\(Q\) range. For this purpose the fact that the scattering only depends on the squared number of scatterers for low \(Q\) is used. Let us assume \(N\) species of particles for each of which there are \(N_{pi}\) particles with \(N_{si}\) scatterers. Then the scattering from one particle is from (3): \(d\sigma/d\Omega_{Q\rightarrow0} = b^2N_{si}^2\). If one assumes that there is no correlation between the particles, the scattering normalised to the total number of scatterers is

\[
\frac{b^2 \sum_{i=1}^{N} N_{si}^2}{\sum_{i=1}^{N} N_{si}} = \frac{b^2 N_{s}^2}{N_{s}}.
\]  

(82)

If the particles are chemically identical their mass and molecular weight is proportional to the number of scatterers. Thus, the left hand side is proportional to the scattering divided by the

---

\(^7\)This restriction is valid if the strict sense of “structure” as full knowledge of the molecular shape is applied as defined in footnote 1. The determination of certain properties as molecular weight and radius of gyration are possible also for smaller molecules. The limit in this sense would be about 10 nm for static light scattering and 1 nm for dynamic.
concentration and the right hand side proportional to the weight-averaged molecular weight:

\[
\frac{1}{c} \frac{d\sigma}{d\Omega} \bigg|_{Q \to 0} \propto M_w.
\]  

The proportionality factor can be calculated for light scattering from the index of refraction and its derivative with respect to the concentration [26]. In the terms of equation (31) this result relies on \( P(Q) = 1 \) requiring \( Q \to 0 \) and \( S(Q) = 1 \) (no interparticle interaction) requiring \( c \to 0 \). The two limits are often graphically realised in the so-called Zimm plot [26, 27]. From such a plot, as a measure of deviation from the \( c \to 0 \) limit, the second virial coefficient can be extracted too.

The by far most important dynamic light scattering (DLS) technique used for soft matter systems is photon correlation spectroscopy. Only a short introduction will be given here leaving the details to standard textbooks [9–12, 28]: Monochromatic laser light of wavelength \( \lambda \) is scattered from the sample. The scattered photons are registered in a detector giving a time dependent intensity signal \( I(t) \). From this signal a special purpose computer ("correlator") constructs the correlation function

\[
\langle I(0)I(\tau) \rangle = \lim_{T \to \infty} \frac{1}{T} \int_{t_0}^{t_0+T} I(t)I(t+\tau)dt.
\]  

(Of course \( I(t) \) and also the correlation functions depend on the scattering angle and therefore on \( Q \). To simplify the expressions this dependence will only be shown where necessary.) The practical meaning of this equation is the following: The integral with the factor \( 1/T \) is the average over the time interval of length \( T \). In order to obtain a stable value independent of the short-time fluctuations one has to take the limit of infinite time interval length \( T \). For comparison the average intensity is defined by

\[
\langle I \rangle = \lim_{T \to \infty} \frac{1}{T} \int_{t_0}^{t_0+T} I(t)dt.
\]  

In contrast to this definition equation (84) contains the product of two intensity measurements which are apart by the time \( \tau \). Therefore, \( \langle I(0)I(\tau) \rangle \) expresses in how far intensities measured in this temporal distance are correlated. It is easy to see that if there is no temporal correlation (84) reduces to the square of (85), \( \langle I \rangle^2 \). On the other hand if there is complete correlation (especially for \( \tau = 0 \)) it assumes the value \( \langle I^2 \rangle \) which is always greater or equal to the former value.

In order to express the degree of correlation independently of the intensity itself a normalised quantity is defined

\[
g_2(t) = \frac{\langle I(0)I(t) \rangle}{\langle I \rangle^2}.
\]  

Under certain ideal experimental conditions this function decays from 2 to 1. In order to obtain a connection to the microscopic properties of a soft matter system one needs the correlation function of the electric field instead of that of the intensities, namely

\[
g_1(t) = \frac{\langle E(0)E(t) \rangle}{\langle E^2 \rangle}.
\]  

\(^8\)For light scattering there is also an additional \( Q \)-dependent term, \( 1 + \cos^2 2\theta \) for unpolarised light, resulting from the dependence of the cross section on the mutual orientation of the polarisation of incident and scattered beam.
With certain assumptions, the most important being that the electrical field is a Gaussian-distributed quantity, one can derive the Siegert relation between the two correlation functions:

\[ g_1(t) = \sqrt{g_2(t) - 1}. \]  

Light scattering theory gives a simple relation between the field correlation function (87) and the time dependent particle positions of a liquid-like system assuming its constituting particles are identical (monodisperse) with respect to their shape, size, and optical properties:

\[ g_1(t) = \frac{I(Q, t)}{S(Q)}. \]  

Here, \( S(Q) \) is the static structure factor (17) and \( I(Q, t) \) the dynamic structure factor or intermediate (in most cases: coherent) scattering function (41). Because of the larger wavelength of light, these quantities refer here to the position of particles (e.g. polymer molecules) and not to individual atoms as in x-ray or neutron scattering. Therefore, the \( S(Q) \) here is rather the one in expression (31) but since the form factor \( P(Q) \) would show up in the numerator and denominator of (89) equally it cancels out. This implies a drawback of a typical DLS experiment: Only the centre-of-mass motion of a particle is observed, not the internal dynamics. Observation of the latter is only possible for very large objects (with typical dimensions of the order of the wavelength of light) or by inelastic neutron scattering due to the neutrons’ shorter wavelength. DLS can also be used as a particle sizing method, namely to obtain information about the molecular weight distribution beyond a single moment as (83). The principle of this application is that for polydisperse systems equation (72) changes into

\[ I(Q, t) = \int_0^\infty p(D) \exp(-DQ^2t)dD \]  

where \( p(D) \) is the distribution of diffusion coefficients normalised as \( \int_0^\infty p(D)dD = 1 \). The inversion of (90) yielding the distribution \( p(D) \) from the experimentally obtained \( I(Q, t) \) is a mathematically ill-posed problem. Therefore one needs special regularisation algorithms as the widely used CONTIN [29] for this purpose or has to restrict oneself to obtaining several moments of the distribution by the method of cumulants [30]. The thus obtained distribution of diffusion coefficients has then to be converted into a distribution of particle sizes by the Stokes-Einstein relation

\[ D = \frac{k_BT}{6\pi R_H \eta} \]  

where \( R_H \) is the (hydrodynamic) radius of the particle and \( \eta \) the viscosity of the solvent.

In Raman- and Brillouin scattering inelastic light scattering is observed by filter methods yielding \( S(Q, \omega) \) in the frequency domain. These methods are not such important in the soft matter studies because their energy resolution corresponds to rather high frequency which at the \( Q \) values given for light scattering would only allow to observe very fast processes. Only for the observation of glassy dynamics in molecular liquids and polymers especially the Fabry-Pérot interferometer has some relevance [31].

### 5.2 X-ray scattering

Because soft matter object dimensions (\( \gtrsim 1 \) nm) usually exceed the wavelength of x-rays (\( \lesssim 0.1 \) nm) by more than an order of magnitude, x-ray scattering experiments require small angles.
Small-angle x-ray scattering (SAXS) is conceptually not different from ordinary diffraction but the small scattering angle often requires some technical ‘tricks’: (1) All such instruments have to employ an evacuated flight path to avoid scattering from air. (2) The small solid angles of collimation and detection lower the intensities. Therefore either strong sources are necessary (rotating anode tubes for tabletop applications, or a synchrotron) or point collimation has to be replaced by slit collimation (Kratky camera [32]). In the latter case the gain in intensity has to be paid for by a distortion of the scattering curves which has to be corrected mathematically. Several more advanced SAXS set-ups are discussed in ref. 33. (3) Because soft matter usually consists of elements with lower atomic number than their sample containers, extremely thin-walled containers have to be used (e.g. Mark capillaries).

Inelastic x-ray scattering methods can be divided analogously to light scattering into those operating by filters in the energy-frequency domain and by photon correlation in the time domain. In both cases, due to the required resolution the efficiency is low. Therefore, only synchrotrons come into consideration as sources.

Typical current instruments using the first approach, as the set-up for inelastic x-ray scattering on beamline ID16 of the European Synchrotron Radiation Facility (ESRF) in Grenoble, France [34], use incident photon energies of 5 . . . 20 keV. This corresponds to wavelengths of 0.06 . . . 0.25 nm. This is about the same range as for SAXS and thus would allow observing typical soft matter dimensions in space. The energy resolution achievable with these incident energies is 1 . . . 10 meV. This is a remarkable experimental feat, corresponding to $\Delta E/E \approx 10^{-7}$. Nevertheless, the corresponding times are 0.2 . . . 2 ps, clearly too short for observing most processes in soft matter systems.

The more promising approach is the use of photon correlation [35], as on beamline ID10A at the ESRF [36], x-ray photon correlation spectroscopy (XPCS). There, a moderately coherent beam is selected from an undulator spectrum. This is done by crystal monochromatisation ($\Delta E/E \approx 10^{-4}$) and an extreme collimation of the beam ($\approx 10 \mu m$ sized apertures on flight paths of several metres) The subsequent instrument is similar to the set-up used in light PCS. As detector either point detectors with a low ‘dead time’ (down to a nanosecond for avalanche photodiodes) or CCD cameras which allow the simultaneous registration of a 2-dimensional Q range are used. The drawback of the latter is that the readout time limits the shortest accessible time to about 20 ns. The incident wavelengths used are similar to those of the previous x-ray techniques. Therefore, concerning the spatial resolution the limitation of light PCS towards smaller structures can be overcome. On principle, a similarly large time range can be expected as in the case of light PCS. (Of course, also here $g^{(2)}(t)$ is measured and not $I(Q,t)$.) Nevertheless, there are several technical problems which restrict the efficiency currently: (1) Due to the extremely restrictive selection, even for synchrotrons, the count statistics is low (especially if compared to what is available by lasers). Therefore, the short time limit is often not given by the instrumental limitation of the detector-correlator unit (which would be at about $10^{-8}$ s for point detectors) but the fading statistics. For that reason the first successful XPCS experiments were all on high x-ray contrast materials as e.g. metal colloids. Additional noise at short times may arise from particular ‘filling modes’ of the synchrotron beam. (2) Nevertheless, the flux at the sample is often so high (66 W/mm$^2$ for a typical set-up of ID10A) that beam damage is the consequence for soft matter samples. (3) The long end of the time range is limited indirectly by the lifetime of the beam. Because the averaging time of the correlation function has to be about 1/100 of the lifetime, the effective limit for currently realised lifetimes of 10 . . . 80 h of synchrotron beams is around 1000 s.
5.3 Neutron scattering

Neutron scattering experiments on soft matter typically use ‘cold neutrons’, i.e. neutrons where the kinetic energy is reduced by multiple collisions in a moderator which is kept far below room temperature. A typical temperature would be $T = 20\, \text{K}$ corresponding to an energy $k_B T = 1.7\, \text{meV}$ and a wavelength $\lambda = 0.7\, \text{nm}$. Although this wavelength is closer to, e.g., the dimensions of a polymer molecule than that of thermal neutrons ($\approx 0.2\, \text{nm}$), the observation of its chain structure usually requires small scattering angles (SANS) \cite{33, 37}. The standard instrument is a scaled-up pinhole SAXS set-up. Because the width of the neutron beam is usually about a centimetre, 10–100 times larger than an x-ray beam, the whole instrument has to be enlarged by this factor resulting in flight paths up to 40 m. With this conventional instrument, scattering vectors down to $Q = 10^{-2}\, \text{nm}^{-1}$ can be achieved. For lower $Q$ values, focussing elements as mirrors or neutron lenses have to be implemented. The beam size is reduced by apertures to some millimetres and the focussing partially compensates the loss in intensity. The limit of this technology lies at about $10^{-3}\, \text{nm}^{-1}$. For even lower $Q$, Bonse-Hart set-ups are used as in x-ray scattering (limit $\approx 10^{-4}\, \text{nm}^{-1}$).

The crucial advantage of SANS compared to SAXS, justifying the far higher experimental effort, is the possibility of contrast variation. While in x-ray scattering the cross-section is invariably coupled to the atomic number, it can be varied in neutron scattering by isotopic substitution. This allows e.g. to create a scattering contrast between chemically identical molecules. This ‘trick’ was used for the first unambiguous confirmation of the Gaussian-coil structure of a polymer in a melt \cite{38}. Conversely, one can make structures ‘invisible’ by ‘contrast-matching’ certain microphases in a sample. This is done by choosing an isotopic composition which makes their average scattering length densities ($\bar{b}$) identical.

The natural time scale of neutrons $\hbar/E$ is rather short in comparison to the times relevant for soft matter dynamics. Even for cold neutrons it lies at about one picosecond. Therefore, inelastic neutron scattering experiments need a very high resolution $\Delta E/E$. There are currently three techniques used for soft matter \cite{39}—time-of-flight spectroscopy, backscattering spectroscopy, and neutron spin-echo—of which the last is arguably the most important one.

Neutron scattering time-of-flight (TOF) spectroscopy \cite{40} uses the fact that connected to their energy the velocity of neutrons is changed when they are scattered inelastically. In the instrument a pulsed monochromatic ($E = \text{const.}$) neutron beam impinges on the sample. After being scattered, the neutrons reach the detector passing a flight path of some metres. From the time between the release of the pulse and the detector signal the velocity can be calculated and from this the energy after scattering, $E'$. Thus $\hbar \omega = E' - E$ can be calculated and a spectrum of energy transfers can be constructed. This is done using a multidetector which covers a large solid angle. In this way a $Q-\omega$ area as shown in Fig. 5 can be recorded simultaneously. This makes the TOF spectrometer a highly efficient inelastic neutron scattering instrument. The realistic limit of the resolution for TOF is $\Delta E = 10\, \mu\text{eV}$. This results from the problem that a further sharpening of the monochromatisation would lead to an intolerable reduction of intensity. The corresponding time scale is about $200\, \text{ps}$ which is still rather short compared to that of soft matter dynamics.

The backscattering spectrometer (BSS) is a special development of neutron scattering crystal spectrometers optimised for high energy resolution \cite{41}. Crystal spectrometers (for inelastic neutron as well as x-ray scattering) use one or more crystals to monochromatise the beam before scattering by Bragg reflection and detect a single energy after scattering in the same way. Noting that the Bragg relation gives $\Delta \lambda = \cot \theta \Delta \theta$ for the width of the wavelength distrib-
Fig. 10: Schematic setup of a neutron spin echo spectrometer. $x$, $y$, and $z$ denote the general orientation of the coordinate system used in the text with the reservation that $z$ should follow the neutron flight direction.

The motion resulting from an angular error $\Delta \theta$, one notices that the optimally selective position is at $2\theta = 180^\circ$, i.e. under backscattering conditions. (The intricate construction of the instrument is described in the literature [39, 41].) In this way a resolution $\Delta E = 0.3 \mu \text{eV}$ can be achieved corresponding to about 6 ns.

For even longer times it is not possible anymore to use instruments which define $E$ and $E'$ with sufficient accuracy due to the loss of intensity. Then one needs a method which directly accesses $E' - E$. Such a technique is provided by neutron spin echo (NSE) spectrometers [40, 42, 43]. Because of its importance in the study of soft matter dynamics [44] it will be described in more detail now.

Unlike the previous methods, NSE measures the individual velocities of the incident and scattered neutrons using the Larmor precession of the neutron spin in a magnetic field. The neutron spin vector acts as the hand of an internal clock which is linked to each neutron and connects the result of the velocity measurement to the neutron itself. Thereby the velocities before and after scattering on one and the same neutron can be compared and a direct measurement of the velocity difference becomes possible. The energy resolution is thus decoupled from the monochromatisation of the incident beam. Relative energy resolutions in the order of $10^{-5}$ can be achieved with an incident neutron spectrum of 20% bandwidth.

The motion of the neutron polarisation $\mathbf{P}(t)$—which is the quantum mechanical expectancy value of the neutron spin—is described by the Bloch equation

\[
\frac{d\mathbf{P}}{dt} = \frac{\gamma \mu}{\hbar} (\mathbf{P} \times \mathbf{B})
\]

where $\gamma$ is the gyromagnetic ratio ($\gamma = -3.82$) of the neutron, $\mu$ the nuclear magneton and $\mathbf{B}$ the magnetic field. Equation (92) is the basis for manipulation of the neutron polarisation by external fields. A simple calculation shows that (92) predicts a precession with the Larmor frequency $\gamma \mu B/\hbar$ in a constant magnetic field. Thus, if a neutron of wavelength $\lambda$ is exposed to a magnetic field $B$ over a length $l$ of its flight path its spin is rotated by

\[
\phi = \left( \frac{2\pi |\gamma| \mu \lambda m_n}{\hbar^2} \right) Bl.
\]
**Table 1:** Evolution of the neutron spin (classical) in the NSE spectrometer. The left column contains the cartesian components of the normalised spin vector $s$. The right column shows the neutronic devices the beam passes on its way through the spectrometer. $z$ is defined as always denoting the direction parallel to neutron propagation.

<table>
<thead>
<tr>
<th>$(s_x, s_y, s_z)$</th>
<th>neutronic device</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0,1)</td>
<td>$\pi/2$ flipper</td>
</tr>
<tr>
<td>(1,0,0)</td>
<td>field $B$</td>
</tr>
<tr>
<td>$(\cos \phi, \sin \phi, 0)$</td>
<td>$\pi$ flipper</td>
</tr>
<tr>
<td>$(\cos \phi, -\sin \phi, 0) = (\cos(-\phi), \sin(-\phi), 0)$</td>
<td>field $B'$</td>
</tr>
<tr>
<td>$(\cos(\phi' - \phi), \sin(\phi' - \phi), 0)$</td>
<td>$\pi/2$ flipper</td>
</tr>
</tbody>
</table>
| $(0, \sin(\phi - \phi'), \cos(\phi - \phi'))$ | secondary flight path of the instrument precession fields $B$ and $B'$ parallel to the respective path are generated by cylindrical coils. Before entering the first flight path the neutron beam is polarised in forward direction. Firstly, a $\pi/2$ flipper rotates the polarisation to the $x$ direction perpendicular to the direction of propagation ($z$). This is done by exposing the neutrons to a well-defined field for a time defined by their speed and the thickness of a flat coil (Mezei coil). Beginning with this comparatively well-defined initial condition the neutrons start their precession in the field $B$. After being scattered by the sample the neutrons go through a $\pi$ flipper. The effect of the $\pi$ flipper amounts to reverting the precession angle accumulated before scattering. Then the neutrons pass through the second precession field $B'$. Finally, the neutrons pass through another $\pi/2$ coil which under certain conditions restores their initial polarisation parallel to their flight direction. In order to understand what these conditions are one has to trace the changes of the spin vector as shown in Table 1. In total, the spin is rotated by $\phi - \phi'$ around the $x$ axis when a neutron passes through the spectrometer. This means that the final polarisation is identical to the incident if $\phi = \phi' (+2\pi n)$, especially if $\lambda_i = \lambda_f$ (elastic scattering) and $\int_0^l B dz = \int_0^{l'} B' dz$ (for homogeneous fields: $Bl = B'l'$) as follows from (93). This condition is called “spin echo” and is independent of the individual velocities of the neutrons because their difference alone determines $\phi - \phi'$. Leaving spin echo condition, the probability of a single neutron to reach the detector is reduced due to the polarisation analyser by $\cos(\phi' - \phi)$. If we keep the symmetry of the instrument, $Bl = B'l'$, but consider inelastic scattering the precession angle mismatch follows from eq. (93):

\[
\phi' - \phi = \frac{2\pi|\gamma|\mu m_n}{h^2} Bl(\lambda_f - \lambda_i) \\
\approx \frac{|\gamma|\mu m_n^2\lambda^3 Bl}{h^3} \frac{\omega}{\omega_{NSE}(B)}
\]

\[9\] This is done by a ‘polarising supermirror’ [45] which only reflects neutrons of that spin—similar to the Nicol prism in optics.
The approximation in the second line is valid for small energy transfers where $\Delta \lambda \approx \hbar \omega / \frac{\Delta E}{\Delta \lambda}$ can be used. Because the energy transfer for inelastic scattering is not fixed but distributed as determined by the scattering function $S(Q, \omega)$ we have to average the factor $\cos(\phi' - \phi)$ weighted by $S(Q, \omega)$ to get the reduction of count rate at the detector, the effective polarisation

$$P(Q, t_{\text{NSE}}) = \frac{\int_{-\infty}^{\infty} S(Q, \omega) \cos(\omega t_{\text{NSE}}) \, d\omega}{\int_{-\infty}^{\infty} S(Q, \omega) \, d\omega}.$$  \hfill (95)

Firstly, we note that $S(Q, \omega)$ in this expression usually is the coherent scattering function. In principle, similar arguments can be used for incoherent scattering because a well-defined fraction of neutrons changes its spin. This leads to a “negative echo” because the majority of neutrons invert their polarisation. But because this effect is only partial (e.g. $2/3$ for hydrogen nuclei) it is much more difficult to observe. Only recently, NSE spectroscopy could be applied successfully to incoherently scattering samples [46]. Secondly, expression (95) reverses the temporal Fourier transform$^{10}$ in equation (38) or (39). Therefore, NSE provides the intermediate scattering function normalised to the structure factor

$$P(Q, t_{\text{NSE}}) = \frac{I(Q, t_{\text{NSE}})}{S(Q)}$$  \hfill (96)

in the coherent case or just the intermediate scattering function in the incoherent case. Note, that this is formally the same result as for dynamic light scattering (DLS), equation (89). Nevertheless, there are two differences: 1. $I(Q, t)$ and $S(Q)$ here are derived from atomic or molecular positions because of the larger $Q$ used. 2. There is no intermediate step of an intensity correlation involved, removing the uncertainties related to application of the Siegert relation in DLS.

From equation (94) can be seen that the maximum time accessible by NSE increases with the third power of the incident neutron wavelength $\lambda$. Therefore, a statement about its limits depends strongly on the required $Q$ value because large $Q$ makes a small $\lambda$ necessary (eq. (4)). Also for large $\lambda$ there may be intensity problems because long-wavelength neutrons are not sufficiently present in the source spectrum. For standard applications on polymer chain dynamics the limit in Fourier time lies at about 350 ns.

Many variations of the basic NSE concept explained here are used in currently operated NSE spectrometers. The most straightforward, employed at most such instruments, is the use of multidetectors to observe several $Q$ values simultaneously. The technical problem resulting from this measure is that the field integral has to be kept identical for all possible neutron flight paths by elaborate correction coils [47]. For NSE instruments which are mostly operated at low $Q$, similar focussing techniques as in (static) small-angle scattering can be used, e.g. mirrors [48]. NSE can be combined with the TOF principle in the primary spectrometer. The components of a neutron pulse enter the spectrometer in the sequence from fast to slow. Thus, the NSE spectrometer can be operated sequentially with all incident wavelengths contained in the pulse. In this way a broad range of $Q$-$t$ combinations is covered simultaneously. For pulsed sources this leads to a clear intensity gain [49]. It is also possible to use the TOF-NSE principle at a continuous source [48], but then the advantage is partially outweighed by the loss of neutrons during the shaping of the pulses by a chopper.

$^{10}$The cosine Fourier transform here and the exponential Fourier transform of (38) or (39) are only identical under the conditions used to derive inelastic scattering in section 3. Then $S(Q, \omega)$ is symmetric and $I(Q, t)$ is a real function. The condition $k_B T \gg \hbar \omega$ is fulfilled here because soft matter experiments are done around room temperature and NSE is used to detect small energy transfers.
A variant of the NSE technique described here replaces the main precession coils with a static field by smaller radio-frequency driven coils (neutron resonance spin echo, NRSE) [50]. It is even possible to modify this set-up in a way that it does not need the encoding of information into the neutron spin anymore but uses a modulation of intensity (modulation of intensity by zero effort, MIEZE) [51]. In this way the mentioned problems for spin-incoherent scattering can be avoided.

Appendices

A Elementary properties of the Fourier transform

In this section only those properties of the Fourier transform will be recapitulated which are relevant for the understanding of the results on scattering presented in the lecture11. The proofs of the theorems will mostly only be sketched. For the mathematically more inclined reader refs. 53–55 are recommended.

According to the dominant standard in neutron scattering the Fourier transform will be defined as

$$F(X) = \int_{-\infty}^{\infty} f(x) \exp(iXx) \, dx. \quad (97)$$

Wherever possible I will use the functional notation

$$\mathcal{F}_{X|\Omega}[f(x)] = \int_{-\infty}^{\infty} f(x) \exp(iXx) \, dx. \quad (98)$$

to abbreviate the Fourier integral. The inversion of the FT (97) is:

$$f(x) = \mathcal{F}^{-1}_{X|\Omega}[F(X)] = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(X) \exp(-iXx) \, dX. \quad (99)$$

The proof that (99) is the inverse of (97) is not simple and can be found in ref. 53.

A straightforward generalisation of the FT is that to multiple dimensions. The most important case of three dimensions is:

$$F(X,Y,Z) = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \int_{-\infty}^{\infty} dz \exp(iXx) \exp(iYy) \exp(iZz) f(x,y,z). \quad (100)$$

The arguments of the exponentials can be grouped together and replaced by the scalar product of the vector $r = (x,y,z)$ and the ‘reciprocal space’ vector $Q = (X,Y,Z)$:

$$F(Q) = \int \exp(iQ \cdot r) f(r) \, d^3r. \quad (101)$$

The inversion is obviously

$$f(r) = \frac{1}{(2\pi)^3} \int \exp(-iQ \cdot r) F(Q) \, d^3r \quad (102)$$

11 For a more in-depth introduction into the properties of Fourier transforms relevant for scattering see lecture I of the JCNS Neutron Scattering Laboratory Course 2008 [52].
with one $1/2\pi$ pre-factor for each of the individual coordinates’ transform.

An important special case of the 3D FT is that of isotropic functions, where the functions only depend on the absolute values $r = \|r\| = \sqrt{x^2 + y^2 + z^2}$ and $Q = \|Q\|$. In spherical polar coordinates (101) reads:

$$F(Q) = \int_0^\infty dr \int_0^\pi d\theta \int_0^{2\pi} d\phi \ r^2 \sin \theta \exp(iQ \cdot r) f(r) =$$

Because of the symmetry one can assume $Q = (0, 0, Q)$ without loss of generality. Then $Q \cdot r = Qr \cos \theta$. In addition, because $f(r)$ does not depend on $\phi$ the integral over this angle can be carried out: $\int_0^{2\pi} d\phi = 2\pi$. With this we get:

$$= \int_0^\infty dr \int_0^\pi d\theta \ 2\pi r^2 \sin \theta \exp(iQr \cos \theta) f(r) =$$

Here, we substitute $\cos \theta \to t$ with the consequence that $dt = -\sin \theta d\theta$:

$$= -\int_0^\infty dr \ 2\pi r^2 \int_1^{-1} dt \exp(iQrt) f(r) =$$

Because only $\exp(iQrt)$ depends on $t$ the integration can be carried out resulting in

$$= \int_0^\infty \frac{\sin(Qr)}{Qr} f(r) 4\pi r^2 dr = \frac{4\pi}{Q} \int_0^\infty f(r) r \sin(Qr) dr . \quad (103)$$

Similarly it can be shown that the inverse FT is

$$f(r) = \frac{1}{2\pi^2 r} \int_0^\infty F(Q) Q \sin(Qr) dQ . \quad (104)$$

Often the function to be transformed, $f(x)$, corresponds to a physical observable and thus is a real function $f(x) \in \mathbb{R}$. It can be easily shown from the definition (97) that in this case

$$\mathcal{F}_{X|x}[f(-x)] = \mathcal{F}_{-X|x}[f(x)] = (\mathcal{F}_{X|x}[f(x)])^* \quad (105)$$

where the star denotes the complex conjugate defined as $(a + bi)^* = a - bi$. In words: The Fourier transform of the mirror image of a real function is the complex conjugate of the original function. This implies that the Fourier transform of an even function is real and that of a real function is even.

In order to describe point scatterers (e.g. nuclei being orders of magnitude smaller than the scattered wave) it is convenient to introduce the delta ‘function’ as the following limit:

$$\delta(x) = \lim_{a \to 0} \left\{ \begin{array}{ll} 1/a & \text{for } |x| < a/2 \\ 0 & \text{everywhere else} \end{array} \right. . \quad (106)$$

When the limit is carried out the delta function is everywhere zero except for $x = 0$ where it has an infinite value. What is important is that the area under the function is always one during the whole limiting process. Therefore, it can be concluded that $\int_{-\infty}^{\infty} \delta(x) dx = 1$. This integral condition and the fact that only the value at $x = 0$ does not vanish are the only characteristics of the delta function. Therefore, different definitions by limits are possible, e.g. by narrowing
Gaussian functions. It is somehow justified to say that the delta function is the Black Hole of mathematics, where every individuality of the function is lost as that of a star when it collapses. The property making the delta function interesting is that it is able to pull out a single value of a function from a definite integral:

\[
\int_{-\infty}^{\infty} \delta(x) f(x) \, dx = \lim_{a \to 0} \frac{1}{a} \int_{-a/2}^{a/2} f(x) \, dx = \]

Because in the limit of small \( a \) the function does not vary much over the interval \([-a/2, a/2]\) it can be replaced by its value at the centre, \( f(0) \):

\[
= \lim_{a \to 0} \frac{1}{a} a f(0) = f(0) .
\]  

(107)

From the basic property of the delta function (107) follows that the FT as the integral (97) is

\[
\mathcal{F}_{-1}{x}{[\delta(x)]} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(-iXx) \delta(x) \, dx = \delta(x) .
\]  

(109)

(At this point it is important not to forget the \( 2\pi \) !) Because in the last two formulae \( iXx \) can be replaced by \(-iXx\) it is of course also true that the iFT of a constant is a delta function:

\[
\mathcal{F}_{-1}{x}{[1]} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(-iXx) \, dx = \delta(x) .
\]  

(111)

There are a couple of theorems on definite integrals including FTs which in physics are usually called ‘sum rules’. The simplest of these is that for the infinite integral of the FT itself:

\[
\int_{-\infty}^{\infty} \mathcal{F}_{x}{[f(x)]} \, dX = \int_{-\infty}^{\infty} \mathcal{F}_{-1}{X}{[f(x)]} \, dx = \int_{-\infty}^{\infty} f(x) 2\pi \delta(x) \, dx = 2\pi f(0) .
\]  

(112)

(using that \( \int_{-\infty}^{\infty} dx \exp(iXx) \) is the FT of constant 1, see (111).) Here, it is assumed that the integrals over \( X \) and \( x \) are interchangeable which may cause problems for certain functions. Often it may be necessary to interpret the integral over \( X \) as Cauchy principal value and handle discontinuities in \( f(x) \) by imposing Dirichlet’s condition, \( f(a) = (\lim_{x \searrow a} f(x) + \lim_{x \nearrow a} f(x)) / 2 \). The complementary sum rule is even simpler to derive:

\[
\mathcal{F}_{0}{x}{[f(x)]} = \int_{-\infty}^{\infty} f(x) \exp(i0x) \, dx = \int_{-\infty}^{\infty} f(x) \, dx .
\]  

(113)

We see that the infinite integral of a FT corresponds to the value of the original function at zero (up to a factor \( 2\pi \)) and vice versa.
The *convolution* of two functions is defined as follows:

\[ f \otimes g(x) = \int_{-\infty}^{\infty} f(t)g(x-t)dt. \]  

(114)

One of the most important theorems on FTs is that the FT of a convolution is the product of the individual FTs:

\[ \mathcal{F}_{X|z}[f \otimes g(x)] = \mathcal{F}_{X|z}[f(x)] \cdot \mathcal{F}_{X|z}[g(x)] = F(X)G(X) \]  

(115)

or vice versa:

\[ \mathcal{F}_{X|z}[f(x)g(x)] = \mathcal{F}_{X|z}[f(x)] \otimes \mathcal{F}_{X|z}[g(x)] = F(X) \otimes G(X). \]  

(116)

Proof of relation (115): From the definition (97) follows straightforwardly:

\[
\mathcal{F}_{X|z}[f \otimes g(x)] = \int_{-\infty}^{\infty} \exp(iXx) \left( \int_{-\infty}^{\infty} f(t)g(x-t)dt \right) dx
\]

\[ = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dt \exp(iXx)f(t)g(x-t)
\]

\[ = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dt \exp(iX(x-t)) \exp(iXt)f(t)g(x-t)
\]

\[ = \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dx \exp(iX(x-t)) \exp(iXt)f(t)g(x-t) \]  

(117)

Substituting \( x - t \to x' \) leaves the infinite bounds of the first integral unchanged:

\[ = \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dx' \exp(iXx') \exp(iXt)f(t)g(x') \]

\[ = \int_{-\infty}^{\infty} \exp(iXt)f(t)dt \int_{-\infty}^{\infty} \exp(iXx')g(x')dx'
\]

\[ = \mathcal{F}_{X|z}[f(x)] \cdot \mathcal{F}_{X|z}[g(x)] \]  

(118)

Note that the critical step of this proof is the exchange of integrations at line (117). For some ‘crazy’ functions this may not be allowed and in consequence the convolution theorem does not hold. Nevertheless, for ‘physical’ functions this is usually no issue.

Closely related to the convolution is the correlator (or correlation function) of two functions:

\[ \langle f(0)g(x) \rangle = \int_{-\infty}^{\infty} f(t)g(x+t)dt. \]  

(119)

By a substitution \( t \to -t' \) it is easy to show that

\[ \langle f(0)g(x) \rangle = f(-x) \otimes g(x) \]  

(120)

so that the correlator is just the convolution with one of the functions mirrored. Using the convolution theorem and (105) in succession, it follows that the FT of the correlator of real functions is the product of the FTs of the correlated functions with one FT conjugated, i.e.

\[ \mathcal{F}_{X|z}[\langle f(0)g(x) \rangle] = \mathcal{F}_{-X|z}[f(x)]\mathcal{F}_{X|z}[g(x)] = F^*(X)G(X). \]  

(121)
In physics the most important special case is the autocorrelation function where \( f = g \):

\[
\mathcal{F}_{X|x}(\langle f(0)f(x) \rangle) = F^*(X)F(X) = |F(X)|^2.
\] (122)

This relation, which expresses that the autocorrelation function \( \langle f(0)f(t) \rangle \) and the power spectrum \( |F(\omega)|^2 \) of a signal \( f(t) \) are related by a FT, is known as the Wiener-Khintchine theorem. Only two concrete examples of FTs will be presented here, the exponential/Lorentzian FT pair and the Gaussian function. Interestingly, together with clever use of the rules on Fourier transforms these may cover 90 % of all physical problems. If there is really the necessity to obtain the FT of other functions they may be found in table books as ref. 56. In some cases it may even be more effective to look up the Fourier integral (97) in a table of definite integrals. The (according to the experience of the author) most extensive compilation of such integrals can be found in ref. 57.

**Exponential decay:** Because the exponential \( \exp(-ax) \) diverges for \( x \) going to negative infinity one cannot FT it with the two-sided transform. One has either to use a one sided transform or define a function

\[
f(x) = \begin{cases} 0 & \text{for } x < 0 \\ \exp(-ax) & \text{for } x > 0 \end{cases}
\] (123)

which is cut-off at \( x = 0 \). This makes also sense in most of the physical contexts, e.g. thinking of the current of a capacitor which is discharged by closing a circuit with a resistor at time zero. The Fourier integral (97) becomes then

\[
\int_0^\infty \exp(iXx) \exp(-ax)dx = \int_0^\infty \exp((iX-a)x)dx =
\]

The indefinite integral of the exponential is known, \( \int \exp(Ax) = \exp(Ax)/A \), thus one continues the calculation

\[
= \exp((iX-a)x) \bigg|_0^\infty = \frac{1}{a - iX} = \frac{a}{a^2 + X^2} + \frac{X}{a^2 + X^2} i.
\]

The real part (which is usually the physically relevant) is a so-called Lorentzian function which peaks at \( X = 0 \) and has a full width at half maximum of \( 2a \). Reverting to the interpretation as a decay in time, \( a \) is related to the time constant by \( a = 1/\tau \). This means that the decay time and the width of the Lorentzian in frequency are inversely proportional.

**Gaussian:** The bell-shaped curve of the Gaussian (or ‘normal’) distribution

\[
f(x) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left(\frac{-x^2}{2\sigma^2}\right)
\] (124)

decays to both sides rapidly enough and can thus be FTed two-sidedly. The Fourier integral is:

\[
\int_{-\infty}^{\infty} \exp(iXx) \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{x^2}{2\sigma^2}\right) dx = \frac{1}{\sqrt{2\pi\sigma}} \int_{-\infty}^{\infty} \exp\left(iXx - \frac{x^2}{2\sigma^2}\right) dx =
\]

In order to simplify the integral we are going to complete the square inside the exponential by adding \( \sigma^2X^2/2 \) and compensating this by a factor in front of the integral:

\[
= \frac{1}{\sqrt{2\pi\sigma}} \exp\left(\frac{-\sigma^2X^2}{2}\right) \int_{-\infty}^{\infty} \exp\left(-\frac{x^2}{2\sigma^2} + iXx + \frac{\sigma^2X^2}{2}\right) dx
\]

\[
= \frac{1}{\sqrt{2\pi\sigma}} \exp\left(\frac{-\sigma^2X^2}{2}\right) \int_{-\infty}^{\infty} \exp\left(-\frac{(x - i\sigma^2X)^2}{2\sigma^2}\right) dx
\]
The definite integral of the Gaussian distribution always fulfills the normalisation property
\[ (1/\sqrt{2\pi}\sigma) \int_{-\infty}^{\infty} \exp(-(x - A)^2/2\sigma^2)\,dx = 1, \]
irrespective of its centre \(A\). Therefore, the simple result is:
\[ = \exp \left( -\frac{\sigma^2X^2}{2} \right). \tag{125} \]
This means that the FT of a Gaussian is a Gaussian, a property which is called ‘self-reciprocity’. It is shared by all Hermite functions of which the Gaussian is the simplest [54]. Nevertheless, the Fourier transform is not the same Gaussian but one with the reciprocal standard deviation \(1/\sigma\) of the original Gaussian. Also the FT is not normalised to one but its maximum is fixed to one. This in turn causes that the area under the FT Gaussian is \[ \int_{-\infty}^{\infty} \exp(-\sigma^2X^2/2)\,dx = \sqrt{2\pi}/\sigma. \]
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1 Introduction

Optical microscopy is one of the most powerful techniques in life sciences. It is also used very often in soft matter sciences. The reasons for the tremendous potential of light microscopy are:

a) The weak interaction between visible light and (most) materials. Therefore biological molecules and structures experience negligible stress during observation. Moreover, soft samples are barely disturbed by optical observation.

b) A good spatial resolution of about 250 nm, well suited to many biological and soft matter research questions.

c) The availability of many contrast methods.

d) The availability of very bright and well controllable light sources (lasers, high power light emitting diodes, classical light bulbs and high pressure arc lamps) together with very sensitive and highly accurate light detectors like solid state cameras (CCD and CMOS) or photomultipliers.

In recent years the progress of computation power has made digital image processing on micrographs captured by digital cameras a routine procedure. This combination is often called "quantitative microscopy" and has enabled a plethora of quantitative analyses of microscopic phenomena. Today processes like fluctuations of biopolymers, shape changes of membranes or diffusion of single molecules can be quantitatively analyzed using light microscopy. Last but not least, major parts of the works resulting in last year's Nobel Prize in chemistry for superresolution microscopy were based on quantitativel microscopy

The importance of the light microscopy and its rapid development is demonstrated by a literature search in ISI Web of Science for papers with [(optical or light) and microscopy] in their topics. This resulted in 47012 hits alone for the year 2014.

Moreover, the field of cell biology is effectively defined by light microscopy. Organisms too small to be studied with this technique are classified as topics for microbiology instead of cell biology.

Surprisingly, light microscopy is often neglected in physics, biology and chemistry curricula. This lecture tries to fill this gap focusing on basic principles. I will start with a description of light microscopy in terms of ray optics, discuss shortly optical resolution and will end with some important contrast methods. Luckily there are many books on light microscopy, for example see [1-4].

2 Ray optical description of the light microscope

The best starting point to understand the function of a microscope is a thin lens, cf. Fig. 1. Almost all geometrical considerations on image formation by thin lenses are rested on three principles: a) the beam path can be reverted; b) a parallel beam of light is focused into a point in the focal plane; and c) a beam of light passing through the center of a thin lens is not refracted.
Fig. 1: Imaging by a thin lens (left) and the image sided beam path of a microscope (right). An object placed into the focal plane of a lens (cf. Fig. 1, left) is converted into parallel bundles of light. In other words, its image is at an infinite distance from the lens. For an object of size $a$ the opening angle $\alpha$ of the cone of light beams produced fulfills $a = f \tan \alpha$. Please note that the angle of incidence of a parallel beam of light with respect to the optical axis of the lens corresponds to the location of the point in the focal plane it is imaged on and vice versa. In other words, in imaging to infinity angles of beams and locations of image points are converted into each other.

With this in mind we can approach the image sided light path of the microscope. Modern light microscopes are compound microscopes, i.e. they consist of separate optical elements. Since the mid to late 70s almost all research microscopes are designed according to the so-called "infinity" optics. Here, the object is placed in the front focal plane of the microscope objective. Thus it is imaged at infinity. An real image is again created by the tube lens (cf. Fig. 1, right).

Because the central ray through a thin lens is not refracted, object and its image are both imaged by rays of the same angle $\alpha$ (cf. Fig. 1, right). Thus basic geometry tells us the magnification $M$ of the infinity optics microscope:

$$M = \frac{A}{a} = \frac{f_{\text{tube}}}{f_{\text{obj}}}$$

Typical values for the magnification range from 2.5 to 100. Different manufacturers use different focal lengths of the tube lens. A typical value is 200 mm. Using an infinity corrected objective of one manufacturer on a microscope body of another is often well possible albeit often with altered magnification.

The space between objective and tube lens is often called "infinity space". Here light rays originating from one object point are parallel and the distance between objective and tube lens is almost arbitrary. Therefore, the lens can be moved for focussing while the rest (microscope body and sample) remains stationary. Especially for complex sample environments (e.g. electrophysiological measurement under light microscopic control) this is a major advantage compared to the traditional system where the sample stage is moved for focussing. Moreover, optical elements like filter plates and polarizers can be introduced into the infinity space.
without altering focus position. This again is a major advantage for observing the same sample with different optical techniques (see below).

To summarize, the optical principle of the infinity optics is as follows. The object is in the front focal plane of the objective, the "image" at infinity. A real image is created by the tube lens at its focal plane.

Before the advent of modern cameras the real image created by the tube lens was again projected towards infinity by the eyepiece. This enables observation with an infinity adapted eye. Nowadays the camera is either placed in the focus plane of the tube lens or (most often) an additional optics is used to project the image onto the camera.

An often underrated optical part of the microscope is the condenser. However, as demonstrated in Fig. 2, it is of almost equal importance for clear and well contrasted images as is the image sided beam path. The design of the condenser must solve three problems. First, the objective is only capable to observe a certain area on the object, the so-called field of view. Illumination of other areas can only result in additional stray light and unnecessary sample degradation. Second, the objective can collect light only within a cone (cf. Fig. 2, left). Light at inclinations outside this cone will hit lens fittings or other construction elements of the objective and, again, result in stray light. Third, the field of view should be illuminated with constant intensity.

Fig. 2: The importance of the illumination for image quality. From left to right: (i) Sketch of the requirements for illumination. (ii) Correct image (sample: Clamydomonas rheinhardtii, objective with 5x magnification and 0.15 numerical aperture, angles of illumination and observation are matched). (iii) Illumination with 3.5x larger angles than accepted by the objective results in severe loss of contrast. (iv) An uneven illumination (produced by defocusing the condenser until a ground glass screen became visible) severely reduces clarity of images.

Taken together an ideal condenser should illuminate a defined area with a cone of light of defined opening angle. This optical challenge is solved by the Köhler optics, cf. Fig. 3.

It is again based on infinity imaging. A real image of the light source is created by the collector lens. In addition to the basic elements shown in Fig. 3, most often a heat absorbing filter and a ground glass screen to homogenize the light are used between light source and collector. This image of the light source is placed in the front focal plane of the condenser lens. Thus it is imaged to infinity. The aperture stop is also placed in the image plane of the light source. It is used to regulate the size of the light source. The central point of the light source creates a parallel beam of light in direction of the optical axis, off-axis points create inclined beams of parallel light. The maximum inclination $\alpha_{\text{max}}$ of light beams leaving the
condenser is given by the radius $r$ of the condenser lens and the focal length of the condenser lens via $\tan \alpha_{\text{max}} = \frac{r}{f_{\text{cond}}}$. 

Fig. 3: Condenser according to Köhler. LS: light source (filament), FS field stop, AS aperture stop, OP object plane, OA optical axis, ILS image of light source, IFS image of field stop. Light emitting from an axial (full lines) and an off-axis point (dotted lines) is depicted.

While the placement of the aperture stop at the focal plane of the condenser lens solves the angular constraints, the field of view is defined by placing a field stop at a location that is imaged onto the object plane by the condenser lens.

Fig. 4: Object beam path (top) and illumination beam path (below) of an infinity optics microscope. OA optical axis, LS light source, FS field stop, AS aperture stop, OP object plane, BFP back focal plane of objective, IP image plane, ILS image of light source, IFS image of field stop, IAS image of aperture stop.

Homogeneity of illumination is reached by imaging the light source to infinity, i.e. it is maximally defocused in the object plane. Any other location of the light source would
produce a defocused image of it within the object plane. Therefore proper alignment of the condenser is mandatory for good quality micrographs.

The optical design of the light microscope can be depicted in two ways. Either one follows the images of the object ("object beam path") or those of the light source ("illumination beam path"). Wherever the object is focussed the light source must be maximally defocussed (i.e. imaged to infinity) and vice versa. While this sounds simple, most problems in practical use or technical modification of a light microscope are caused by failure to follow this simple principle. Both beam paths are displayed in Fig. 4 which summarizes the ray optical design of the infinity optics light microscope.

![Image](image_url)

**Fig. 5:** Practical implementation of infinity optics. Left: An upright microscope; Right: an inverted microscope.

Research microscopes are of modular design enabling different ways of illumination (throught the object or in reflection), change of objectives, the use of additional optics in the infinity space and observation with the eye or different cameras, cf. Fig. 5. The optical elements shown in Figs. 1-4 as simple thin lenses are in reality combinations of several ones to compensate for imaging defects (lens aberrations). Moreover, the mechanical precision of all parts of the microscope body must be extremely high to enable reliable performance. As many scientists have found the hard way, building a working microscope is quite a demanding task. If you work with a microscope: Respect the skill that went into its construction and manufacturing and handle it with care. Misuse and dirt are the foremost enemies of the microscope (and your future measurements).

### 3 The resolution of the light microscope

Ray optics is sufficient to understand the basic function of a compound microscope but cannot derive the resolution limit of the microscope. Therefore we must take into account the wave nature of light. For a first approach imagine the assembly of objective and tube lense, cf. Fig. 6. The objective collects light within a cone with opening angle $\alpha_{\text{max}}$ from an object point. This point emits a spherical wave train. In the end the whole function of the objective and tube lens is altering the wave front in a way that it again forms a spherical wave front focusing in the image point.

Modern objectives and lenses are so well corrected that aberrations (i.e. deviations from this behavior) play little role. The optical image of a light point in the object is calculated by summing up the interference of converging rays emerging from a circular aperture the size of which is given by $\alpha_{\text{max}}$ and the focal length of the lens. The final result is given by [2,5].
Where $J_1$ denotes the first Bessel function of first kind, $l$ the wavelength of light, $n$ the refractive index in the object space, $r$ the radial distance in the object plane and $M$ the magnification. The dimensionless variable $\xi$ is often described as "image position in optical units". On the basis of these equations the numerical aperture, NA, of an objective is defined as

$$NA = n \sin \alpha_{\text{max}}$$ (3)

The angular spread of light emerging from the condenser is described by the "illumination numerical aperture" INA that is defined analogously.

Within the object plane the "optical unit" is given by $\frac{\lambda}{2\pi NA}$. The minima of the image of a point occur at $x=3.83, 7.02, 10.17, \ldots$ and the maxima at $0, 5.14, 8.46, 11.62, \ldots$

The image of a point source is also called "point spread function (PSF)". This quantity is of paramount importance in the interpretation of light microscopic images. As the image may be thought of as summation of all point images the final image of an object is a convolution of the "true" image with the PSF. Here, we have shown only the PSF in the image plane. This quantity is often also called the "Airy disc". However, the PSF is a three-dimensional function that also describes the blurred image of an out-of-focus object.

Exact calculation of the PSF in bright field microscopy is a demanding task as it is influenced by the spatial coherence of the light source and the illumination numerical aperture (Pluta). Here we will not enter this complicated aspect.

Finally the PSF can be used to define the resolution limit of a light microscope. If two incoherent, self-luminous objects are approaching them to the point where the maximum of one Airy disc is just at the location of the first minimum of the second, both can still be separated. If the distance is closer, separation is no longer possible. This consideration results in a resolution limit of $[2,5]$
This equation shows that wavelength and numerical aperture of the objective limit microscopic resolution. Imaging is done usually with visible light (400 nm to 750 nm) where blue light is often already harmful to living objects. The numerical aperture of an air lens is limited to 0.95 as the opening angle of the observation light cone cannot reach the full 90°. In water immersion numerical apertures of 1.25 are possible, with oil immersion this value raises to 1.45. Therefore resolutions of down to 170 nm are possible in classical widefield microscopy.

4 Diffraction effects in imaging

An alternative approach to optical resolution is considering imaging of gratings. Such a grating of periodicity $d$ will create a classical diffraction pattern with maxima in directions $\Theta_i$ satisfying $\sin \Theta_i = l \lambda / d$. A beam of parallel light will emerge from the object in each of these directions. All diffraction orders within the acceptance angle of the objective will be collected and imaged into points in the back focal plane of the objective. These spots are again sources of spherical wave fronts that will be focused by the tube lens into an image of the grating. The resolution of the image obviously improves with the number of diffraction orders collected.

As demonstrated in Fig. 7, the resolution of a grating image increases dramatically with increasing number of diffraction orders collected. In addition, the illumination numerical aperture (INA) influences image contrast. The "satellite" fringes seen in Fig. 7 at very low INA are the product of image reconstruction from a finite number of diffraction orders. As is well known from the theory of Fourier series, a finite Fourier sum will reconstruct a square function in another smooth function whereas functions exhibiting sharp cut-offs have transforms with pronounced oscillations. This effect explains why opening the condensor is true diffraction pattern and the angular intensity distribution impinging on the sample. This is represented by rings. Clearly separated diffraction orders are seen at very small illumination aperture, most dramatically demonstrated using a cone of light where all diffraction spots are replaced to a full diffraction pattern. Patterns originating from off-axis points are shifted according to

$$\Delta r_{\text{min}} = \frac{0.61 \lambda}{NA} \quad (4)$$

As clearly seen in Fig. 8, the diffraction pattern observed in the back focal plane is strongly influenced by the condenser. Each luminous point with the aperture stop (cf. Fig. 3) gives rais
to a full diffraction pattern. Patterns originating from off-axis points are shifted according to the angle at which this point is "seen" in the object plane (cf. Fig. 3).

![Image of diffraction patterns](image)

**Fig. 8:** The effect of the illumination aperture in the diffraction image in the back focal plane. Left: The imaged square lattice (1.75 µm periodicity), lens 50x magnification, NA 0.7, INA ≈0.3. All others: Intensity in the back focal plane of the objective (diffraction images). First with INA≈0.3, second with INA≈0.07, third illumination with a cone of light.

Therefore the final diffraction pattern observed in the back focal plane is a convolution of the true diffraction pattern and the angular intensity distribution impinging on the sample. This is most dramatically demonstrated using a cone of light where all diffraction spots are replaced by rings. Clearly separated diffraction orders are seen at very small illumination aperture, whereas at large INA these points will overlap creating a smoothly varying intensity distribution in the back focal plane.

Mathematically the intensity distribution in the back focal plane is the Fourier transform of the image intensity distribution [6,7]. A Fourier transform converts a smoothly varying function in another smooth function whereas functions exhibiting sharp cut-offs have transforms with pronounced oscillations. This effect explains why opening the condensor is reducing diffraction artefacts in the final images. Moreover, the fact that the diffraction image and the real image form a Fourier transform pair can be exploited for filtering of images, impressive examples are shown in [7].

The fact that at low INA diffracted and directly transmitted light (zeroth and higher orders in Fig. 8) are spatially separated in the back focal plane of the objective can be exploited to alter phase or intensity of the transmitted light with respect to the diffracted light. Image contrast techniques like phase contrast or modulation contrast rely on this [2,6].

5 **Fluorescence microscopy**

Unfortunately, bright field microscopy and all sophisticated techniques based on it are not able to image the distribution of a specific molecule, let's say the insulin receptor or the lipid sphingolmyelin, in cells. This formidable challenge has been partially solved in fixed cells by immunofluorescence microscopy [8] and in living cells by transection with genetic vectors encoding fusion proteins that comprise the molecule of interest and a fluorescent molecule [9, 10].

In fluorescence microscopy fluorophores, that is, molecular moieties exhibiting large delocalized electron systems capable of light absorption and re-emission are attached to the molecules under investigation. The physical processes occuring in fluorophores are usually
summarized in a Jablonski diagram, cf. Fig. 9. Light of high energy ("blue light") is absorbed by the fluorophore. This causes electronic and vibrational excitation. Vibrational excitations relax extremely fast and together with internal conversion (reduction of the electronic excitation with simultaneous vibrational excitation conserving energy) quickly bring the molecule into the first electronic excited state ($S_1$) without vibrations. In most dyes internal conversion is so efficient that this state also rapidly decays to the electronic ground state, effectively converting the whole photonic energy into heat. In contrast, in fluorophores this state can also decay via emission of a photon (fluorescence). This whole process typically occurs on a time scale of nanoseconds. Obviously, fluorescence is red shifted compared to excitation. The situation is complicated by the presence of the triplet state where the electron spins are parallel. As spin-flips are quantum mechanically forbidden, photon emission from the triplet state is very unlikely and often the molecule resides for long time periods (ms to s). As this is a high energy state, a molecule in the triplet state is chemically very active and prone to chemical degradation (photobleaching). Please note that molecular fluorescence is a rich scientific field. Interested readers should consult [11-15].

As fluorescent light is red shifted it can be easily separated from the excitation light. This is accomplished with a filter cube comprising an excitation filter (transmits only blue light), a dichroic mirror (reflects blue light, transmits red light) and a emission filter (blocks blue light and transmits red light). In most implementations the objective also serves as condenser. However, this simplification comes at the prize of an angled beam path, cf. Fig. 10.

Moreover, because of the finite absorption coefficients of fluorophores and the limited quantum yield of fluorescence, fluorescent light intensities are usually extremely low, orders of magnitude below the excitation intensity. Therefore, very intense light sources are needed. Here, high pressure arc lamps (mercury or xenon), lasers, and, recently also, high power light emitting diodes are used in combination with very efficient optical filters and very sensitive digital cameras or photomultipliers.

![Jablonski diagram](image-url)
Light Microscopy

**Fig. 10:** Light path of a fluorescence microscope with a filter cube separating excitation (blue) and emission (red).

Because photon absorption and photon emission are separated by multiple relaxation processes, each fluorophore is an independent, incoherent light source. Therefore, image formation in fluorescence microscopes is much easier to understand than in bright field microscopes where coherence effects are adding diffraction artefacts to the images (cf. Fig. 7).

**Fig. 11:** Immunofluorescence microscopy on cultivated heart muscle cells. Left: antibody against α-actinin. Middle: antibody against actin. Right: overlay (α-actinin red, actin green). Scale bar 50 µm. Taken from [16].

Examples for fluorescence microscographs are shown in Fig. 11. Please note that in the context of cell biology and cell biophysics most microscopy is done in fluorescence.
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1 Introduction

Whenever we interpret our experimental data, for example related to studies on molecular processes, we think and talk about single molecules. However, our experimental data is typically measured with huge numbers of molecules, called ensembles. How can we be sure that all molecules behave in the same way and that such a concept of assuming that all molecules are described reasonably well by ensemble average observation parameters makes sense at all? The answer is: often we cannot be sure from a priori knowledge. In particular in soft matter or biological systems we deal with pronounced heterogeneity and complex behaviour. Therefore the study of single molecules, which is now possible by the use of some recently developed techniques, offers the most straightforward way of testing this assumption. Single molecule studies provide an insight into the behaviour of each individual molecule and thereby disclose the detail of subpopulations in structure and dynamics within an ensemble. It is important to note, that in single molecule experiments we typically characterize hundreds or thousands of individual molecules, which gives us access to the most valuable determinant of our measurements: the width and the shape of the distribution of our property of interest (see Figure 1). In addition, single molecule methods provide a way of probing the temporal evolution of molecule parameters without the need for synchronization. Furthermore, single molecule techniques can also provide a very straightforward comparison with theory and with the results of computer simulations [1, 2].

Fig. 1: Here the difference in the obtained molecule property parameter for an ensemble and a single molecule measurement is shown. While in ensemble measurements we only obtain a mean value (FRET efficiency value of 0.6, for details about this parameter see Subsection 3.1), single molecule data provide details about the distribution of the parameter, including the statistical weight and the distribution width of all subpopulations. From Ref. [3]

Besides force based methods (AFM, optical and magnetic tweezers) and the recently developed single particle cryo electron microscopy, fluorescence spectroscopy and microscopy is the most important single molecule technique for life science applications. As we will see in Section 3, various methodical approaches and manifold applications with biomacromolecules gave rise to the fact that the fluorescence based single molecule methodology is going to become more and more a common tool in molecular biology [4, 5, 6, 7, 3, 8]. Considering optical studies, fluorescence techniques benefit from the fact that the rather small number of photons which are red-shifted with respect to a huge number of photons in the incident light can be separated very effectively from the later. As a consequence signal-to-noise ratios, appropriate to allow single molecule detection, can be achieved when sample backgrounds are carefully controlled. A detailed description of how optical setups are designed in order to reach single molecule sensitivity is given in the following Section.
2 Instrumentation for Optical Single Molecule Detection

In general we are dealing with two main types of fluorescent measurements that will be discussed in the following: measurements on (freely) diffusing fluorescent single molecules and measurements on immobilized single molecules. The far most common optical setups are based on commercial microscopes employing the inverted epi-fluorescence configuration [9, 2]. Among those the Total Internal Reflection Fluorescence (TIRF) microscope and the confocal microscope will be described here in more detail. In both configurations one major goal is to restrict the excitation light to small volumes which is the key in achieving reasonable signal-to-noise levels.

2.1 TIRF Microscopy

In TIRF microscopy, like in classical wide-field microscopy, we image fluorescent single molecules at the resolution limit. Using this kind of setup (Figure 2), on the one hand only immobilized or slowly moving molecules can be measured, but on the other hand, many (up to hundreds) molecules can be visualized simultaneously over extended observation times (up to tens of seconds) with submillisecond time resolution [5, 7].

![Diagram](image)

Fig. 2: (A) Here a simple scheme for simultaneous dual color detection is shown, as it is employed in wide field or TIR illumination (optical elements: DM: dichroic mirror; M: mirror; AOTF: acousto-optical tunable filter). (B) In TIR illumination (here the through-the-objective configuration is employed, see C) an evanescent field is generated at the interface between the coverslip and the sample. Only in this volume, with a penetration depth smaller than approximately 150 nm into the sample regime, excitation of fluorescent molecules takes place. (C) In order to achieve excitation light at incident angles larger than the critical angle, the excitation beam is shifted off-axis. Panel (A) from Ref. [8]
In wide field or TIRF microscopy light from cw lasers is reflected by the major dichroic mirror, or by a dual-band dichroic mirror if simultaneous two-color excitation is used, into a microscope objective. A convenient approach of creating TIR illumination is achieved by focussing a collimated beam onto the periphery (off-axis) of the back focal plane of a high numerical aperture microscope objective (through-the-objective configuration, Fig. 2C). By moving the excitation beam away from the on-axis position to a more or less pronounced off-axis position, the angle of incidence reaches and even exceeds the critical angle of total reflection. This creates an evanescent field, penetrating into the sample volume by a very limited depth (Fig. 2B). To achieve TIR the numerical aperture (NA) of the objective should be as large as possible, accessible for example with water or oil immersion objectives. Useful NA values of ∼ 1.45 give a maximum theoretical angle of incidence of 73.8°, which is well above the critical angle of total reflection (θc = 63° for a glass-water interface). Another common, but maybe less convenient, method for achieving TIR is to use a prism (for more details see [2]).

The fluorescence emission light is thereafter collected by the same objective and, due to its red-shift with respect to the excitation light, able to pass the major dichroic mirror. Since a certain area of the sample (field of view) is illuminated with the excitation light, the tube lens facilitates the image formation of the diffraction limited fluorescence peaks, originating from molecules close to the cover slide surface, on the image sensor of a CCD camera. For many applications (e.g. co-localisation of different species of molecules or FRET, see Subsection 3.1) a setup with at least two colors, which need to be measured simultaneously, is required. Therefore, in the dual-color setup, as shown here, the image of both colors are split by a further dichroic mirror and finally projected into two different areas of the camera surface (see lower part of Fig. 2A). In typical applications, intensity trajectories extracted from many subsequent images are analysed to monitor slow lateral movements or the time course of molecular processes of surface-immobilized molecules [5, 7].

### 2.2 Confocal Microscopy

In contrast to TIRF microscopy the confocal microscope can facilitate measurements with surface tethered molecules and with molecules diffusing in solution. This property is achieved by the fact that in confocal microscopy the fluorescence detection volume is limited in all three spatial directions. Due to the fact that the excitation light is tightly focused to a diffraction limited spot in the sample volume and that a confocal pinhole is restricting fluorescence emission to a well defined focal plane perpendicular to the optical axis (Fig. 3C) we obtain effectively a very small detection volume (Fig. 3B). For light in the visible regime and pinholes with an aperture diameter of 20-70 microns this detection volume is characterized by a radial extension of a few hundred nanometer and an axial dimension of about 2-4 microns.

As in wide-field and TIRF microscopy the confocal microscopy requires high NA values (∼ 1.2 – 1.4) for the employed objectives, not only to achieve the high spatial resolution, but also because of the high photon collection efficiency for fluorescence light determined by the large objective aperture angles. The later is particularly crucial for single molecule sensitivity. Corresponding to the way of sample illumination the fluorescence light is detected by a single-point detector (Fig. 3A). These detectors (e.g. avalanche photo diodes) are characterized by a rather high detection efficiency (50-80 %), but in contrast to CCD cameras with a much higher temporal resolution in the order of a few hundred picoseconds. This property enables fluorescent lifetime measurements and extended use of photon correlation techniques (see Subsection 3.3 and 3.2). At least for the lifetime applications pulsed excitation is necessary. A very powerful
approach to obtain lifetime information (for fluorophores with fluorescent lifetimes in the order of a few nanoseconds) is to employ time correlated single photon counting (TCSPC), see for example [10]. For this purpose the laser sources should exhibit pulse widths shorter than 500 picoseconds and have to be operated at repetition rates ranging from 10 - 80 MHz.

**Fig. 3:** (A) In this figure the scheme of a confocal microscope with dual color detection is shown (legend for optical elements see Figure 2). Here the photon detection is accomplished by avalanche photo detectors (APD). Therefore this setup can also be used for measuring fluorescence lifetimes, if pulsed excitation is employed. (B) In the confocal setup the excitation light is focused to a diffraction limited spot which results in very small detection volumes. These small detection volumes can be utilized for image formation by raster scanning approaches or by measuring freely diffusing molecules in highly diluted solutions (shown here). (C) The restriction of the detection volume along the optical axis is achieved by using a confocal pinhole as depicted here. Panel (A) from [8]

Similar to the TIRF microscope the confocal setup can also detect two colors at the same time. In order to achieve dual color detection the fluorescence light is separated by a further dichroic mirror after the pinhole and finally transmitted through respective emission filters onto the active surface of the APDs.

One major application of confocal microscopy is to detect fluorescent photons from a small number of molecules (or even of individual molecules) in solution passing the detection volume driven by Brownian motions. A very powerful approach to measure precisely the concentration of molecules within the detection volume and to determine the diffusivity of fluorescently labeled molecules is given by fluorescence correlation spectroscopy (FCS, see Subsection 3.2). In order to obtain reliable quantitativ results from FCS, the size and the shape of the detection
volume has to be known a priori. To achieve this, FCS applications are typically performed by using excitation light beam diameters which are smaller than the back focal aperture diameter of the microscope objective (“underfilled aperture”). This illumination scheme ensures a well defined shape of the detection volume which can be described by a three-dimensional Gaussian volume parameterized by a radial ($\omega_0$) and an axial ($z_0$) spatial extension $[11, 12]$. Most relevant for the topic discussed here, the confocal setup allows to measure various fluorescence parameters from freely diffusing single molecules. In highly diluted samples (molecule concentrations in the order of a few ten picomolar) single fluorescently labeled molecules cause “bursts” of photons in recorded time traces which can be assigned to individual molecules. The approach of analyzing fluorescence parameters with single molecule sensitivity by employing a multiparameter burst analysis is described in Subsection 3.4.

In the case of surface immobilized molecules or larger objects the confocal setup can be used in a scanning mode. Technically this is for example realized by mounting the sample (or the objective) on high-resolution piezoelectric stages which provide translation and fine focusing in all three spatial directions. This allows lateral 2D scanning of extended surfaces and provides a high resolution image of fluorescent surface tethered objects (see Fig. 4). The time needed to record a full image is however much larger (up to minutes) as compared to TIRF microscopy (milliseconds to seconds). An additional scan along the optical axis gives even 3D information of the sample. Thus confocal laser scanning microscopy (CLSM) is a very important tool for in vivo studies on 3D objects, like cells, with high resolution (see for example [13] and references therein).

**Fig. 4:** (A) Here surface immobilized fluorescent beads (100 nm in diameter) loaded with hundreds of fluorophores are imaged at high resolution. (B) The same sample as shown in (A) was imaged with a larger number of pixels per peak. With this magnification the resolution of the optical setup can be determined. (C) The result of a Gaussian fit of the intensity profile taken from measured counts along the straight line as shown in (B). The FWHM values of the Gaussian profiles (here approximately 500 nm) determines the resolution limit.

## 3 Single-Molecule Data Acquisition and Analysis Methods

As discussed in the previous section, TIRF and confocal microscopy have advantages and disadvantages for applications in single molecule detection. In TIRF microscopy we can only study surface attached molecules with millisecond time resolution. But hundreds of molecules can be monitored at the same time over extended observation times, principally only limited
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by the photostability of the fluorescent dyes. This allows to follow and to characterize many biological reactions in time, like catalytic reactions, protein unfolding and refolding transitions, or the movement of molecular motors [7, 14]. Confocal microscopy enables the detection of freely diffusion molecules, which is often a more physiological environment for biomolecules, but only with restricted observation times in the order of a few milliseconds. The later is determined by the dwell time of individual molecules in the detection volume. This excludes in many cases the observation of the full time course of the biological reaction. Therefore, the particular focus of the research topic determines in the end which of both instrumetnal approaches is best suited. In the following subsections some applications by employing different fluorescence parameter and different analysis approaches are described in more detail.

3.1 Förster Resonance Energy Transfer (FRET)

Förster Resonance Energy Transfer (FRET) is a very powerful approach to measure distances between two reference points to which fluorescent dyes are attached. FRET relies on non-radiative energy transfer between two fluorophores, termed donor and acceptor, and allows to measure distances and distance changes in the order of a few nanometer (Fig. 5).

The efficiency of the energy transfer $E(R_{DA})$ is a direct measure of the relative distance between both fluorophores $R_{DA}$:

$$E(R_{DA}) = \left[ 1 + \left( \frac{R_{DA}}{R_0} \right)^6 \right]^{-1}$$

(1)

Here an important quantity, the Förster radius $R_0$, determines the regime of distances for which the measurement is sensitive (see Fig. 5D). This quantity depends on several properties of the employed dyes and on environmental conditions:

$$R_0[Å] = 0.211 \cdot \left[ J(λ) \cdot κ^2 \cdot φ_D \cdot n^{-4} \right]^{\frac{1}{6}}$$

(2)

Here, $J(λ)$ is the overlap integral between the corrected fluorescence emission spectrum of the donor and the absorption spectrum of the acceptor (see Fig. 5C), $κ^2$ is the dye orientation factor set to $\frac{2}{3}$ for freely rotating dyes, $φ_D$ is the quantum yield of the donor, and $n$ is the refractive index of the solution (for more details see [15]). Experimentally we can determine the transfer efficiency values of $E$, either by measuring the donor and acceptor emission intensity ($F_D, F_A$, respectively)

$$E = \frac{F_A}{F_A + γ \cdot F_D} = 1 - \frac{τ_{DA}}{τ_{D0}}$$

(3)

where $γ$ is a correction factor, or by measuring the donor lifetimes in the absence ($τ_{D0}$) and in the presence of the acceptor ($τ_{DA}$) (for more details see [15, 5]).

With respect to applications in life sciences, the obtained distance information can be employed to monitor association and dissociation events in bi-molecular interactions or to follow conformational changes within the target molecules, if the dyes are attached in a proper manner (Fig.5A, 6A). Two examples of single molecule FRET studies are presented in the following dealing with conformational changes of proteins.

In the first case a hinge-bending protein is studied with respect to ligand induced conformational changes. The corresponding data were measured with freely diffusing double-labeled proteins
in highly diluted solutions on a confocal microscope [16]. The investigated enzyme, Phosphoglycerate kinase (PGK), exhibits a pronounced hinge-bending movement upon ligand binding (Fig. 6A). In order to study this feature in more detail, distributions of conformational states and dynamical transition between the states were analysed by single molecule measurements. Typical raw data for those measurements are presented in Figure 6B, where fluorescence bursts for donor and acceptor channels are depicted in measured time traces. For each burst, which represents fluorescence emission from an individual molecule, the ratio of acceptor and donor counts allows to calculate a FRET efficiency (Eq. 3). Only bursts exceeding a threshold (e.g. 20-50 total counts for both channels per burst) are used for calculating FRET efficiencies. With measurements over several hours the related time traces provide thousands of efficiency values which can be histogrammed (Fig. 6C).

By fitting the obtained histograms with Gaussian distributions valuable information about static and dynamic heterogeneity of the molecules in the sample can be extracted. (i) The histogram reveals the existence of two populations, one with a low FRET efficiency ($E = 0.35$) and one

Fig. 5: (A) For the molecule shown on the left, donor excitation leads only to donor emission, since the distance to the acceptor is too far (transfer efficiency $E = 0$), while the molecule on the right exhibits donor as well as acceptor emission, because the two fluorophores are closer to each other ($E > 0$). (B) Here a Jablonski diagram is illustrating the coupled transitions involved between the donor emission and acceptor absorbance in fluorescence resonance energy transfer. (C) Respective absorption and emission spectra are shown for a FRET pair (here for Alexa488 Alexa647 dyes). Based on this spectral information the overlap integral $J(\lambda)$ can be calculated. (D) In this graph the energy transfer efficiency is plotted as function of the inter-dye distance $r$ or $R_{DA}$. Panel (A) from [19].
Fig. 6: (A) For the investigated enzyme the label positions are highlighted by green and red spheres and a scheme of possible conformational changes demonstrates the pronounced inter-dye distance change caused by conformational transitions. (B) Time traces of the donor and the acceptor channel show regions of larger number of photon counts (bursts) within a certain time interval (here a millisecond binning is used). (C) All bursts for which the FRET efficiency is calculated contribute to the given histogram. Here clearly two populations are visible, for which Gaussians were fitted (solid lines) to the distributions. From Ref. [16].

with a high FRET efficiency (E = 0.8). According to equation (1) we can calculate the mean values of the respective inter-dye distances characterizing the two conformational states (open state with 56 Å and a closed state with 40.6 Å). (ii) The area under each Gaussian is proportional to the statistical weight (occupation probability) of the respective state (43 % for the open state and 57 % for the closed state). (iii) The width of the Gaussian can give information on a static distribution of states around the mean value (given by the centre of the Gaussian peak). Without any heterogeneity a shot-noise limited width is expected with \( \sigma_{SN}^2 = \langle E \rangle \cdot (1 - \langle E \rangle) \langle N \rangle \) where \( \langle E \rangle \) is the mean efficiency and \( \langle N \rangle \) is the average number of counts used for calculating the respective E-values (dotted lines in Fig. 6C, for details see [5]). Obviously we observe a pronounced additional broadening beyond the shot-noise limit only for the open state. This result indicates a static heterogeneity of the open state, where possible structural fluctuations of the protein structure may occur on a time scale slower than the dwell time of molecules within the detection volume (approximately a few milliseconds). Structural motions much faster than the dwell time average out during their transit through the detection volume and do not cause an additional broadening beyond the shot noise (see the population of the closed state). More detailed information on structural fluctuations of the proteins structure can be obtained by employing correlation techniques (Section 3.2) or fluorescence lifetime measurements (Section 3.3).

In a further example of employing single molecule FRET surface tethered proteins were investigated by using TIRF microscopy. Although this approach requires a more elaborate sample preparation (Fig. 7A) the invaluable advantage is the possibility to monitor individual molecules over much longer times as compared to studies with diffusing molecules. This approach allows to track structural fluctuations within biomolecules over seconds (Fig. 7B) and sometimes even over minutes. In order to obtain rather long time traces, photostability issues have to be considered. A combination of an oxygen scavenging system and a triplet state quencher is in many cases the method of choice for enhancing photostability (for details see [18]). As shown in Fig. 7B donor as well as acceptor dyes provide fluorescence signals only over a few seconds until they bleach (here the acceptor after 3 seconds and the donor after 3.5 seconds). However, clearly two different individual states can be identified in the measured time traces, with a high
FRET state at $E \sim 0.8$ and with a low FRET state at $E \sim 0$. The most valuable information is
given by the lifetimes of the states and the inter-conversion rates between states. This is unique
information, achievable only from single molecule time traces with no need of sample synchro-
nization. The investigation of more complex time traces with multiple states is best done by
using statistical analysis techniques, like hidden Markov-modeling or Maximum-likelihood
approaches (see [7]). By histogramming the obtained life periods as measured with many time
traces (Fig. 7C) we can also extract rate constants characterizing the underlying process, here
folding/unfolding transitions at a certain concentration of a chemical denaturant.

### 3.2 Fluorescence Correlation Spectroscopy (FCS)

Fluorescence correlation spectroscopy (FCS) employs a statistical analysis on the time depend-
ence of a fluctuating signal, typical a fluorescence intensity fluctuation. The fluctuations in
this signal, for example originating from diffusing fluorescent molecules, can be employed in
FCS to probe the process that cause them. For fluorescent molecules diffusing in the sample
the effective concentration fluctuations of these molecules are monitored in an open detection
volume as typically utilized in confocal microscopes (Fig. 8A).

If the average total number of fluorescent molecules which are present in the detection volume
at the same time is rather low (e.g., 1-10 molecules) we observe a strong fluctuating signal for
bright fluorophores (Fig. 8B). By employing a time domain auto-correlating analysis we mea-
sure the self-similarity of a time series signal and the decay describes the temporal persistence
of the information carried by it (Fig. 8C). The fluorescence correlation function of a fluctuating
signal $F(t)$ can be written as (see for example [15, 2])

$$G(\tau) = \frac{\langle F(t)F(t+\tau) \rangle}{\langle F(t) \rangle^2} \quad (4)$$

where $F(t)$ and $F(t+\tau)$ are fluorescence intensity values at time $t$ and $t + \tau$, respectively,
while $\langle F(t) \rangle$ is the time average mean value of the signal (see blue points in Fig. 8C). The

---

**Fig. 7:** (A) Here a surface blocked cover glass slide is used to anchor a vesicle container with
an entrapped single fluorescent labeled protein. (B) Based on the obtained intensity values
from both channels (see lines in the inset; acceptor in red and donor in blue) the time course
of the corresponding FRET efficiency can be calculated (green line). (C) Life periods of states
measured from many single molecule time-traces are histogrammed. As a results a rate constant
is obtained by fitting the decay in the histogram. From Ref. [17].
time $\tau$ is known as the correlation or lag time and is the time delay over which the fluctuations are compared. In order to extract physical parameters an analytical expression can be derived for fitting the experimentally obtained auto-correlation curve (using eq. 4). If we are dealing with (i) three-dimensional detection volumes that have a Gaussian shape and (ii) probing a translational Brownian diffusion process in 3D, the following expression can be used to analyse the data:

$$G(\tau) = \frac{1}{N} \left[ 1 + \frac{\tau}{\tau_D} \right]^{-1} \cdot \left[ 1 + \frac{\tau}{\kappa^2 \tau_D} \right]^{-1/2} \tag{5}$$

Here $N$ is the average number of molecules in the detection volume and $\tau_D$ is the molecular diffusion time which is related by $\tau_D = \frac{\omega_0^2}{4D}$ to the translational diffusion coefficient $D$. The factor $\kappa$ describes the eccentricity of the detection volume ($\kappa = \frac{z_0}{\omega_0}$, see Section 2.2). Obviously the auto-correlation function gives directly a measure of $N$ for $\tau = 0$ with $G(0) = \frac{1}{N}$. One of the most valuable information that is achievable with FCS is the diffusion coefficient. By assuming spherical diffusing particles the Stokes-Einstein equation

$$D = \frac{k_B T}{6\pi \eta R_H} \tag{6}$$

delivers the hydrodynamic radius $R_H$ which is a practical measure of the size of the diffusion molecule. A simple application of this approach is given in Figure 9 (AB) where a fluorescently labeled protein is measured in aqueous buffers with an increasing concentration of a chemical denaturant, called guanidine hydrochloride (GdnHCl). This chemical denaturant induces an unfolding of the protein which results in less compact protein structures and the apparent hydrodynamic radius increases (Fig. 9B). Therefore, the auto-correlation curves exhibit a shift towards larger diffusion times with increasing GdnHCl concentrations (Fig. 9A). This shift is not only caused by a structural expansion of the protein induced by unfolding, but also by an increased solvent viscosity $\eta$ which goes along with increasing denaturant concentrations in the solvent. To obtain meaningful results a correction for this effect is needed.
Fig. 9: (A) Fits of auto-correlation curves are shown for PGK incubated in buffers with different GndHCl concentrations with an increase of $\tau_D$ for increasing GndHCl concentrations (shift of the curves as indicated by the arrow) (B) The resulting hydrodynamic radii (corrected for solvent viscosities $\eta$) are shown here as a function of the denaturant concentration. (C). For data presented in Fig. 6C the given ratio of the donor-donor auto-correlation and the donor-acceptor cross-correlation functions shows no decay in a time window up to 10 milliseconds (for details see [16]).

Correlation analyses can also be employed for FRET data in order to investigate inter-conversion times for proteins in different conformational states (see Section 3.1, Figure 6C). For this purpose the more general variant of equation (4) given by

$$G_{ij}(\tau) = \frac{\langle I_i(t)I_j(t+\tau)\rangle}{\langle I_i(t)\rangle\langle I_j(t)\rangle}$$

is employed. This equation allows to calculate donor-donor auto-correlations $G_{DD}(\tau)$ and donor-acceptor cross-correlations $G_{DA}(\tau)$. Only burst selected photons were used for the analysis. From these two functions, the ratio $\frac{G_{DD}(\tau)}{G_{DA}(\tau)}$ was calculated which characterizes further fluctuations in time in addition to the apparent translational diffusion. As shown in Fig. 9C this ratio of the correlation curves is not decaying in a time window up to ten milliseconds. This result indicates that a transition between both conformational states (open and closed states) must be slower than 10 ms.

### 3.3 Fluorescence Lifetime and Anisotropy

In addition to studies based on intensity measurements the measure of fluorescence lifetimes is a further valuable fluorescence parameter, which for example can be employed in the determination of Förster transfer efficiencies (see eq. 3). As already mentioned in Section 3.1, useful information about dynamic heterogeneity of conformational states is hidden in intensity based efficiency histograms if the related dynamics is faster than a few milliseconds (see Fig. 6C, closed state population with a mean E-value $\sim 0.8$). In this case fluorescence lifetime measurements can reveal information on the distribution width (i.e. amplitude of motion) around a mean inter-dye distance. Experimentally lifetime measurements in fluorescence spectroscopy are typically performed by employing pulsed excitation and time correlated single photon counting (TCSPC) which can be realized in a confocal microscope setup (for details see [19] and references therein). Using this approach we obtain a fluorescence intensity decay in time $F(t)$ which
can be used to determine the fluorescence lifetime(s) \( \tau_i \) by fitting \( F(t) \) with a multi-exponential decay

\[
F(t) = I_0 \cdot \sum_i x_i \cdot e^{-\frac{t}{\tau_i}}
\]

where \( I_0 \) is the fluorescence intensity at \( t = 0 \). Caused by the fact that the lifetime of the donor fluorophor is reduced in the case of donor energy transfer to the acceptor (see Fig. 5B) the apparent donor lifetime \( \tau_{DA} \) is given by

\[
\frac{1}{\tau_{DA}} = k_F + k_{nr} + k_{ET} = \frac{1}{\tau_{D0}} + k_{ET}
\]

with

\[
k_{ET} = \frac{1}{\tau_{D0}} \left[ \frac{R_0}{R_{DA}} \right]^6
\]

Since we are dealing with a distribution of inter-dye distances \( R_{DA} \) (related to dynamic heterogeneity of conformational states) the total decay \( F_{DA}(t) \) is the sum of distance-dependent multi-exponential lifetime decays weighted by the probability \( p(R_{DA}) \) to find the dyes at distance \( R_{DA} \):

\[
F_{DA}(t) = \sum_i x_i \int_{R_{DA}} p(R_{DA}) \cdot e^{-\frac{t}{\tau_{D0,i}} \left[ 1 + \left( \frac{R_0}{R_{DA}} \right)^6 \right]} dR_{DA}
\]

In this model, the physical information about the fluorescently labeled molecule is enclosed within the probability distribution \( p(R_{DA}) \), which depends on the portion of space accessible to the dyes and on their relative configuration. In general, it turns out that this distribution is well approximated by a Gaussian function:

\[
p(R_{DA}) = \frac{1}{\sqrt{2\pi} \cdot \sigma_{DA}} \cdot e^{-\frac{(R_{DA} - \langle R_{DA} \rangle)^2}{2 \sigma_{DA}^2}}
\]

where the standard deviation \( \sigma_{DA} \) describes the average amplitude of the inter-dye distance fluctuations and the mean \( \langle R_{DA} \rangle \) the most probable inter-dye distance. A comparison of intensity based single molecule FRET efficiencies, characterized by only one populated state (Fig. 10A), with a smFRET-filtered lifetime analysis of the same data (Fig.10B) is shown for a cases study with labeled doubled stranded DNA [20]. These rather rigid DNA molecules exhibit only fast motions caused by dye-linker flexibility (see below). One of the most fundamental advantages of using the lifetime analysis is given by the fact that the determination of the correction factor \( \gamma \) used in the ratiometric efficiency determination (see eq. 2) is not required, for which quantum yields of the donor and the acceptor as well as detection efficiencies for both colors must be known.

A further important fluorescence parameter is given by the fluorescence anisotropy. In order to measure this quantity, first, linear polarized excitation light is required (for example horizontally polarized) and second, one has to measure the vertical \( I_\perp \) and the horizontal \( I_\parallel \) component of the emitted fluorescence light. The latter can be realized by using a polarizing beam splitter cube in the emission light path (see Fig. 3A). The anisotropy \( r \) is given by [15]:

\[
r = \frac{I_\parallel - I_\perp}{I_\parallel + 2I_\perp}
\]
In principle $r$ provides a measure of the rotational mobility of the fluorescent dye which can be analysed by steady-state and by time-resolved measurements. With respect to FRET studies the rotational mobility of the dye is a crucial issue, because in most applications it is assumed that the employed fluorescent dyes are free to rotate while they are attached to the biomolecule. This assumption is manifested by the fact that $\kappa^2$ is set to a value of $\frac{2}{3}$ (see eq. 2), which originates from a dynamic isotropic averaging of the fluorophore orientations on a time scale faster than the inverse energy transfer rate ($\frac{1}{k_{ET}}$) [15]. The most straightforward way to prove this assumption is to measure time-resolved anisotropy decays $r(t)$ for both dyes. Corresponding results of such measurements are shown in Figure 11.

Experimental lifetime decays for perpendicular ($I_\perp(t)$) and for parallel ($I_\parallel(t)$) components (see inset in Fig. 11B) are utilized to determine $r(t)$. According to the Perrin equation (see [15])
the measurement is sensitive for rotational motions on a similar times scale like the fluorescence lifetime of the employed dye (here \( \tau \sim 4 \) ns for Alexa 488). As a consequence for measurements with dyes attached to proteins we observe two different types of rotational motions occuring on different time scales: (i) a fast pure dye rotation enabled by a flexible linker tethering the dye to the protein and (ii) a slower overall rotation of the protein together with the dye, both characterized by corresponding rotational correlation times \( \theta_r \) and \( \theta_M \), respectively. For this scenario a ”wobbling-in-a-cone” model has proven to give a meaningful interpretation of the measured data:

\[
r(t) = r_0 \cdot \left[(1 - A_1)e^{-\frac{t}{\theta_r}} + A_1\right] \cdot e^{-\frac{t}{\theta_M}},
\]

where \( r_0 \) represents the fundamental anisotropy and \( A_1 \) an amplitude factor for restricted motions (for details see [21]). As visible from the obtained results of the fits given in Fig. 11B (see legend), the rotation of the dye attached to the protein, characterized by \( \theta_r \), is still fast enough to justify the assumption of \( \kappa^2 = \frac{2}{3} \).

### 3.4 Multiparameter Burst Analysis

A very powerful approach in single molecule fluorescence studies aiming to characterize biomolecules with the highest structural and temporal resolution is to employ several fluorescence parameter in a joint manner. Some examples making use of this approach were already discussed in the previous sections. In general, one has access to a maximal number of relevant fluorescence parameters by employing pulsed excitation, with time correlated single photon counting, and a simultaneous detection of photons of different emission wavelengths and of different polarisations [22, 19].

![Fig. 12](image)

**Fig. 12:** (A) Data presented already in Fig. 6C are shown here in a 2D-plot were in addition to intensity based efficiency parameters also donor lifetimes are included. The theoretical background of how these plots can be utilized to identify fast dynamics present in the sample molecules is given in Ref. [19]. (B) The distribution of burst duration times is shown for a typical single molecule measurement with proteins diffusing in solution. (C) Here efficiency histograms are shown for data from selected bursts with different burst duration times (brown curve with \( T = 0.5 \) ms, the others vary from 1-10 ms). From Ref. [16].

For this purpose often 4-6 detection channels are operated in parallel, implemented in setups similar to that described in Fig. 3A. In particular for measurements with diffusing molecules, a set of these fluorescence parameters can be obtained for each single burst of photons. In this
way the FRET efficiency for individual molecules cannot only be determined by measuring the photon counts in each detection channel (see Fig. 6AC), but also by measuring the fluorescence lifetime obtained from the same photons detected within the given burst (see eq. 3). An example of how this twofold determination of FRET efficiencies can be used to characterize dynamical aspects of the investigated protein is shown in Fig. 12A. These so-called 2D-plots allow to identify motions which are significantly faster than the dwell time of the analysed molecule in the detection volume. Only motions slower or in the regime of this dwell time will show populations falling on the static FRET line (broken red line in Fig. 12A). Obviously the data shown here originate from a sample which is characterized by much faster motions, indicated by the fact that the corresponding population lies below the static line. A more elaborated analysis employing simple models allows to characterize this fast motion in more detail, for example in terms of amplitudes of motion (for details see [19, 16]).

A further important issue in multiparameter burst analyses is the determination of the burst duration time (or molecule dwell time). Since the individual trajectories of molecules passing through the detection volume can be quite different, the observed burst duration times exhibit a certain distribution (Fig. 12B). Although for the data presented here the average burst duration time is in the order of a few milliseconds with $\langle T \rangle = 7$ ms, some duration times are much larger, up to 30 ms. Depending on the burst duration time the total number of photons per burst ($N_T$) can be larger or smaller, which is also important for the statistical error of derived parameters (e.g. FRET efficiency). In addition $T$ is also crucial for the visibility of dynamic transitions between two distinguishable states, which will either average out during the transit (if they are faster than $T$) or will be visible as two separated populations (if transitions are slower than $T$). In Fig. 12C histograms are shown for burst analyses which included data from bursts with different duration times ($T = 0.5 - 10$ ns) and thereby with different $N_T$. These data show for all burst duration times more or less the same distributions and populations of two conformational states (see for comparison 6C were all bursts were included). Only the data from the shortest burst duration time exhibit a visible deviation, due to the small corresponding $N_T$ resulting in bad counting statistics.

In addition to already mentioned fluorescence parameters (e.g. intensities, lifetimes, anisotropy values, quantum yields) which are measured also for different colors simultaneously, specific excitation schemes can be employed for characterizing the labeled molecules in the sample and to filter the bursts. By alternating laser excitation (ALEX) or pulsed interleaved excitation (PIE) donor and acceptor excitations are alternated in a time regime (below a millisecond) to allow sufficient time for both dyes to be excited during their transit through the detection volume [23, 24]. This scheme can be employed to monitor association and dissociation of potentially interacting molecules on single molecule level, each of them labeled with a different type of fluorophore. With respect to FRET studies this approach is rather useful in sorting out bursts originating from proteins which do not carry a fluorescent acceptor. The fraction of these molecules give often rise to a artificial low (or zero) FRET population, which can cause problems in data analysis.

4 Conclusion

The fluorescence based single molecule methods described here were mainly focused on those techniques which are already well established and used by a rather large community of applicants. However, single molecule methods are still evolving and branching out. Important
future developments deal with achieving smaller detection volumes, for example by employing nano-apertures (zero-mode waveguides [25]), with improving photophysical properties of fluorophores [7], and with advances in labeling procedures for biomolecules [26].
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1 Introduction & Motivation

How do molecules interact with each other? When Emil Fischer proposed his key and lock model in 1894 he introduced a completely new perspective on the interplay of molecules [1]. Briefly, as he investigated the catalytic activity of invertase and β-amylase towards different polysaccharides he found that both enzymes exclusively digest distinct polysaccharides. With virtually no knowledge about the protein 3D-structure he attributed these findings to the complementary shape of the reaction partners. Today we know that due to recognition forces these host-guest systems specifically bind to each other. These interactions are governed by multiple comparable weak (and unspecific) interactions like hydrogen bonds, van-der-Waals and electrostatic forces or donor-acceptor interactions between complementary surfaces. However, in collaboration all these minute contributions sum up to highly specific and comparably strong bonds. Consequently, the functionality of many (bio-) chemical systems is governed by molecular recognition. Typical examples are the specific interaction of antibody and antigen, receptor and ligand, complementary DNA strands or supramolecular compounds that (self-) assemble to structures of higher complexity.

The understanding of the impact how (weak) molecular forces act on and between (single) molecules, is highly relevant for understanding and controlling the macroscopic properties and processes (for instance the immune response, (cellular) adhesion phenomena or the structural integrity of materials). In the last decade, single molecule force spectroscopy techniques have contributed a wealth of information on the impact of forces on the molecular scale that go beyond the common knowledge of macroscopic force experiments and hitherto have not been accessible. Upon stretching individual (bio-) polymer strands [2] as well as investigating and quantifying the interaction forces between macromolecules [3-5] a deep insight into elapsing force and binding mechanisms, their associated reaction pathways and reaction kinetics could be investigated. Furthermore, many experimental and theoretical verifications allowed to establish a coherent framework where the stochastic, thermally driven reactions at the single molecule level could be related to the macroscopic properties (observables) or thermodynamic state variables of a molecular ensemble (ergodic principle).

Within this survey, we briefly introduce general experimental concepts and the theoretical framework of single molecule force spectroscopy spectroscopy which is mandatory to analyze the data in a quantitative manner. The latter is fundamentally described by the Kramers-Bell-Evans theory (KBE-theory), which provides a coherent bridge between the nanoscopic force values determined in single-molecule experiments and the macroscopic ensemble parameters of the analyzed system (e.g. dissociation rate constants). Furthermore, we give a brief summary of certain publications to give an overview of contemporary SMFS applications.

2 Single Molecule Mechanics – General Concepts

Single molecule force spectroscopy (SMFS) has proven to significantly contribute in molecular binding studies to quantitatively determine:

- forces required to disrupt inter- and intramolecular (non)covalent bonds
- molecular elasticities (as mentioned before)
- dissociation rate constants (average lifetime of the complex)
dimerization equilibrium constants
- details of the binding energy landscape
- entropic and enthalpic forces and energies required to stretch single molecules
- binding properties of “insoluble” molecules in solvent environment

in and between surface-bound but “unlabelled” molecules in an affinity range of $10^{-4}$-$10^{-15}$ M at the sensitivity of single point mutations or structural variations.

Here, we focus on typical intermolecular bond strengths (recognition forces) that are within the range of 40-200 pN and can nicely be accessed and investigated with several single molecule force spectroscopy techniques like atomic force microscopy (AFM), magnetic and optical tweezers, micropipettes etc. The experimental concepts presented here concentrate on AFM based SMFS. However, they commonly can be adapted to other SMFS techniques with ease.

In SMFS, two molecular binding partners of interest have to be immobilized and covalently bound to opposing surfaces (i.e. cantilever tip and sample surface). In order to first let the molecules associate, both surfaces will be approached to each other and brought into contact. Upon withdrawing the surfaces, a molecular binding event can be detected when the force transducer (cantilever) is withheld at the opposing surface. Repeated approaching and withdrawing (also termed as force cycle) result in force distance curves (Fig.2a). There, the force acting on the AFM tip is plotted against its vertical position (piezo extension), where a molecular dissociation event can be identified by a sudden jump in the “attractive” force regime back to the curve at zero force ($F=0$).

2.1 Receptor-Ligand Dissociation Kinetics

In thermal equilibrium non-covalently bound molecular complexes associate and dissociate at the same rate $k_{on}^0$ and $k_{off}^0$, respectively. This is easily expressed by the law of mass action

$$
\frac{k_{on}^0}{[L]} + [R] \rightleftharpoons [LR],
$$

where $[L]$ and $[R]$ are the concentrations of the ligand and receptor, and $[LR]$ denotes the concentration of the molecular complex. The complex dissociates thermally when it is driven across the activation energy barrier $\Delta G^\#$ (Fig.1). Correspondingly, the dissociation rate constant is expressed as follows:

$$
k_{off}^0 = C \exp\left(-\frac{\Delta G^\#}{k_B T}\right)
$$

However, the pre-exponential factor $C$ is commonly unknown and therefore $k_{off}^0$ cannot be estimated directly. The central concept in SMFS is to lower the activation energy $\Delta G^\#$ by applying an external force $f$ and observe the force dependency of the molecular dissociation process. Correspondingly, the dissociation rate $k_{off}(f)$ under external force can be expressed as
\[ k_{\text{off}}(f) = C \exp\left(-\frac{\Delta G^\# - f x_\beta}{k_B T}\right) \quad (2) \]

\[ \Leftrightarrow k_{\text{off}}^0 \exp\left(\frac{fx_\beta}{k_B T}\right) \quad (3) \]

where \( x_\beta \) is the so-called interaction length (also termed as reaction length).

Generally, one can discriminate between two experimental techniques: In the force ramp approach the molecular complex is loaded at an arbitrary but constant velocity \((f)\) becomes a function of time) and the dissociation forces \(F_{\text{diss}}\) are acquired (Fig.2a). Typically, hundreds to thousands individual force curves have to be measured and combined in a force histogram (Fig.2a inset). These show a certain scatter since the process of molecular dissociation is of stochastic nature. The most probable dissociation force \(F_{\text{max}}\) can be determined by fitting an appropriate distribution function (like a Gaussian) to the measured force histogram.

The first theoretical description has been first published by Evans and Ritchie [6] who applied the general picture of the Kramers-rate based Bell adhesion model to this nanobiological dissociation problem with a ramped external force [7, 8]. Since the velocity of the force transducer in this active force-induced dissociation process is relatively slow (compared to the Brownian motion of the molecules) it can be described as a thermally activated decay with a force-dependent activation energy.

Within this model the theory predicted an increase of the observed dissociation forces with increasing loading rate, as it could be verified in many single molecule experiments in the last decade.

**Fig. 1:** General concepts of SMFS. Left, a force \(f\) applied on a molecular complex can be estimated easily by the product of the cantilever spring constant \(k\) and the cantilever deflection \(\Delta x\). Right, molecular binding potential without (black) and with (dotted red) external force. By applying a force the activation energy barrier \(\Delta G^\#\) is lowered by \(f x_\beta\).
Fig. 2: a) Typical force-distance curve (only retract curve) exposing a single molecule dissociation event. The dissociation Force $F_{\text{dis}}$ is equal to the step height of the graph whereas the effective spring constant $k_{\text{eff}}$ of the cantilever linker system is approximated by estimating the slope at the point of dissociation. The unbinding forces of several dissociation events are plotted in a histogram and the most probable dissociation force $F_{\text{max}}$ can be estimated by approximation of a suitable distribution (inset). b) Semi-logarithmic scatter plot of $F_{\text{max}}$ versus the loading rate (pulling velocity times effective spring constant). Equation 4 is approximated to the data to estimate $k_{\text{off}}^0$ and $x_\beta$ (red plot).

The most probable dissociation force $F_{\text{max}}$ can be estimated with ease by:

$$F_{\text{max}} = \frac{k_B T}{x_\beta} \ln \frac{x_\beta r}{k_B T k_{\text{off}}^0}$$

(4)

$F_{\text{max}}$ obviously depends logarithmically on the loading rate $r$ which is the product of the experimental ramp speed $v$ and the molecular elasticity $k_{\text{eff}}$ (effective spring constant). The latter can be estimated as a linear fit to the force-distance curve just before dissociation (Fig.2a). The parameters $x_\beta$ and $k_{\text{eff}}$ can now be extracted by fitting the experimental $F_{\text{max}} - r$ data in a semi-logarithmic representation (Fig.2b). Whereas the reaction coordinate $x_\beta$ represents the distance between the minimum of the molecular binding potential and the transition state (activation energy) and can therefore be interpreted as the depth of the binding pocket (energy landscape, see Fig.1), the off-rate constant is defined as a kinetic parameter in thermal equilibrium of a molecular ensemble (mass action law). From a physical point of view, $k_{\text{off}}^{-1} = \tau$ is the average lifetime of the complex and gives information on the stability of the complex.

In force clamp SMFS a molecular complex is probed with a constant external force $f$ until it dissociates (Fig.3a). Likewise, several single molecule dissociation events (individual lifetimes) have to be acquired. According to $N(t) = N_0 \exp\left(-\frac{t}{\tau}\right)$ the average life-time $\tau$ for a given force is estimated by logarithmically plotting the number of intact bonds $N(t)$ versus time and approximating the (negative) linear slope to the dataset (Fig.3b). This procedure is repeated for several loading forces. The resulting dataset can be approximated by the inverse of equation 3 to estimate the complex life-time in thermal equilibrium $\tau (k_{\text{off}}^{-1} = \tau)$ and the reaction coordinate $x_\beta$ (Fig.3c). Evidently, both approaches are equivalent as they both yield
Fig. 3: a) Force clamp dataset. The force acting on the cantilever and the piezo displacement are plotted versus time. The marked constant regime can be attributed to the life time of a molecular complex. b) \( N(t) \) plotted versus time for several individual life time measurements. The average complex life time is approximated by the slope of the plots. c) The average life times for several clamp forces (scatter plot) are approximated by equation 3 in the case of (common) slip bond dissociation (red graph) or by an appropriate catch bond model which will be introduced in chapter 1.3.4.

the complex life time \( \tau \) and the reaction coordinate \( x_\beta \). However, dynamic force spectroscopy is much more common as the experiments can be conducted faster and the experimental setup does not need a precise and robust feedback loop for the load control.

Unfortunately, independent of the experimental approach the on-rate constant \( k_{on} \) cannot simultaneously be accessed, which makes a determination of the dissociation constant (constant of equilibrium) \( K_d = k_{off}/k_{on} \) or the binding energy \( E_b = k_B T \ln K_d \) difficult. However, in the limit of a diffusion-controlled reaction, an estimate of \( k_{on} = k_{smol} \) via the Smoluchowski theory is possible, allowing for a quantitative approach to determine \( K_d \) and therefore an affinity ranking of the molecules involved [9]. Here, \( k_{smol} = 4\pi R D_{SE} N_A \), where \( R, D_{SE}, N_A \) denote interaction distance, diffusion coefficient (Stokes-Einstein: \( D_{SE} = k_B T/6 \pi \eta r_{prot} \)) and Avogadro number, respectively.

2.2 Receptor-Ligand Interactions at the Single Molecule Level

2.2.1 Biomolecular Receptor-Ligand Interaction

Molecular recognition between receptors and their related ligands govern countless processes in biological systems such as immune response, enzymatic activity, signal transduction or genome replication. Despite the detailed knowledge about the structure and function of the corresponding receptor-ligand complexes, information about their association and dissociation kinetics is often lacking. Apart from ensemble techniques like surface plasmon resonance (SPR) or isothermal titration calorimetry (ITC) SMFS can be a powerful means to explore host guest interactions especially when the availability of the compounds is limited due to low yield synthesis/expression or if the binding partners expose a low affinity (dissociation constant \( K_D \) in the micromolar range).
Fig. 4: Crystal structure of two PhoB<sub>DBD</sub>-proteins bound to a pho box in a head-to-tail arrangement. Figures adapted with courtesy [10].

The transcription factor PhoB is a protein that is part of a two-component signal transduction system. Briefly, the transmembrane protein PhoR activates PhoB by phosphorylation of Asp53 in the regulatory domain and the concomitant structural change enables PhoB to bind to its cognate Pho boxes in the promoter region [10, 11]. This causes an alteration of DNA structure in the complex that enables interaction of the RNA polymerase with PhoB and subsequently with DNA, thus activating the transcription and biosynthesis of proteins. Notable, at least 287 genes are differentially expressed in the presence of active PhoB.

Here, the recognition and binding is a cooperative process, that is mediated multiple structural features. The DNA binding domain (DBD) of PhoB comprises a so-called winged helix-turn-helix recognition (wHTH) motif. An alpha helical recognition helix (α<sup>3</sup>) mainly interacts with the major groove of the cognate DNA, a second helix (α<sup>2</sup>) stabilizes the protein DNA complex, and a c-terminal beta hairpin penetrates the minor groove of the DNA recognition sequence (Fig.4). In order to analyze the recognition and to elucidate the minimal requirement for this cooperative binding process Wollschläger et al. analyzed the affinity of the whole DBD of PhoB (comprising the complete wHTH) and the α<sup>3</sup>-recognition helix alone towards the cognate DNA sequence, respectively (Fig.4). Furthermore they introduced point mutations at selected loci in the α<sup>3</sup>-recognition helix and observed the impact on the binding properties. The DNA–protein complex dissociates with $k_{off}=0.0025$ s<sup>-1</sup>, which corresponds to an average lifetime of $\tau=400$ s. In comparison, the results obtained with the wild-type the α<sup>3</sup>-recognition helix alone yielded $k_{off}=3.1$ s<sup>-1</sup>, thus indicating that the protein complex with the entire DBD

Table:<br><br>Fig. 5: AFM–DFS of PhoB peptides and proteins. A) PhoB peptides 190–209. B) PhoB DBD 127–229. $k_{off}$: dissociation rate constant for the peptide/protein DNA complexes; $\tau = \frac{1}{k_{off}}$: complex lifetime. The kinetic data were measured in 100mM Na<sub>2</sub>HPO<sub>4</sub>/50mM NaCl (pH 7.4). Figure adapted with courtesy from [11].
dissociates about 1000 times more slowly, most likely because the full DBD incorporates additional amino acid residues that support complex stabilization.

Things are different when comparing the lifetimes of the mutants R193A and H198A on the protein and peptide level (R203A exhibited no binding). In both mutants the full protein sequences, i.e. the DNA binding domain PhoB (127-229), yield a distinctly longer lifetime than the mutated PhoB(190–209) peptide sequences. For protein mutant R193A (6) the lifetime is 83s, and the result for peptide mutant R193A (2) is 14 s (Fig.5). As shown by the work of Wollschläger et al., SMFS can reveal subtle differences between single point mutants that could not be detected to this extent with other methods. The results are of special interest for the future design of synthetic peptide and protein ligands as artificial DNA binders and transcription factors in synthetic biology.

2.2.2 Supramolecular Host-Guest Systems: Calixarenes

Supramolecular chemistry, which has been defined as “the chemistry beyond the molecule” [12, 13] deals with the chemistry and collective behavior of organized ensembles of molecules [14] where the rational and synthetic fabrication of molecular structures of increasing size, complexity and functionality is possible. Within this concept calix [4] arenes are versatile building blocks in supramolecular chemistry because of their three-dimensional structure and the various functionalizations that can be introduced at different positions of the molecular framework. Their ability to adopt chalice-like conformation makes them ideally suited as the basis for molecular receptors (Fig.6a,b).

Furthermore, well-defined self-assembled monolayers on gold can also be obtained if thioether moieties are introduced at the part termed the “lower rim” of the molecule.

Fig. 6: Supramolecular host-guest complex structure with calixarene cavitand and (a) an ethyl ammonium ion and (b) an ethyl trimethyl ammonium ion. (c) Typical single molecule force-distance curve of complex a) exhibiting an unbinding or dissociation force of ~85 pN. Inset: experimental scheme. Figures adapted with courtesy from [25a].
In 2005 at Bielefeld University, the first single molecule study of supramolecular complex formation in a calixarene system was published, where the data could be quantitatively analyzed in accordance with the theoretical KBE standard model – a result that was in contrast to the one described above. Here, ammonium derivatives as the guest ligands were measured against resorcin[4]arenes cavitands in ethanol at room temperature using commercial instrument that was equipped with custom-made control and data acquisition system [15,16] [25a,d]. The 2,8,14,20-tetra-(10-(decylthio)decyl) cavitands were immobilized in diluted cavitand monolayers in a 1:40 mixture with didecylsulfide. The guest cations (ammonium (A), trimethyl ammonium (TMA) and triethyl ammonium (TEA), carrying one chemically modified entity each) were covalently attached to the AFM tip via a flexible polyethylene glycol (PEG) linker.

In AFM-SMFS experiments molecular dissociation events could be identified (Fig.6c) whereas their specificity could be verified in competition experiments (Fig.7a). Interestingly, only the two smallest guests A and TMA were able to specifically bind to the cavitand, whereas the large TEA cation with a calculated diameter of 0.8 nm was sterically not able to enter the 0.7 nm wide host cavity.

Loading rate dependent dynamic force spectroscopy experiments and quantitative binding analysis according to the KBE-theory yielded $k_{off} = (0.99 \pm 0.81)$ s$^{-1}$ for A and $k_{off} = (1.87 \pm 0.75) \times 10^{-2}$ s$^{-1}$ for the TMA residue, resulting in a bond lifetime of $\tau = 1.01$ s and $\tau = 53.5$ s, respectively. This finding, together with the results of the competition experiments, indicates that the TMA residue fits tighter into the receptor cavity, ensuring a rise in binding affinity as compared to A.

Upon assuming a diffusion limited association with a typical on-rate constant of $k_{on} = 10^5$ M$^{-1}$s$^{-1}$, equilibrium constants for these reactions of $K_{diss} = 0.99$ s$^{-1}/10^5$ M$^1$s$^{-1} = 10^{-5}$ M (corresponding to $\Delta G = -28$ kJ mol$^{-1}$) and of $K_{diss} = 2 \times 10^{-2}$ s$^{-1}/10^5$ M$^1$s$^{-1} = 2 \times 10^{-7}$ M (corresponding to $\Delta G = -38$ kJ mol$^{-1}$) for A and TMA ions, respectively, can be deduced. From the inverse slope of the loading rate dependency (Fig.7b) the molecular reaction length can be extracted yielding $x_r = (0.22 \pm 0.04)$ nm for A, and $x_r = (0.38 \pm 0.06)$ nm for the TMA ions. These estimated values qualitatively scale with calculated van-der-Waals diameters of 0.3 nm for A and 0.6 nm for TMA, respectively.

Therefore we can conclude that hydrogen bonds (not present in the TMA cavitand interaction) and cation-π-interactions have to contribute considerably to the molecular binding mechanism. Especially, the TMA cavitand system may profit from the latter contribution due to its positive charge distribution, which is shown to reside on the hydrogen atoms of the methyl groups.

2.2.3 Host-Guest Systems: Photoswitchable Calixarene Systems

The introduction of additional functionality and external control to mesoscopic systems is fascinating by itself, however, also aims for the rational design and directed synthesis of supramolecules that can mimic the function of biomolecules in distinct biomedical and technical applications. With this reverse engineering approach artificial and robust molecular motors and synthetic machines can be anticipated. Since future nanomachines rely on cyclic operation and external control, repetitive transition between at least two different molecular states e.g. by the conformational transition (switching) between two structural isomers is mandatory.
Fig. 7:  a) Activity status of probed cavitand surfaces against the three different ligands. 
(a,d,g) Single molecule force histograms measured in ethanol; (b,e,h) Control experiment: Single molecule force histograms in ethanol saturated with free competitive ions; (c,f) Reactivating the surface: single molecule force histograms after washing with pure ethanol restored the original unbinding probability. (Whereas the ammonium and trimethyl ammonium ligands exhibited specific interaction, only unspecific binding could be verified with the triethylammonium ligand (g,h,i)). b) Dynamic force spectroscopy. The loading rate dependent dissociation forces are logarithmically plotted for the binding of the ammonium and trimethyl ammonium guest residues to the resor[4]arene cavitand. Figure adapted with courtesy from [16].

As external control mechanism and transition stimulus the interaction of molecules with light, electric, chemical or mechanical potentials are known. External activation via electronic excitation, energy transfer, and/or ionic transport by light harvesting complexes or energy up conversion in photosynthesis is well known.

Fundamental for all these processes is the ability to convert electromagnetic energy into conformational changes where specific and noncovalent bonds can be formed and released due to affinity changes. In order to investigate such phenomena in an artificial model system, we have synthesized a bistable supramolecular host-guest system where the supramolecular receptor cavity of the aforementioned resorcin[4]arene cavitand has been combined with two photodimerizable anthracene moieties whose structures can externally switched by UV-light and temperature [15, 17, 18].

Since the photodimerization process blocks the entrance of the cavitand, the affinity properties of this photochemical macrocycle was investigated in AFM-SMFS experiments against guest cation complexation. (For scheme see Fig.8a). The transition from the open (active) to the closed (inactive) structure of this photochemical single-molecule switch and vice versa was performed by irradiation with a UV lamp at (368 ± 7) nm for 5 min and locally heating the sample to 60°C for 2 h, respectively.

Whereas the macroscopic switching properties were analyzed and verified in UV absorption experiments (see Fig.8b) the nanoscopic affinity modulation of this optical switch was investigated by AFM-SMFS, where the photoactive cavitand was immobilized on a gold......
surface in a SAM in a 1:40 dilution with di-n-decyl sulfide. The guest molecule, an ammonium ion, was immobilized via a PEG-linker to the AFM tip.

Five series of AFM-SMFS experiments were performed in ethanol and presented as force histograms in Fig.9. As we have seen before, force histograms can be used as activity monitor. Fig.9a-d summarize the consecutive single molecule activity of the photoactive cavitand against ammonium complexation during the following stages: (a) open isomer after heating, (b) closed configuration after UV exposure, (c) (re)opened isomer after heating, (d) open isomer blocked with free ammonium and (e – image not shown) open isomer with full activity after washing with ethanol. These experiments prove that the photoactive resorc[4]arene cavitand can be reversibly switched between two different isomers that can be affinity probed by AFM-SMFS. Whereas one of the two isomers shows a high affinity to ammonium, the other exhibits almost none. Interestingly, the transition between the two isomers and its change in complexation affinity is of course related to a change in 3D structure of this supramolecular macrocycle.
2.2.4 Counter Intuitive Receptor-Ligand Interaction - Catch Bonds

As denoted before, noncovalent biological adhesion involves a multitude of different aspects like binding affinities, selectivities, multidomain interaction, force and/or allosteric regulation and many different molecular materials. Biophysically, we distinguish between slip and catch bonds. Whereas slip bonds are weakened, catch bonds are strengthened by tensile mechanical forces, respectively. Slip bonds were originally introduced by Bell in 1978 and mathematically treated within the framework of chemical reaction rate theory [7]. Catch bonds were conceptually introduced in 1988 by Dembo and co-workers [19]. Their experimental proves are tightly connected to the biological leukocyte recruitment system P-selectin (PSel) and its P-selectin glycoprotein ligand 1 (PSGL-1) [20]. Although, in the meantime numerous examples of slip bond-like interactions [4, 11, 15, 16, 21-29] could be demonstrated only a handful of catch bond systems could be identified in cellular and molecular force assays [30-34].

As mentioned in the Concepts section force ramp and force clamp SMFS yield the same bond parameters. However catch bonds are most commonly explored by the latter as the prolonged life time can be directly discerned from the resulting force-life time plot.

Beyond its experimental findings a couple of theoretical models were formulated helping to rationalize this counter-intuitive phenomenon. Here, we will briefly sketch two common models: The first approach was to introduce an alternative dissociation pathway along which the system can dissociate against low external forces resulting in a tightening of the bond [35-37]. At a certain critical force the system reaches its maximum stability and switches to the slip dissociation path. This approach is commonly referred to as one state two path model. The dependence of the dissociation rate $k(f)$ on the applied force is given by

$$k(f) = k_c \exp\left(\frac{fx_c}{k_BT}\right) + k_s \exp\left(\frac{fx_s}{k_BT}\right)$$

(5)

Here, $k_s$ and $k_c$ are the dissociation rate constants for the slip (s) and the catch (c) dissociation pathway, $x_s$ and $x_c$ are the widths of the corresponding energy barriers and $k_BT$ is the thermal energy. Especially the catch bond characteristics of P-Selectin/PSGL-1 has been approximated reasonably well by this approach [36-38]. Of note, this model implies brittle bonds at zero load as the complex lifetime decreases for diminishing external forces. However, there are host guest systems like hydrophilic domain (HD) of the human extracellular enzyme sulfatase-1 (Sulf1) and glycosaminoglycan heparansulfate (HS) that expose catch bond behavior in an intermediate force range (approx. 10 – 20 pN) and slip dissociation for vanishing external force (Fig.10a).

Correspondingly, a one state two path approach is not applicable to systems of this type as it diverges in the low force regime. More elaborate approaches have been reported that take account of force induced deformations [39], protein water interfaces [40], fluctuating energy barriers [41] or two bound states separated by an energy barrier [31, 35, 42-47] which we will present here:

By introducing a coupled, double-well energy landscape with two well confined binding states $S_1$ and $S_2$ separated by the energy barriers $E_{12}$ and $E_{21}$, respectively (Fig.10b).
Fig. 10: a) Experimental complex lifetimes for the HD substrate HS under a constant external force in the range of 7.5 – 40 pN (scatter plots). HS shows explicit catch bond behavior in the force range of 10 – 18 pN. The dashed red and green plots represent the slip dissociation from the individual binding states S₁ and S₂, respectively. b) Flat and 2D (inset) representation of the proposed energy landscape for HD/HS interaction. The occupancy of both bound states S₁ and S₂ is governed by equilibrium thermodynamics. In the force free state (black plot) solely S₁ is populated and dissociation can be observed from this state only. Upon applying a force the binding potential is tilted (red plot). In the intermediate force (transition) regime the system can flip between S₁ and S₂ by surpassing the internal energy barriers E₁₁ and E₂₂, respectively. Consequently, the observed unbinding events are a superposition of both states. Increasing the force further depopulates S₁ successively and only dissociation from S₂ can be observed. Figures adapted with courtesy from [31].

Both states individually obey slip bond characteristics and dissociation can occur from either of the two states depending on the external force. The total width of this barrier is given by \( x = x_{12} + x_{21} \). The system can dissociate either from the low force state S₁ via \( x_1 \) or from the high force state S₂ via \( x_2 \) by crossing the corresponding barriers E₁ or E₂, respectively.

We can assume that both binding states can be attributed to different molecular conformations. Hence, it is reasonable to neglect higher order dissociation (e.g. S₁ via \( x_{12} \) and \( x_{2} \)) or dissociation from transition states when the conformational relaxation is fast compared to a single pulling experiment. As protein folding dynamics are in the range of micro to milliseconds [48-50] the upper temporal limit for HD conformational dynamics can be estimated to be in this range or even below. For comparison, the timescale of a molecular stretching experiment is in the range of seconds to tens of milliseconds.

Consequently, the population of the states S₁ and S₂ is in thermodynamic equilibrium at any time of the experiment and can therefore be calculated by equilibrium thermodynamics. To estimate the (force dependent) population of the two states we introduce the canonical partition function \( Z(f) \) as a function of the external force.

\[
Z(f) = \exp\left(\frac{E_{12} - fx_{12}}{k_B T}\right) + \exp\left(\frac{E_{21} - fx_{21}}{k_B T}\right)
\]

(6)
With the energy difference $\Delta E = E_{12} - E_{21}$ and the compliance length $\Delta x = x_{12} - x_{21}$ of both states, we derive the population probability $p_1(f)$ and $p_2(f)$ of the states $S_1$ and $S_2$.

$$p_1(f) = \left( 1 + \exp \left( -\frac{(\Delta E - f \Delta x)}{k_B T} \right) \right)^{-1}$$

$$p_2(f) = \left( 1 + \exp \left( -\frac{(\Delta E - f \Delta x)}{k_B T} \right) \right)^{-1}$$

In line with the afore-introduced Kramers-Bell-Evans (KBE) model for slip bonds we define the total dissociation rate $k(f)$ as the probability weighted sum of the dissociation rates from $S_1$ and $S_2$.

$$k(f) = p_1(f) k_1 \exp \left( \frac{f x_1}{k_B T} \right) + p_2(f) k_2 \exp \left( \frac{f x_2}{k_B T} \right)$$

Here, the state from which the system dissociates explicitly depends on the applied force $f$, the shape of the binding potential landscape, parameterized by the compliance length $\Delta x$ and the energy difference $\Delta E$ between $S_1$ and $S_2$.

Within this theoretical framework one explicitly observes three different dissociation regimes at low, medium and high forces: At low and high forces solely $S_1$ or $S_2$ is populated (Fig.10b Inset). Therefore, force clamp experiments within these force ranges show dissociation of slip type (Fig.3b dashed plots), thus yielding the corresponding dissociation rate constants ($k_1, k_2$) and bond lengths ($x_1, x_2$). In contrast, when performing force clamp experiments at intermediate forces, the HD/HS complex can dissociate either from $S_1$ or $S_2$. Hence, force clamp datasets obtained within this force regime comprise individual complex life times of both states and the average life time $\tau$ is therefore a superposition of $S_1$ and $S_2$.

Despite the small number of molecular systems exposing catch bond behavior there are several models describing the same. So far, there is a vital discussion about the interpretation of catch bond characteristics. Nevertheless, this exotic and unintuitive binding surely indicates a non-trivial energy landscape.

### 3 Summary and Outlook

The investigation of interactions between single molecules and the manipulation of structures on the molecular scale is an interdisciplinary task. Although commercial atomic force microscopes are readily available, exploiting the entire potential of these instruments requires detailed knowledge and experience. On the other hand, a general understanding of (bio-)chemical issues, the synthesis of tailor-made molecules and the preparation of specifically functionalized surfaces are just as important for successful experiments. But as diverse the requirements are, as multifaceted are the topics that can be addressed with this technique. The presented examples show that the binding in complexes with a wide range of affinities can be studied and dynamic processes as optomechanical switching can be followed.
There are a multitude of research areas that might get essential progress by the information accessible from single-molecule force spectroscopy experiments. Fundamental questions of theoretical physics might be addressed in studies on sophisticated biomolecular complexes and supramolecular structures. SMFS experiments on simple model complexes can help to develop mathematical models for macroscopic processes as adhesion, mechanical wear and (biological) recognition events. The impact of forces on interactions between the building blocks of (large) non-covalently linked aggregates, dynamic systems, chemical reactions and connections between surfaces mediated by supramolecular interactions is already under investigation. In the general view, single molecule force spectroscopy connects characteristic binding parameters of the macroscopic with the microscopic, molecular world.
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1 Introduction

The nuclear magnetic resonance (NMR) phenomenon was independently discovered in 1945 by two groups of physicists around Purcell and Bloch, who received the Nobel Prize for this achievement. Since then, the method has developed into a very powerful characterisation tool. Substantial contributions to this success story were made by Ernst and Wüthrich, who became Nobel Laureates in 1991 and 2002, respectively. Today, the most prominent application of the phenomenon is probably magnetic resonance imaging as a non-invasive method for medical diagnosis, as honoured with a Nobel Prize for Lauterbur and Mansfield in 2003.

NMR experiments are based on interactions of spin-bearing nuclei with external magnetic fields, on the one hand, and internal magnetic or electric fields, on the other. The external magnetic fields are a static field \( B_0 \) and an alternating field \( B_1 \), which are often perpendicular to each other. The static one is usually applied by inserting the sample into a superconducting magnet, enabling typical field strengths of ca. 10 T. The \( B_0 \) field serves to polarize the nuclear spin ensemble, resulting in an equilibrium magnetization \( M_0 \). The alternating one is customarily generated by a coil wound around the sample. The \( B_1 \) field is nowadays applied in form of short radio-frequency pulses, which allow one to manipulate the spin system and, hence, to create a non-equilibrium magnetization \( M \neq M_0 \). A typical NMR setup is depicted in Fig. 1.

By convention, \( B_0 \) defines the \( z \) axis of the laboratory frame. While the external \( B_0 \) and \( B_1 \) fields are used to produce a desired NMR signal, the internal fields reflect the local properties of the sample. Hence, analyses of the strengths and fluctuations of the internal fields yield valuable information about the microscopic structure and dynamics of the studied sample. In the following, we will assume that the external fields are much stronger than the internal ones, which is true in the vast majority of cases.

![Sketch of an NMR setup](image)

**Fig. 1:** Sketch of an NMR setup: The sample is inserted into a coil, which in turn is placed into a superconducting magnet, producing a static magnetic field \( B_0 \) along the \( z \) axis of the laboratory frame. The sample coil, which is part of a resonant circuit, has a twofold task: It generates an alternating magnetic field \( B_1 \), applied in form of a short radio-frequency pulse, and it picks up the NMR signal in response to the associated excitation of the nuclear spin system. Shim coils are used to ensure a homogeneous field \( B_0 \) throughout the sample volume.
Nuclei bearing a spin \( I \neq 0 \), e.g., \(^1\text{H}, ^2\text{H}, ^7\text{Li}, ^{13}\text{C} \) etc., possess a magnetic dipole moment,

\[
\mu = \gamma I
\]  

with the nuclear-specific gyromagnetic ratio \( \gamma \). In an external static magnetic field \( B_0 \), nuclear magnetic moments tend to align, while thermal fluctuations disturb this alignment. Curie’s law specifies the resulting nuclear magnetization \( M_0 \) in thermal equilibrium (Section 2.1):

\[
M_0 = \frac{C}{T} B_0
\]

Here, \( C \) denotes the Curie constant. An appropriate alternating magnetic field \( B_1 \) deflects the nuclear magnetization from the equilibrium direction \( M_0 \parallel B_0 \) (Section 2.2), initiating a precession around \( B_0 \). The angular frequency of this precession is called the Larmor frequency

\[
\omega_0 = -\gamma B_0
\]

It takes on values in the radio-frequency range. The precessing magnetization \( M(t) \) induces a voltage in a coil around the sample, enabling a detection of an NMR signal (Section 2.3).

The time evolution \( M(t) \) is affected by various internal fields. As will be outlined in Section 3, the internal fields are produced by the local environments and, thus, they provide valuable insights into microscopic properties of a studied sample. In the course of time, thermal equilibrium is restored by relaxation processes within the nuclear spin system. While spin-spin relaxation causes a decay of the transversal magnetization components \( M_x \) and \( M_y \), spin-lattice relaxation recovers the equilibrium value \( M_0 \) of the longitudinal magnetization component \( M_z \). Fluctuations of the internal fields result from molecular dynamics. The effects of these fluctuations on spin-spin and spin-lattice relaxations as well as other NMR observables will be discussed in Section 4.

## 2 Nuclear Magnetic Resonance Phenomenon

### 2.1 Nuclear spins in a static magnetic field

The interaction between the nuclear magnetic moments and the static magnetic field is described by the Zeeman Hamiltonian

\[
H_Z = -\mu B_0 = -\gamma I Z B_0
\]

Solving Schrödinger’s equation for this Hamiltonian, we find that there are \( 2I+1 \) states (called Zeeman eigenstates) characterized by well-defined spin \( z \)-angular momentum, where \( I \) is the spin quantum number. These Zeeman eigenstates are distinguished by the magnetic quantum number \( m \), taking on values \( I, I-1, \ldots, -I \). The respective energies, or Zeeman eigenvalues, are

\[
E_m = -\gamma \hbar B_0 m
\]
Fig. 2 shows the Zeeman levels for $I = \frac{1}{2}$ and $I = 1$. The energy gap between neighboring Zeeman eigenstates ($\Delta m = 1$) is proportional to the $B_0$ field strength:

$$\Delta E = \gamma \hbar B_0$$

(6)

Thus, the Larmor frequency $\omega_0$ and the energy difference $\Delta E$ are related according to

$$\omega_0 = \Delta E / \hbar$$

(7)

In thermal equilibrium, the population of the Zeeman eigenstates obeys a Boltzmann distribution. The equilibrium magnetization $M_0$ results from the difference $\Delta N$ in the populations. For the example of $^1H$ with $I = \frac{1}{2}$ and $\gamma > 0$, we obtain

$$\frac{N_{+1/2} - N_{-1/2}}{N_{+1/2}} = 1 - \exp(-\Delta E / k_B T)$$

(8)

As the energy difference $\Delta E$ is small compared to the thermal energy at ambient temperatures, there is only a slight difference in spin populations (~0.001% at 300 K). For $\Delta E << k_B T$, Currie's law is obtained from Eq. (8).

![Fig. 2: Zeeman energy levels for a system of spins $I = \frac{1}{2}$ and $I = 1$, in the case of $\gamma > 0$. The solid arrows indicate transitions with $\Delta m = \pm 1$ giving rise to an NMR signal. The dashed arrow marks forbidden transitions with $\Delta m = \pm 2$.](image)

### 2.2 Effects of an alternating magnetic field

To induce spin transitions between the Zeeman eigenstates, the sample is irradiated by an alternating magnetic field $B_1$ with a frequency matching the gap between the Zeeman energy levels, i.e., an alternating field that is resonant with the Larmor frequency, $\omega_{RF} = \omega_0$. It is usually applied in form of a short radio-frequency pulse using a coil, which is wrapped around the sample and part of a resonant circuit. Let us assume that the coil produces an alternating field $2B_1 \cdot \cos(\omega_{RF} t + \phi)$. This linearly polarized field can be regarded as a sum of two circularly polarized fields rotating in opposite directions, $B_1 \cdot \exp(\pm i\omega_{RF} t + \phi)$. The component, which is consistent with the spin precession, causes spin transitions, whereas the other component can be neglected. Hence, we are left with an effective rotating field $B_1 \cdot \exp(i\omega_{RF} t + \phi)$. 

To understand the action of this rotating field, it is useful to transform to a coordinate system rotating with $\omega_{RF}$ around the $z$ axis, where $B_1$ appears static. The time evolution of the magnetization $M$ in this rotating frame is determined by

$$
\left( \frac{dM}{dt} \right)_{\text{rot}} = M \times \left[ (\gamma B_0 - \omega_{RF}) \hat{e}_z + \gamma B_1 \right] = M \times \gamma B_{\text{eff}}
$$

(9)

Evidently, in the rotating frame, $M$ precesses around the direction of an effective field $B_{\text{eff}}$.

In resonance, $\omega_{RF} = \omega_0$, $B_{\text{eff}} = B_1$, see Fig. 3 (left). Thus, a resonant radio-frequency pulse of duration $\Delta_p$ rotates the $M$ vector from $B_0 \parallel z$ by the angle

$$
\alpha = \gamma B_1 \Delta_p
$$

(10)

In particular, resonant “90° pulses”, i.e., pulses of length $\Delta_p$ corresponding to $\alpha = 90°$, flip the magnetization $M$ from the $z$ direction to the $xy$ plane. The direction of $B_1$ in the rotating frame is determined by its phase $\phi$ relative to this coordinate system. Thus, radio-frequency pulses of appropriate frequency, length and phase allow one to manipulate the macroscopic magnetization in a defined manner. Off resonance, $\omega_{RF} \neq \omega_0$, $B_{\text{eff}}$ does not coincide with $B_1$, see Fig. 3 (right). Thus, $M$ turns around a tilted field $B_{\text{eff}}$. The more $\omega_{RF}$ deviates from $\omega_0$ the weaker is the effect of the alternating magnetic field on the magnetization. As a consequence, the radio-frequency pulses exclusively affect spins with a specific value of $\gamma$, rendering NMR an isotope-selective method. For example, in $^1$H and $^2$H NMR, use of an appropriate frequency of the $B_1$ field enables selective excitation of proton and deuteron spins, respectively.

![Figure 3](image.png)

**Fig. 3:** Precession of $M$ during a radio frequency pulse, as seen from the coordinate system $x'y'z'$ rotating at the frequency $\omega_{RF}$ with $B_1$ around $B_0$. Left: $\omega_{RF} = \omega_0$; the effective field in the $x'y'z'$ frame is $B_1$. Right: $\omega_{RF} < \omega_0$; the effective field is $B_1 + (\omega_0 - \omega_{RF})/\gamma$.

### 2.3 NMR signal in time and frequency domains

After a radio-frequency pulse, a deflected magnetization $M$ precesses around $B_0$. This precession causes an induction signal in the sample coil, which is detected in the experiment. Usually, the same coil is utilized for pulse generation and signal detection. During precession individual spins gradually lose their phase coherence since local fields lead to somewhat different...
precession frequencies. As a result, the transversal magnetization components, \( M_x(t) \) and \( M_y(t) \), decrease, a phenomenon called free induction decay (FID). Strictly speaking, the loss of a phase relation has irreversible and reversible parts, see Secs. 3.4 and 4.2.

For the present, we do not pursue this issue and assume that the decay of transversal magnetization is characterized by a single time constant \( T_2^* \). Simultaneously, spin-lattice relaxation recovers the equilibrium value \( M_0 \) of the longitudinal magnetization component, \( M_z \). In the simplest case, this relaxation is exponential with a characteristic time constant \( T_1 \). Then, the time evolution of \( \mathbf{M} \) subsequent to a 90° pulse, i.e., a 90° pulse along the \( y \) axis of the rotating frame (Fig. 3 (left)), is given by

\[
\begin{bmatrix}
M_x(t) \\
M_y(t) \\
M_z(t)
\end{bmatrix} =
\begin{bmatrix}
M_0 \sin \alpha \cos(\omega_0 t) e^{-t/T_2^*} \\
M_0 \sin \alpha \sin(\omega_0 t) e^{-t/T_2^*} \\
M_0 \cos \alpha + (1 - e^{-t/T_1})(M_0 - M_0 \cos \alpha)
\end{bmatrix}
\]

\[
\rightarrow \begin{bmatrix}
M_0 \cos(\omega_0 t) e^{-t/T_2^*} \\
M_0 \sin(\omega_0 t) e^{-t/T_2^*} \\
M_0(1 - e^{-t/T_1})
\end{bmatrix}
\]

(11)

Because it is only a small frequency range around the Larmor frequency that is of interest in NMR experiments, see below, the NMR signal is de-modulated and filtered down to the difference frequency, \( \omega_0 - \omega_{RF} \). Using quadrature detection, it is possible to detect the two components \( M_x \) and \( M_y \) separately. They are combined in the computer to give a complex FID signal

\[
s(t) = M_x + iM_y
\]

(12)

Fourier transformation allows one to convert the complex time signal \( s(t) \) to the frequency domain, resulting in an absorption line and a dispersion line. For better spectral resolution, NMR spectra are presented as absorption lines. The time signal in Eq. (9) corresponds to a Lorentzian shape of the NMR spectrum, see Fig. 4.

---

Fig. 4: Complex FID signal with a frequency \( \nu_0 = \omega_0/2\pi \) and its Fourier transform. Note the reciprocal relationship between the absorption line width (the spectrum width) \( \Delta \nu \) and the signal decay time \( T_2^* \).
3  Spin Interactions and NMR Spectra

The nuclei in a sample do not only interact with the external magnetic fields \( B_0 \) and \( B_1 \), but, as aforementioned, also with internal magnetic and electric fields, which are determined by the properties of the local environments and contain valuable information about the microscopic structure and dynamics of the studied material. Since the external fields are much stronger than the internal fields in most cases, the latter cause relatively mild, but still resolvable shifts of the energy levels and resonance frequencies. As a result of the different local environments in a sample, there is usually not a single, but many resonance frequencies.

The power of NMR methods as analytic tools relies on the possibility to resolve effects resulting from the distributed and, in many cases, fluctuating internal fields. In general, the interactions of the nuclei with their local environments are anisotropic in nature and, hence, described by second rank tensors. While molecular reorientation is fast and isotropic in liquids so that it averages out the anisotropy of the interactions, such molecular dynamics is often absent in solids. Therefore, it is mandatory to consider the tensorial character of the spin interactions in NMR studies of solid-state samples. In such approaches, the orientation of the interaction tensor with respect to the laboratory frame determines the nuclear resonance frequency.

For the important case of molecular systems, the interaction tensor is linked to the molecular frame so that the NMR frequencies provide access to the molecular orientation relative to the \( B_0 \) field. In the following, we will discuss three important examples of internal interactions: the shielding of the \( B_0 \) field by electron clouds, the coupling of nuclear magnetic dipole moments, and the interaction of nuclear electric quadrupole moments with electric field gradients. We will not consider the \( J \) coupling, an electron-mediated spin interaction since it is a weak interaction (Fig. 5), which is of importance in liquid-state NMR, where motional averaging of internal interactions is effective, but plays no role in solid-state NMR.

![Diagram](image)

**Fig. 5:** The rough relative strength of various spin interactions in NMR experiments.

3.1 Chemical shift

The \( B_0 \) field induces currents within electron orbitals around a nucleus. These diamagnetic currents generate a secondary field shielding the applied field in most cases (Fig. 6). Thus, the local field at the nucleus and the resonance frequency are reduced. This magnetic field shielding effect depends on the electron distribution around the nucleus and, hence, reflects the
chemical structure. Therefore, the related change of the resonance frequency is called chemical shift (CS). It scales with $B_0$. The corresponding Hamiltonian reads:

$$H_{CS} = -\gamma I \sigma B_0$$  \hspace{1cm} (13)

Here, $\sigma$ is the CS tensor.

FIG. 6: Diamagnetic currents in a 1s-orbital. In general, chemical bonding causes a non-spherical electron distribution around a nucleus, rendering the currents orientation dependent and, hence, resulting in chemical shift anisotropy.

The corresponding small shift of the energy levels can be obtained from first-order perturbation theory. Hence, it is sufficient to consider parts that are diagonal in the basis of the Zeeman eigenfunctions. The resulting truncated CS Hamiltonian is given by:

$$H_{CS} = -\gamma I \sigma_{zz}^{LAS} B_0$$  \hspace{1cm} (14)

The superscript indicates that $\sigma_{zz}^{LAS}$ is the $zz$ component of the $\sigma$ tensor in its laboratory axes system (LAS) representation. The associated frequency shift can be written as

$$\omega_{CS} = -\omega_0 \sigma_{zz}^{LAS}$$  \hspace{1cm} (15)

Decomposing $\sigma$ in a symmetric and an antisymmetric part, it can be shown that the former is relevant, while the latter can be disregarded because it does not produce a frequency shift. The symmetric part is most conveniently expressed in its principal axes system (PAS). When we exploit that bilinear forms are coordinate independent, we can use the identity

$$\sigma_{zz}^{LAS} = b_0^{PAS} \sigma^{PAS} b_0^{PAS}$$  \hspace{1cm} (16)

with $b_0^{PAS} = B_0 / B_0$ and $\sigma$ expressed in the PAS. Describing the orientation of $B_0$ in the PAS by the polar coordinates $(\theta, \phi)$ and denoting the principal values of $\sigma$ as $\sigma_{xx}^{PAS}$, $\sigma_{yy}^{PAS}$, and $\sigma_{zz}^{PAS}$, we obtain from Eqs. (15) and (16):

$$\omega_{CS} = -\omega_0 \left[ \sigma_{iso}^{PAS} + \sigma_{aniso}^{PAS}(\theta, \phi) \right]$$  \hspace{1cm} (17)

Straightforward calculation shows that this can also be written as:

$$\omega_{CS} = -\omega_0 \left[ \sigma_{iso}^{PAS} + \sigma_{aniso}(\theta, \phi) \right]$$  \hspace{1cm} (18)
Here, the isotropic and anisotropic parts are given by:

$$\sigma_{\text{iso}} = \frac{1}{3} (\sigma_{xx}^{\text{PAS}} + \sigma_{yy}^{\text{PAS}} + \sigma_{zz}^{\text{PAS}})$$

(19)

$$\sigma_{\text{aniso}}(\theta, \phi) = \frac{\sigma_{zz}^{\text{PAS}} - \sigma_{\text{iso}}}{2} \left[ 3 \cos^2 \theta - 1 - \frac{\sigma_{yy}^{\text{PAS}} - \sigma_{xx}^{\text{PAS}}}{\sigma_{zz}^{\text{PAS}} - \sigma_{\text{iso}}} \sin^2 \theta \cos(2\phi) \right]$$

(20)

where we used the convention $|\sigma_{yy}^{\text{PAS}} - \sigma_{\text{iso}}| \leq |\sigma_{xx}^{\text{PAS}} - \sigma_{\text{iso}}| \leq |\sigma_{zz}^{\text{PAS}} - \sigma_{\text{iso}}|$. As a consequence of the CS anisotropy, the resonance frequency depends, in general, on the orientation of the $\sigma$ tensor with respect to the $B_0$ field. Analogous orientation dependencies are obtained for the dipolar and quadrupolar interactions, which will be discussed in the next sections. Generally, these anisotropic contributions to the resonance frequencies can be written as

$$\omega_{\text{aniso}}(\theta, \phi) = \frac{\delta}{2} \left[ 3 \cos^2 \theta - 1 - \eta \sin^2 \theta \cos(2\phi) \right]$$

(21)

For the CS interaction, the anisotropy parameter $\delta$ and the asymmetry parameter $\eta$ amount to:

$$\delta = -\omega_0 (\sigma_{zz}^{\text{PAS}} - \sigma_{\text{iso}}), \quad \eta = \frac{\sigma_{yy}^{\text{PAS}} - \sigma_{xx}^{\text{PAS}}}{\sigma_{zz}^{\text{PAS}} - \sigma_{\text{iso}}}$$

(22)

Considering that the chemical shift is proportional to the $B_0$ field strength, it is measured in relative units, parts per million (ppm), to enable a comparison of spectra from different magnets.

Fig. 7: $^1H$ chemical shifts in different compounds relative to the value of the standard reference tetramethylsilane. The value of $\sigma_{\text{iso}}$ provides detailed insights into the chemical environment of a nucleus.
Specifically, the chemical shift is usually given as a normalized difference between the observed resonance frequency and that of a reference compound, \((\omega - \omega_{\text{ref}})/\omega_{\text{ref}}\). For historical reasons, NMR spectra governed by the CS interaction are usually plotted with the CS increasing from right to left.

In liquids, fast and isotropic molecular dynamics averages the chemical shift anisotropy to zero so that the isotropic chemical shift is observed in the NMR spectra. The value of \(\sigma_{\text{aniso}}\) is characteristic for the chemical environment of a nucleus, enabling a discrimination of different structural entities, see Fig. 7. This effect forms the basis for numerous applications in structure analysis. In solids, such motional averaging is often absent so that \(\sigma_{\text{aniso}}\) governs the NMR spectra. Then, the observed frequency yields information about the orientation of the molecular or crystal frames relative to the laboratory frame. For example, it may characterize the orientation of a chemical bond. NMR spectra resulting from such anisotropic NMR interactions will be discussed for the dipolar and quadrupolar interactions in the next sections.

### 3.2 Quadrupolar interaction

Nuclei with spin \(I > 1/2\) (e.g. \(^2\)H, \(^7\)Li, \(^{14}\)N, in all about 74\%) exhibit a non-spherical distribution of the electric charge, giving rise to a nuclear electric quadrupole moment \(Q\). The quadrupole moment interacts with an electric field gradient at the nuclear site, which is determined by the electronic environment of the nucleus. This quadrupolar (QP) interaction is described by the Hamiltonian

\[
H_{QP} = \frac{eQ}{2I(2I-1)} I \cdot V, \quad V_{\alpha\beta} = \left( \frac{\partial^2 \Phi}{\partial r_\alpha \partial r_\beta} \right)
\]

Here, \(e\) is the elementary charge and the electric field gradient (EFG) tensor \(V\) is given by the second spatial derivatives of the electrostatic potential \(\Phi\).

The shift of the Zeeman levels due to the QP interaction can be calculated in analogy to the treatment of the CS interaction in Section 3.1. A difference between these interactions results from the fact that the EFG tensor, contrary to the CS tensor, is traceless. As a consequence, the QP interaction, unlike the CS interaction, has no isotropic part. Thus, the QP interaction can only be observed in solids and the QP frequency amounts to \(\omega_{\text{QP}} = \omega_{\text{aniso}}(\theta, \phi)\), as defined in Eq. (21), with anisotropy and asymmetry parameters:

\[
\delta = k(I) \frac{eQeq}{h} = k(I)C_Q, \quad \eta = \frac{V_{xx}^{PAS} - V_{yy}^{PAS}}{eq} \quad \text{(24)}
\]

**Fig. 8:** A quadrupole nucleus in an electric field gradient imposed by four charges. The quadrupole energy in case (a) is less than that in case (b).
Here, the custom convention $I^{PAS} = eq$ is used. The constant $k(I)$ indicates that the anisotropy parameter depends on the value of $I$, as one may expect based on the definition of $H_QP$ in Eq. (23). For example, one has $k = 3/4$ for $I = 1$ ($^2$H, $^6$Li etc.) and $k = 1/2$ for $I = 3/2$ ($^7$Li, $^{11}$B etc.). Often, the quadrupolar coupling constant $C_Q$, rather than the anisotropy parameter $\delta$ is employed to characterize the nuclear-specific strength of the QP interaction.

The effect of the QP interaction on the Zeeman levels is shown for $I = 1$ and $I = 3/2$ in Fig. 9. Evidently, the QP interaction shifts the levels with $+m$ and $-m$ by the same amount. Consequently for $I = 3/2$, it does not affect the central transition $m = +1/2 \leftrightarrow m = -1/2$, but only the satellite transitions $m = \pm 3/2 \leftrightarrow m = \pm 1/2$. In general, there are $2I$ allowed ($\Delta m = \pm 1$) NMR transitions between the Zeeman levels.

**Fig. 9:** Energy levels for (A) $I = 1$ and (B) $I = 3/2$ together with the corresponding monocrystal and polycrystal spectra. For $I = 3/2$, the central transition is, in first order, not affected by the quadrupolar interaction so that the central peak is sharp even in a powder average.

Let us consider the NMR spectra resulting from these energy diagrams for solid-state samples. For the moment, we assume that the observed nuclei occupy a single position in a crystal lattice. First, we discuss the situation for a monocrystal. In the case $I = 1$, we obtain two resonance lines, which are shifted by $+\omega_{QP}(\theta, \phi)$ and $-\omega_{QP}(\theta, \phi)$ relative to $\omega_0$. Thus, the line positions and the line splitting are determined by the orientation of the EFG and, hence, of the crystal axes system relative to the laboratory frame. This effect can be exploited to map out the EFG by systematically rotating the crystal. In the case $I = 3/2$, a third line at $\omega_0$ results from the central transition, which is, in first-order perturbation theory, not affected by the QP interaction. Now, we move on to a polycrystal. In this case, an isotropic distribution of crystal and, hence, tensor orientations exists so that the NMR spectrum reflects a powder average. For simplicity, we assume a symmetric EFG tensor, i.e., $\eta = 0$, leading to
so that the QP frequency solely depends on the angle $\theta$ between the $z$ principal axis and the $B_0$ magnetic field. Clearly, for an isotropic distribution, there are less principal axis parallel to the field direction ($\theta = 0^\circ$) than those lying in the equatorial plane ($\theta = 90^\circ$), as described by the size of the surface element, $\sin \theta$. Together with Eq. (25), this difference means that $\omega_{QP} = \delta$ is less often found in the NMR spectrum than $\omega_{QP} = -\delta/2$. Straightforward calculation yields the detailed line shape of the spectrum for a polycrystal. Fig. 9 shows the broad continuous spectra resulting for the examples of $I = 1$ and $I = 3/2$. Please note that frequency changes by $+\omega_{QP}$ and $-\omega_{QP}$ are obtained from different transitions between the Zeeman levels, leading to a symmetric line shape, e.g., to ‘horns’ at $\omega - \omega_0 = \pm \delta/2$. For $I = 3/2$, the spectral contributions from the satellite transitions are broadened by the powder average, while that from the central transition is not, as the latter transition, unlike the former, is not affected by first-order QP interaction.

### 3.3 Dipole-dipole coupling

Another important internal spin interaction is the coupling of the related nuclear magnetic dipole moments (Fig. 10). For a pair of spins ($j$ and $k$), this dipole-dipole (DD) coupling is described by the Hamiltonian:

$$H_{DD} = -\frac{\mu_0}{4\pi} \frac{\gamma_j \gamma_k}{r_{jk}^3} \hbar^2 \left[ 3(\mathbf{i}^j \mathbf{e}_{jk})(\mathbf{i}^k \mathbf{e}_{jk}) - \mathbf{I}^j \mathbf{I}^k \right]$$

Here, the vector connecting the nuclei $j$ and $k$ is denoted as $r_{jk}$ and the associated unit vector is $\mathbf{e}_{jk} = r_{jk} / r_{jk}$. Thus, the DD coupling depends on the distance between the spins ($\sim r_{jk}^3$) and on the orientation of the internuclear vector, as depicted in Fig. 11.

![Fig. 10: One nuclear dipole in a magnetic field by the other.](image)

![Fig. 11: Orientation dependence of the dipole-dipole interaction energy $E_{DD}$ in the case of a strong $B_0$ field.](image)

The effect of the DD interaction on the NMR spectrum can again be calculated using the treatment outlined in Section 3.1. It is found that, like the QP interaction, the DD interaction has no isotropic part and that, for an isolated spin pair, the DD coupling tensor is symmetric, i.e., $\eta = 0$. Thus, the orientation dependence of the frequency shift $\omega_{DD}(\theta)$ is given in analogy with Eq. (25). The truncation of the Hamiltonian in this first-order treatment leads, however,
to differences between homonuclear (e.g. $^1$H-$^1$H) and heteronuclear (e.g. $^1$H-$^{13}$C) spin couplings. Specifically, different spin parts of the resulting truncated Hamiltonians result in different anisotropy parameters for homonuclear and heteronuclear pairs:

$$\delta_{\text{hom}} = \frac{3}{2} \frac{\mu_0 \gamma_j^2}{2} \frac{1}{4\pi} \frac{r_{jk}^3}{3} \hbar = \frac{3}{2} C_{DD}, \quad \delta_{\text{het}} = \frac{\mu_0 \gamma_j \gamma_k}{4\pi} \frac{1}{r_{jk}^3} \hbar = C_{DD}$$ (27)

For example, the pair of protons in a water molecule has a distance of ~1.2 Å, resulting in $C_{DD} = 2\pi \times 70$ kHz. Due to the strong distance dependence, a determination of the DD coupling constant $C_{DD}$ allows one to ascertain the spatial arrangement of spins, which, in turn, provides valuable insights into the structures of complex molecules, including proteins, or disordered solids, e.g., glasses, for which scattering techniques yield only limited information.

For a sample containing many spins, there is a DD coupling between each spin pair and, hence, the total Hamiltonian is obtained from summation over all these pairs. Thus, contrary to the CS and QP interactions, reflecting interactions of individual spins with their electronic environment, the DD coupling is a multi-spin interaction, which usually leads to broad unstructured NMR spectra. However, in view of the strong distance dependence of the DD interaction, a consideration of isolated spin pairs can still be a useful approximation in some situations, e.g., in the important case of diluted water molecules.

**Fig. 12:** Energy levels of homonuclear spin pairs ($I = \frac{1}{2}$) and their dipolar spectra. Note the entire resemblance of these spectra to the quadrupolar spectra of spins $I=1$ in Fig. 9.

The different effect of homonuclear and heteronuclear DD couplings can be rationalized by the following arguments. First, we consider homonuclear spin pairs with $I = \frac{1}{2}$, e.g., protons. A spin pair is a single quantum system and, as such, it can be described by Zeeman product states, $|\alpha\alpha\rangle$, $|\alpha\beta\rangle$, $|\beta\alpha\rangle$ and $|\beta\beta\rangle$. However, these product states are not the eigenstates
when DD couplings are relevant. Rather, there is a new set of stationary states \(|S\rangle\) and \(|T_M\rangle\) (Fig. 12). The states \(|T_M\rangle\) correspond to the total angular momentum \(I = 1\), with respective \(M = 1, 0, -1\). They are called triplet states of a spin pair. The state \(|S\rangle\) corresponds to \(I = 0\) and is referred to as a singlet state. Due to the conservation of the total angular momentum during radio-frequency pulses, NMR transitions are only observed between the triplet states, leading to a doublet for the case of a monocrystal, as shown in Fig. 12.

In the case of \(\omega_{DD} << \omega_0\), heteronuclear spin pairs can be with a good accuracy represented via Zeeman product states as stationary states. For comparison, a \(^{13}\)C-\(^1\)H spin pair with \(r_{12} = 0.11\) nm has \(C_D = 2\pi \times 23\) kHz, whereas the difference in the Larmor frequencies of \(^{13}\)C and \(^1\)H in the typical magnetic field of 7 T is \(2\pi \times 225\) MHz.

### 3.4 Spin echoes

In modern NMR experiments, it is extensively exploited that tailored sequences of radio-frequency pulses allow one to remove the effect of one interaction of the spin systems, while retaining that of another interaction. In general, it is necessary for a theoretical treatment to calculate the time evolution of the density matrix of the spin system under the action of the internal interactions and the applied pulses. Here, we restrict ourselves to a simple, but at the same time important example. We consider a system of isolated \(I = \frac{1}{2}\) spins subject to the CS interaction, which may differ for various spin subensembles. In this case, the time evolution can be illustrated in the framework of a vector model. In doing so, we exploit that the discussion is simplified when considering the situation in the rotating frame.

We study such spin system during the Hahn echo sequence (Fig. 13) featuring a 90° pulse, which, after a delay time \(t_1\), is followed by a 180° pulse, i.e., by a twice as long pulse, leading to a rotation angle \(\alpha = 180°\). For simplicity, we assume that both pulses have the same phase, i.e., the \(B_i\) fields point in the same (\(x\)) direction in the rotating frame. In the conventional short-hand notation, this pulse sequence reads \(90°_x – t_1 – 180°_x – t_2\), where the numbers characterize the pulse lengths and the indices the pulse phases. In Fig. 13, the time evolution of the spin systems is depicted: Directly after the 90°_\(x\) pulse, the magnetization is aligned along the \(y\) axis of the rotating frame and all spins are in phase. During \(t_1\), the spins precess with different frequencies as a consequence of diverse CS interactions, leading to a distribution of their magnetic moments over the \(xy\) plane. This de-phasing is accompanied a rapid decay of the NMR signal on a time scale \(T_2^*\), see Section 2.3. The 180°_\(x\) pulse inverts the spins.

![Fig. 13: Formation of a Hahn echo at a time \(t_2 = t_1\) after the second radio-frequency pulse.](image)
Hence, spins with higher frequencies find themselves ‘behind’ spins with lower frequencies, as the sense of the precession is conserved. During $t_2$, the former spins catch up with the latter ones. At $t_2 = t_1$, the re-phasing is complete and a spin echo forms, leading to a recovery of the NMR signal. This phenomenon is known as Hahn echo, named after its discoverer Erwin Hahn.

Such echo forms when the spins do not exchange their precession frequencies during the de- and rephasing periods. The echo amplitude decreases when molecular dynamics causes random fluctuations of the precession frequencies. Thus, the reversible loss of transversal magnetization, which can be overcome in echo experiments, should not be mistaken with the irreversible loss, which results, in particular, from molecular motion and manifests itself in a decay of the echo amplitude, see Section 4.2. The latter phenomenon is known as spin-spin relaxation. In simple cases, it is described by an exponential with a characteristic time constant $T_2$.

Spin echoes are of great practical importance for the measurement of undistorted solid-state spectra. As the same coil is usually employed for pulse generation and signal detection, the weak NMR signal is not measurable during the decay of the strong $B_1$ field after a radio-frequency pulse, leading to a ‘dead time’ of the receiver system, which typically lasts for a few microseconds. For solid samples, the NMR signals decay rapidly ($T_2^*$) so that substantial parts get lost in this dead time, leading to distorted line shapes. To overcome this problem, spin echoes are used to refocus the NMR signal outside the dead time. When molecular dynamics can be neglected, the time evolution after the echo maximum corresponds to that after the 90° pulse and, hence, Fourier transformation of the former NMR signal provides access to undistorted line shapes.

4  Effects of Molecular Dynamics in NMR

Various NMR methods provide insights into molecular motion. As the time windows of these techniques differ, a broad dynamic range can be covered in combined approaches. In the following, we discuss spin-lattice relaxation measurements, which are most sensitive to motions in the nanosecond regime. Moreover, we elucidate line-shape and stimulated-echo analyses providing access to dynamics in the microsecond and millisecond ranges, respectively.

4.1  Line-shape analysis

In general, the above discussed solid-state line shapes change when the observed nuclei exchange their resonance frequencies during signal detection. Such frequency exchange can be caused by molecular dynamics or chemical exchange. The relevant time scale is the time interval during which spin species with diverse frequencies dephase by ~1 rad and, hence, the FID disappears. For a spectrum spread over $\Delta \omega$, this time interval is $\sim 1/\Delta \omega$. In the case of polycrystalline or disordered samples, the width of the spectrum is determined by the anisotropy parameter, resulting in a characteristic time scale $\sim 1/\delta$ for line-shape measurements.

First, we consider that nuclei may exchange between chemically distinguishable sites so that they experience different internal fields, e.g., diverse chemical shifts, during FID acquisition. Such situation may be found during a chemical reaction. The effect of the chemical exchange
on the spectrum depends on the relation between the separation of resonance lines associated with the exchangeable sites, Δω, and the rate of the chemical exchange, k_ex. The exchange rate usually increases with increasing temperature, resulting in characteristic line-shape changes, which are shown in Fig. 14. At sufficiently low temperatures, when k_ex << Δω, the lines of distinguishable sites are well resolved. As k_ex becomes comparable to Δω upon heating, the individual lines first broaden and then coalesce into a single peak at an intermediate position between the individual lines. At sufficiently high temperatures, when k_ex >> Δω, the average peak sharpens when the exchange rate further rises. Thus, from line-shape analysis, one can estimate chemical reaction rates at equilibrium conditions, which are difficult to access otherwise.

![Fig. 14: 1H NMR spectra at 300 MHz of the N-methyl signals in a derivative of azapropazone as a function of temperature. The coalescence point (the spectrum at 263 K) is observed at k_ex = Δω [Prog. NMR Spec. 43 (2003) 63–103].](image1)

![Fig. 15: 31P NMR spectra of solid white phosphorus at B_0 = 5.6 T. The spectrum at 25 K is dominated by the anisotropy of the CS interaction. Some blurring of the line shape results from the much weaker DD interactions. At room temperature, rapid reorientation of P_4 molecules averages out the anisotropy of the CS interaction [Chem. Phys. 6 (1974), 226-234].](image2)

NMR spectra can also be affected by molecular dynamics. Then, the observed line shape depends on both the rate and the geometry of the motion. Isotropic motions characterized by short correlation times τ << 1/δ = 1 µs completely average out the anisotropy of the internal spin interactions. Such situation is found in liquids where the molecules show fast isotropic reorientation. Therefore, the NMR spectra of liquids exhibit sharp Lorentzian lines at frequencies corresponding to the centers of gravity of given spin interactions. As aforemen-
tioned, unlike the CS interaction, the DD and QP interactions do not have an isotropic part and, as such, they do not manifest themselves in NMR spectra of liquids.

Motional narrowing of NMR spectra is not restricted to liquids, but is can also be found in solids. Molecular dynamics in solids is, however, anisotropic rather than isotropic in most cases. Then, the line-shapes resulting from motional averaging yield valuable insights into the geometry of the dynamical process under study. As first example, Fig. 15 shows $^{31}$P NMR spectra of solid white phosphorus at two temperatures. For this $I = \frac{1}{2}$ spin (no QP interaction), a CS interaction stronger than DD couplings governs the experimental results. At a low temperature, a broad spectrum results from the anisotropy of the CS interaction because motion on the NMR time scale is absent, i.e., $\tau >> 1/\delta$. At a high temperature, a narrow line is observed as a consequence of dynamics with a correlation time $\tau << 1/\delta$. Specifically, P$_4$ molecules undergo fast rotational jumps between tetrahedral positions. This motion with cubic symmetry effectively averages out the anisotropy of the CS interaction, resulting in a liquid-like spectrum.

![Fig. 15: 31P NMR powder spectra of solid white phosphorus at two temperatures.](image)

**Fig. 15:** 31P NMR powder spectra of solid white phosphorus at two temperatures. For this $I = \frac{1}{2}$ spin (no QP interaction), a CS interaction stronger than DD couplings governs the experimental results. At a low temperature, a broad spectrum results from the anisotropy of the CS interaction because motion on the NMR time scale is absent, i.e., $\tau >> 1/\delta$. At a high temperature, a narrow line is observed as a consequence of dynamics with a correlation time $\tau << 1/\delta$. Specifically, P$_4$ molecules undergo fast rotational jumps between tetrahedral positions. This motion with cubic symmetry effectively averages out the anisotropy of the CS interaction, resulting in a liquid-like spectrum.

When fast ($\tau << 1/\delta$) molecular dynamics exhibits substantial anisotropy, as observed, e.g., in liquid crystals, the internal spin interactions retain an orientation dependence, but the tensor components of the static cases are replaced by tensor components, which are partially averaged by the motion. Hereby, the geometry of the dynamics determines the extent of the averaging. To illustrate the effect, we present $^2$H NMR spectra ($I = 1$) of an aromatic molecule, which are dominated by the QP interaction, see Fig. 16. Specifically, we compare line shapes resulting from $180^\circ$ flips of the ring and from ring rotations in $60^\circ$ steps. We see that the motional-averaging effect is clearly different for these anisotropic motions. In the intermediate regime between slow and fast motion, $\tau \sim 1/\delta$, there is a particularly strong dependence on the
rate and geometry of the motion so that line-shape analysis yields a wealth of information about the dynamics.

### 4.2 Spin-lattice and spin-spin relaxation analyses

Valuable insights into molecular dynamics are also available from spin-lattice relaxation analysis. The disturbance of spin interactions by thermal motion induces spin transitions, which eventually bring spin-state populations back to thermal equilibrium. The transition probability and, hence, the spin-lattice relaxation rate $1/T_1$ depends on the squared amplitude and the spectral density of the motion-induced fluctuations of the relevant spin interaction. Hereby, the spectral density $J(\omega)$ is the Fourier transform of the correlation function $C(t)$ describing the fluctuations, see Eq. (28). Motions with a higher spectral density at the resonance frequency, $J(\omega_0)$, are more effective for spin-lattice relaxation. To illustrate the circumstances, consider a simple case of uncoupled $I = \frac{1}{2}$ spins that move between sites with different local fields $B_{\text{loc}}$. The relaxation rate $1/T_1$ is then given by the product of the mean square fluctuating interaction $<(\gamma B_{\text{loc}})^2>$ and the spectral density at the resonance frequency according to:

$$1/T_1 = \gamma^2 \langle B_{\text{loc}}^2 \rangle J(\omega_0)$$

(28)

The form of $J(\omega)$ is determined by the motional process. For the simple case of isotropic diffusion, $C(t)$ is an exponentially decaying function,

$$C(t) = e^{-t/\tau}$$

(29)

such that $J(\omega)$ takes a Lorentzian form

$$J(\omega) = \frac{\tau}{1 + \omega^2 \tau^2}$$

(30)

From Eq. (30), it can be seen that the spectral density at a given Larmor frequency $\omega_0$ and, hence, the spin-lattice relaxation rate $1/T_1$ is a maximum when $\omega_0 \tau = 1$. This means that temperature-dependent relaxation times $T_1$ show a minimum when the correlation time $\tau$ of the observed molecular dynamics crosses the time scale $1/\omega_0$. Thus, for typical Larmor frequencies in high magnetic fields, a $T_1$ minimum indicates molecular dynamics in the nanosecond regime.

The exact mechanism of spin-lattice-relaxation is determined by the dominating spin interaction. Let us consider a molecular system. When CS or QP interactions dominate, spin-lattice relaxation probes the reorientation of single molecules. By contrast, when DD interactions are relevant, the relaxation is related to a random change of the distance vectors joining spin pairs. This gives rise to intra- and intermolecular inputs as well as rotational and translational contributions. Also, it should be stressed that the particular relation between $1/T_1$ and $J(\omega_0)$, see Eq. (23), depends on the type of the fluctuating interaction. For example, when DD or QP interactions dominate, the relaxation rate depends on not only $J(\omega_0)$, but also $J(2\omega_0)$. Furthermore, it should be mentioned that, in the case of complex molecular dynamics, the spectral density deviates from the Lorentzian form so that more elaborate functional forms are required for spin-lattice relaxation analysis.
Finally, we would like to point out that spin-lattice relaxation can be non-exponential for complex molecular dynamics or spin systems. One example is the case of complex dynamics with a distribution of correlation times $\tau$, which leads to a distribution of relaxation times $T_1$, unless there is sufficiently fast exchange between spins relaxing at different rates.

Such exchange can, e.g., result from a fast transfer of magnetization via spin diffusion, i.e., via flip-flop processes of coupled spins. Another example is the case of a system of $I = \frac{3}{2}$ spins, where QP fluctuations can induce satellite transitions, but not central transitions, see Fig. 9, so that different spectral components achieve equilibrium intensities at different rates.

![Fig. 17: Correlation function $C(t)$ and spectral density $J(\omega)$ for fast and slow fluctuations.](image)

To measure spin-lattice relaxation, the nuclear magnetization can be disturbed by inverting it with a $180^\circ$ pulse (Fig. 18). The following return to thermal equilibrium can be monitored, when applying a $90^\circ$ pulse after a variable relaxation delay $t_d$, which allows one to read out the instantaneous value of the $z$ magnetization, $M_z(t_d)$, based on the amplitude of the resulting FID signal. As an alternative to this inversion-recovery experiment, the saturation-recovery experiment allows one to ascertain the spin-lattice relaxation of samples exhibiting $T_1 > T_2$, as found for solids.

In the latter experiment, the $180^\circ$ pulse is replaced by a saturation sequence, i.e., by an appropriate pulse sequence that completely destroys the nuclear magnetization. In this way, it is possible to generate a well-defined non-equilibrium state of the magnetization independent of the history so that, unlike in the inversion-recovery experiment, it is not necessary to start from thermal equilibrium. The latter fact can be exploited to reduce the experimental time. In the simple case of exponential spin-lattice relaxation, the recovery curves obtained from these experiments are fitted with the functions:
yielding the spin-lattice relaxation time $T_1$.

Spin-spin relaxation describes the phenomenon that precessing spins lose their phase coherence as a consequence of randomly changing local fields. Unlike spin-lattice relaxation, spin-spin relaxation does not involve an energy transfer to other degrees of freedom, the ‘lattice’. A spin dephasing results in a decay of the $M_x$ and $M_y$ components, rationalizing the synonym transversal relaxation. The characteristic time scale of spin-spin relaxation is called $T_2$.

Two-dimensional (2D) NMR experiments allow one to ascertain slow frequency changes, providing access to slow molecular dynamics in solids. In these experiments, one correlates the resonance frequencies ($\omega_1$ and $\omega_2$) of a nucleus at two times. Such correlation can be achieved using a stimulated-echo pulse sequence, where two periods of frequency detection ($t_1$ and $t_2$), are separated by a mixing time $t_m \gg t_1, t_2$, see Fig. 19.

In many cases, the resonance frequencies of the observed spins depend on the molecular orientations or positions. Then, the respective resonance frequencies of a nucleus during $t_1$ and $t_2$ are the same, $\omega_1 = \omega_2$, when molecular dynamics is absent, while $\omega_1 \neq \omega_2$ results from molecular rotational or translational motions with correlation times $t_1, t_2 \ll \tau \leq t_m$. 

\[ M_z(t_d) = M_0(1 - 2e^{-t_d/T_1}) \] inversion-recovery

\[ M_z(t_d) = M_0(1 - e^{-t_d/T_1}) \] saturation-recovery

Fig. 18: The inversion-recovery experiment to measure spin-lattice relaxation. To map out the recovery of the magnetization, the experiment is repeated for various delays $t_d$ between the 180° and 90° pulses, which serve to invert the equilibrium magnetization and to read out the instantaneous magnetization, respectively.

Similarly to the case of spin-lattice relaxation, the fluctuating spin interactions can be caused by molecular dynamics and, indeed, $T_2 = T_1$ in liquids. In solids, flip-flop transitions of dipolar coupled spins also modulate the local fields in a random fashion, leading to $T_2 << T_1$. Measurements of spin-spin relaxation usually involve an analysis of echo amplitudes. To follow the relaxation, it is possible to perform experiments with variable echo delays or with an increasing number of refocussing periods.

4.3 Two-dimensional NMR experiments

Two-dimensional (2D) NMR experiments allow one to ascertain slow frequency changes, providing access to slow molecular dynamics in solids. In these experiments, one correlates the resonance frequencies ($\omega_1$ and $\omega_2$) of a nucleus at two times. Such correlation can be achieved using a stimulated-echo pulse sequence, where two periods of frequency detection ($t_1$ and $t_2$), are separated by a mixing time $t_m >> t_1, t_2$, see Fig. 19.

In many cases, the resonance frequencies of the observed spins depend on the molecular orientations or positions. Then, the respective resonance frequencies of a nucleus during $t_1$ and $t_2$ are the same, $\omega_1 = \omega_2$, when molecular dynamics is absent, while $\omega_1 \neq \omega_2$ results from molecular rotational or translational motions with correlation times $t_1, t_2 \ll \tau \leq t_m$. 

\[ M_z(t_d) = M_0(1 - 2e^{-t_d/T_1}) \] inversion-recovery

\[ M_z(t_d) = M_0(1 - e^{-t_d/T_1}) \] saturation-recovery
To elucidate the working principle of stimulated-echo sequences in more detail, we consider the example of a molecular system featuring isolated $I = \frac{1}{2}$ spins subject to the CS interaction. We suppose a single chemical environment of the observed spins, i.e., all interaction tensors are described by the same principal values and, hence, by the same anisotropy and asymmetry parameters, where we assume $\delta = 0$ and $\eta = 0$ for simplicity, while various molecular and, hence, tensor orientations exist.

In Fig. 19, we visualize the time evolution of such spin system during the stimulated-echo sequence, $90°_x - t_1 - 90°_x - t_m - 90°_x - t_2$, considering a vector model in the rotating frame. The first pulse flips the magnetization from the $z$ axis onto the $y$ axis. During the subsequent evolution time $t_1$, the spins precess with various frequencies $\omega_1$, which are determined by the respective molecular orientations. Hence, they accumulate different phases, leading to a modulation of the $x$ and $y$ components by $\sin(\omega_1 t_1)$ and $\cos(\omega_1 t_1)$, respectively. Depending on the phase of the second pulse, either of these components can be transformed into $z$ magnetization. In our case, the second pulse ($90°_x$) does not affect the $x$ component, while it brings the modulated $y$ component of the magnetization back onto the $z$ axis. The remaining transversal $x$ component decays by spin-spin relaxation, whereas the generated longitudinal $z$ component does not so that it can be stored. The latter component is only affected by spin-lattice relaxation with $T_1 >> T_2$. After a mixing time $T_2 << t_m << T_1$, we are left with modulated $z$ magnetization. The third pulse flips this magnetization onto the $y$ axis. During the following detection time $t_2$, the spins again precess with orientation-dependent frequencies $\omega_2$. Thus, when detecting the $y$ component of the magnetization during this period, we measure a time signal

$$F_{xx}(t_1, t_2; t_m) \propto \langle \sin(\omega_1 t_1) \sin(\omega_2 t_2) \rangle$$

 Appropriately adapting the pulse phases, it is also possible to record an analogous time signal

$$F_{ys}(t_1, t_2; t_m) \propto \langle \cos(\omega_1 t_1) \cos(\omega_2 t_2) \rangle$$

We see that the resonance frequencies and, thus, the molecular orientations at two times are correlated. Here, the pointed brackets denote the ensemble average. Moreover, the notation $F_w$
(t_1, t_2; \tau_m) indicates that the signals F_{\xi\xi}(t_1, t_2) parametrically depend on the value of \tau_m (\xi\xi = cc, ss). We note that the pulse lengths and phases to be used in stimulated-echo sequences depend on the spin quantum number and the dominant spin interaction. For example, for I = 1 and QP interaction, measurements of F_{ss} involve a 90° pulse followed by two 45° pulses. For an understanding of this difference, it is necessary to calculate the time evolution of the density matrix of the spin system.

To justify the name stimulated-echo sequence, we assume \omega_1 = \omega_2 = \omega_{CS} and use trigonometric relations to rewrite Eq. (33) and Eq. (34) as

\[
F_{\xi\xi}(t_1, t_2; \tau_m) \propto \left\{ \frac{1}{2} \cos[\omega_{CS}(t_2 - t_1)] \pm \frac{1}{2} \cos[\omega_{CS}(t_2 + t_1)] \right\}^2
\]

(35)

Here, the plus and minus signs result for F_{cc} and F_{ss}, respectively. The value of the second term depends on \omega_{CS} and, hence, there is destructive interference of the contributions from spins with different resonance frequencies. By contrast, the argument of the first term vanishes at t_1 = t_2, independent of the value of \omega_{CS}, and, thus, there is constructive interference of identical contributions (\frac{1}{2} \cos(0) = \frac{1}{2}) from different spins, manifesting itself in an echo. This phenomenon at t_1 = t_2 is known as stimulated echo.

F_{cc} and F_{ss} can be analyzed in the frequency or time domains. In both cases, straightforward analysis will be possible if molecular dynamics during t_1 and t_2 can be neglected. This condition, which will be assumed in the following discussion, is met for 1/\delta \ll \tau, because the signals during these periods decay on the time scale of the inverse spectral width. Altogether, the typical time window of 2D NMR ranges from about 1-10 \mu s to 1-10 s, limited by 1/\delta and T_1, respectively.
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Fig. 20: 2D NMR spectra for rotational jumps between two possible orientations (\theta_1 and \theta_2) of equal probability: (left) \tau >> \tau_m and (right) \tau << \tau_m. In the former case, the spectral intensity is restricted to the diagonal. In the latter case, on-diagonal and off-diagonal peaks have the same intensity because there is a statistical redistribution of the molecular orientations after sufficiently long times.

In frequency-domain analysis, an appropriate superposition of F_{cc}(t_1, t_2; \tau_m) and F_{ss}(t_1, t_2; \tau_m) is measured for various t_1 and t_2 values, but constant \tau_m, such that a 2D NMR absorption spectrum S(\omega_1, \omega_2; \tau_m) can be obtained from Fourier transformation with respect to t_1 and t_2. The interpretation of this 2D spectrum is straightforward: S(\omega_1, \omega_2; \tau_m) is proportional to the joint
probability density of finding a frequency $\omega_1$ before the mixing time $t_m$ and a frequency $\omega_2$ after this period. For $\tau >> t_m$, the molecular orientations and, thus, the resonance frequencies do not change during the mixing time, leading to a 2D spectrum with intensity restricted to the diagonal $\omega_1 = \omega_2$. For $\tau \leq t_m$, molecular reorientation, in general, results in $\omega_1 \neq \omega_2$ and, hence, in a 2D spectrum with off-diagonal intensity, the shape of which reflects the motional geometry. In Fig. 20, the situation is illustrated for the simple case of rotational jumps between two possible molecular orientations of equal probability.

In time-domain analysis, one measures the amplitude of the stimulated echo at $t_1 = t_2 \equiv t_p$ as a function of the mixing time $t_m$. The resultant stimulated-echo decays map out two-time rotational correlation functions, $F_{ss}(t_m; t_p)$. These correlation functions parametrically depend on the length of the evolution time $t_p$, which determines the angular resolution of the experiment. In our case $\eta = 0$, where $\omega_{1,2} \propto P_2(\cos \theta)$, see Eq. (25), $F_{ss}(t_m; t_p)$ provides access to the correlation function of the second Legendre polynomial $P_2(\cos \theta)$ in the limit $t_p \rightarrow 0$:

$$F_{ss}(t_m; t_p \rightarrow 0) \propto t^2_p \langle \omega_1 \omega_2 \rangle \propto \langle P_2[\cos \theta(t = 0)]P_2[\cos \theta(t = t_m)] \rangle$$

(36)

### 4.4 Magic-angle spinning

Unlike in liquids, the anisotropy of spin interactions is not averaged out by fast and isotropic molecular reorientation in solids, resulting in broad line shapes. This broadening hampers, e.g., a discrimination of contributions from nuclei can be different chemical environments. To overcome this problem, the molecular reorientation is mimicked by rapid spinning of the sample. Specifically, the sample is rotated with frequencies in the kHz regime at the magic angle $\theta_s = 54.7^\circ$ with respect to the direction of the $B_0$ field. For this angle, $3 \cos^2 \theta - 1 = 0$ so that the anisotropy of the spin interactions is averaged out, see Eq. (25), provided the spinning frequency exceeds the spectral width. This technique is called magic angle spinning (MAS). It allows one to record liquid-like spectra for solids. In particular, narrow lines at positions given by the isotropic chemical shift can be observed. Therefore, MAS NMR is a versatile tool to ascertain structural properties of solids, e.g., of glasses, for which scattering techniques provide only limited insights.
5 Further Reading

General NMR textbooks:

High-resolution NMR and spectral analysis:

Solid-state NMR:

Spin relaxation:

On-line tutorials:
Further Reading

General NMR textbooks:

High-resolution NMR and spectral analysis:

Solid-state NMR:

Spin relaxation:

On-line tutorials:
C 6  Rheology of Complex Fluids

J. Vermant and Th. Schweizer
Department of Materials
ETH Zürich, Switzerland

Contents

1 Introduction 3

2 Rheological Phenomena 5
  2.1 Viscoelasticity ................................... 5
  2.2 Non-Newtonian behaviour ............................ 5
  2.3 Yield stress and thixotropy ............................ 6
  2.4 Elastic effects ................................... 7
  2.5 Elongational viscosity ............................... 8

3 Linear viscoelasticity 8
  3.1 Creep ....................................... 9
  3.2 Stress Relaxation ..................................... 10
  3.3 Small Strain Oscillatory Experiments ................. 11
  3.4 Linear viscoelastic modelling ........................ 12

4 Non-Linear Viscoelasticity 17
  4.1 Non-linear relaxation modulus .......................... 17
  4.2 Large amplitude oscillatory shear flow .................. 18
  4.3 Normal stress differences in shear flow ................. 18
  4.4 Shear thinning, strain hardening and time dependence .... 19

5 Rheological Measurement Techniques 21
  5.1 Shear rheometry .................................... 22
  5.1.1 Drag Flows ..................................... 22
  5.1.2 Pressure Driven Flows .............................. 25
  5.2 Elongational rheometry ................................. 27
Rheology is defined as the science of deformation and flow [1, 2, 3]. In principle, this definition would include everything that deals with flow, such as fluid dynamics, hydraulics, aeronautics and even solid state mechanics. However, in rheology we tend to focus on materials that have a deformation behaviour in between that of liquids and solids, i.e. with a material behavior which does not follow the classical constitutive equations of Newton (for fluids) or Hooke (for solids). Rheology can be seen as the “materials science of exceptions”. The science of rheology started in the 1920s when polymers started to be produced, leading to novel polymeric substances and new colloidal fluids (e.g. paints). Classical Newtonian fluids and the Hookean elastic solids are outside the scope of rheology and material behaviour intermediate to these classical extremes will be studied in this chapter. The term **viscoelastic** is used to describe this behavior. Some fluids are however essentially inelastic, but have a viscosity which changes with the deformation rate, they are **Non-Newtonian fluids**.

Rheology is in essence an applied science, and its aim is twofold: Firstly, rheologists try to understand the interplay between structure and the flow properties [4]. This is important for the rational design and/or formulation of materials for certain applications. The measurement of rheological properties can hence be viewed as an analytical technique, where microstructural aspects are deduced from the rheological properties. Secondly, by studying the material behavior using simple deformations, fundamental relations will be derived between deformation and stress. Such equations are called “constitutive equations” or “rheological equations of state”. These equations can then be used to predict the material behavior in complex deformation histories as they take place in typical process operations: e.g. extrusion, polymer film blowing, spraying, pumping etc. The measurement of rheological properties is then required to provide the adequate input, the **material functions** to be used in the constitutive models, for numerical simulations. One of the challenges we will have to address is to derive a rigorous mathematical framework which tells us exactly which material functions we need to measure.

One of the additional complications in predicting the behavior of such fluids is that the processing flows are typically complex flow fields. To decouple the complexity of the fluid mechanics from the complex material response, rheological properties are typically investigated using well defined flow fields, often called rheometric flows. The components of the stress tensor are then measured separately. Two of the most important flow fields are depicted in figure 1. The first one is a shear flow, which is the typical flow field occurring next to solid surfaces, and \( \dot{\gamma} \) is the velocity of the moving top surface, \( h \) is the height. The kinematics in a Cartesian coordinate framework are given by

\[
\begin{align*}
\mathbf{v}_x &= \dot{\gamma} y \\
\mathbf{v}_y &= 0 \\
\mathbf{v}_z &= 0
\end{align*}
\]

Where \( \mathbf{v}_i \) is the velocity component in the \( i \) direction and \( \dot{\gamma} = \frac{V}{h} \) is the shear rate. The shear rate has as units the inverse of time: s\(^{-1}\). Elongational or extensional flow as in figure 1(b) occurs when there is stretching, such as at a die or nozzle exit, in film blowing, fiber spinning or flow through contractions. Controlled uniaxial elongational flows can be generated with some difficulty in the laboratory experimentally.
1 Introduction

Rheology is defined as the science of deformation and flow [1, 2, 3]. In principle, this definition would include everything that deals with flow, such as fluid dynamics, hydraulics, aeronautics and even solid state mechanics. However, in rheology we tend to focus on materials that have a deformation behavior in between that of liquids and solids, i.e. with a material behavior which does not follow the classical constitutive equations of Newton (for fluids) or Hooke (for solids). Rheology can be seen as the “materials science of exceptions”. The science of rheology started in the 1920s when polymers started to be produced, leading to novel polymeric substances and new colloidal fluids (e.g. paints). Classical Newtonian fluids and the Hookean elastic solids are outside the scope of rheology and material behavior intermediate to these classical extremes will be studied in this chapter. The term viscoelastic is used to describe this behavior. Some fluids are however essentially inelastic, but have a viscosity which changes with the deformation rate, they are Non-Newtonian fluids.

Rheology is in essence an applied science, and its aim is twofold: Firstly, rheologists try to understand the interplay between structure and the flow properties [4]. This is important for the rational design and/or formulation of materials for certain applications. The measurement of rheological properties can hence be viewed as an analytical technique, where microstructural aspects are deduced from the rheological properties. Secondly, by studying the material behavior using simple deformations, fundamental relations will be derived between deformation and stress. Such equations are called ”constitutive equations” or ”rheological equations of state”. These equations can then be used to predict the material behavior in complex deformation histories as they take place in typical process operations: e.g. extrusion, polymer film blowing, spraying, pumping etc. The measurement of rheological properties is then required to provide the adequate input, the material functions to be used in the constitutive models, for numerical simulations. One of the challenges we will have to address is to derive a rigorous mathematical framework which tells us exactly which material functions we need to measure.

One of the additional complications in predicting the behavior of such fluids is that the processing flows are typically complex flow fields. To decouple the complexity of the fluid mechanics from the complex material response, rheological properties are typically investigated using well defined flow fields, often called rheometric flows. The components of the stress tensor are then measured separately. Two of the most important flow fields are depicted in figure 1. The first one is a shear flow, which is the typical flow field occurring next to solid surfaces, and \( V \) is the velocity of the moving top surface, \( h \) is the height. The kinematics in a Cartesian coordinate framework are given by

\[
\begin{align*}
v_x &= \dot{\gamma} \cdot y \\
v_y &= 0 \\
v_z &= 0
\end{align*}
\]

Where \( v_i \) is the velocity component in the \( i \) direction and \( \dot{\gamma} = \frac{V}{h} \) is the shear rate. The shear rate has as units the inverse of time: \( s^{-1} \). Elongational or extensional flow as in figure 1(b) occurs when there is stretching, such as at a die or nozzle exit, in film blowing, fiber spinning or flow through contractions. Controlled uniaxial elongational flows can be generated with some difficulty in the laboratory experimentally.
For example for viscosity, the SI unit is Pa s (Pascal second). 1 Working with complex fluids, processes such as rubbing or chewing may not be viewed as typical processing operations, but here \( \dot{\gamma} \) plays an important role are extrusion and injection molding in polymer processing, which occur at faster deformation rates (\( \dot{\gamma} \sim 1 - 10^5 \) s\(^{-1}\)), and coating flows and printing operate at very high rates (\( \dot{\gamma} \sim 10^4 \) to \( 10^6 \) s\(^{-1}\)) where the material response is typically non-linear. Some processes such as rubbing or chewing may not be viewed as typical processing operations, but also in those the rheological properties determine to a large extent the way these products feel. Whereas rubbing is essential shear dominated, chewing has a substantial extensional component. Fiber spinning and porous media flows also have dominant extensional flows, with the extensional rates ranging also over many orders of magnitude. However, in all aforementioned cases, the flows are still laminar. Nevertheless it has been a challenge to develop measurement techniques that can embrace this entire shear rate range (more than 8 decades)!

Moreover the magnitude of the rheological properties can vary more than most other physical parameters. For example for viscosity, the SI unit is Pa s (Pascal second). Working with complex fluids, viscosities can be close from to water (\( 10^{-3} \) Pa s) over polymer melts (1-10\(^4\) Pas) to asphalt emulsions (1-10\(^8\) Pas). Moreover, the material properties often change with rate, time and type of deformation. Measuring and describing this will be a first step to rationalising the behaviour.

\[ v_x = \dot{\gamma} \cdot x \]  
\[ v_y = -\frac{\dot{\gamma}}{2} y \]  
\[ v_z = -\frac{\dot{\gamma}}{2} z \]  

Here \( \dot{\gamma} \) is the extensional rate. The range of deformation rates encountered during various processes spans many decades. Rheological properties are important in slow processes such as sedimentation and levelling which are dominated by shear flows (\( \dot{\gamma} \sim 10^{-6} \) to \( 10^{-2} \) s\(^{-1}\)). the rheological properties of some consumer products will be tailored to impart a high viscosity at these low shear rates for a good shelf-life. Classical processes in which shear rheology further plays an important role are extrusion and injection molding in polymer processing, which occur at faster deformation rates (\( \dot{\gamma} \sim 1 - 10^5 \) s\(^{-1}\)), and coating flows and printing operate at very high rates (\( \dot{\gamma} \sim 10^4 \) to \( 10^6 \) s\(^{-1}\)) where the material response is typically non-linear. Some processes such as rubbing or chewing may not be viewed as typical processing operations, but also in those the rheological properties determine to a large extent the way these products feel. Whereas rubbing is essential shear dominated, chewing has a substantial extensional component. Fiber spinning and porous media flows also have dominant extensional flows, with the extensional rates ranging also over many orders of magnitude. However, in all aforementioned cases, the flows are still laminar. Nevertheless it has been a challenge to develop measurement techniques that can embrace this entire shear rate range (more than 8 decades)!

Moreover the magnitude of the rheological properties can vary more than most other physical parameters. For example for viscosity, the SI unit is Pa s (Pascal second). Working with complex fluids, viscosities can be close from to water (\( 10^{-3} \) Pa s) over polymer melts (1-10\(^4\) Pas) to asphalt emulsions (1-10\(^8\) Pas). Moreover, the material properties often change with rate, time and type of deformation. Measuring and describing this will be a first step to rationalising the behaviour.

\[^{1}\]The cgs unit of Poise (P) is also often used. 1 poise = 0.1 Pas. Centipoises are also often encountered, as 1 cP is the viscosity of water.
2 Rheological Phenomena

2.1 Viscoelasticity

Probably the best-known example of a material with a funny behaviour is the so-called silly putty (also marketed as Thinking Putty, Bouncing Putty, Tricky Putty and Potty Putty). It was originally created by accident during research into potential rubber substitutes at GE for use by the United States military in World War II. It is a mixture of the polymer polydimethylsiloxane and borax. When this material is rolled into a small ball and dropped on a surface, it will bounce [5]. When it is left to sit on a flat surface it will flow or like any liquid will take on the shape of the container that holds it. Depending on the time scale on which the deformations take place, the material will behave like either a solid (short times) or a liquid (long times). But most of the time the material will show an intermediate behavior, displaying characteristic of a solid and a liquid at the same time. To describe this will be one of the first challenges we need to tackle. This will require a time-dependent modulus $G(t)$ or related linear viscoelastic material functions [6]. We will see that measurements in the frequency domain are particularly useful and lead to some of the most used rheological material functions, i.e; the dynamic moduli $G'(\omega)$ and $G''(\omega)$ where $\omega$ is the frequency. Experimental measurements of the linear viscoelastic properties will enable us to determine to which extent (or on which time scales) a material is fluid or solid-like, or in between and give use a dynamic fingerprint of the material in its rest state.

2.2 Non-Newtonian behaviour

Like the modulus, the viscosity is also not always a constant, it may depend on time but even more importantly on the rate of deformation. For shear flows, the shear rate dependent viscosity $\eta(\dot{\gamma})$ is the relevant non-linear material function. Many colloidal suspensions and polymer solutions show a decrease of the viscosity as the shear rate is increased, which is called shear thinning. Two examples are given in figure 2. An example of viscosity an shear stress data for a concentrated polymer solution, over a wide range of shear rates, is given in figure 2 (a). It is a solution of 11 wt % of a high molecular weight PIB MW$_v$ = 1.2 $10^6$ in pristane. This fluid is a homemade version of the NIST standard reference material [7, 8]. The solution starts of at a Newtonian plateau, characterised by a zero shear viscosity, called $\eta_0$ and then shows a decrease of the viscosity over more than an order of magnitude. This is due to the stretching, orientation and disentanglement of the concentrated, high molecular weight polymer chains in solution. Shear thinning is commonly observed in many other products where shear flow is de-structuring the material.

However, flow does not always monotonically decrease the viscosity. Figure 2 (b) shows the viscosity versus shear stress for suspensions of charged polystyrene-ethylacrylate spheres with a particle radius of 125nm dispersed in water, replotted from Laun [9]. The volume fraction was varied from 0 to 0.50, temperature was kept constant at 25$^\circ$C. This graph reveals the typical features that suspensions can display: At low volume fractions the viscosity of the suspensions remains essentially (pseudo-)Newtonian and the viscosity is only slightly higher than that of the dispersion medium. At higher volume fractions, the viscosity now increase dramatically,

\[ \text{For silly putty, the relaxation time for the stress is in the range of 0.1 -1 s, the Youngs modulus (for a rapid deformation) is one to several MPa, and the viscosity for a slow deformation of order } 10^5 \ \text{Pas} \ [5] \]
A spectacular example of elasticity in a fluid is the so-called Weissenberg or rod-climbing effect. When a rod is set to rotate in a Newtonian fluid, at high rotation rates the inertial forces become dominant, causing the rod to climb up the wall of the container. This phenomenon is observed in a wide range of fluids, from simple Newtonian fluids to complex viscoelastic fluids.

Figure 2(a) shows the viscosity versus shear rate for a polymer solution, data replotted from [5]. The volume fraction of the polymer was varied from 0 to 0.50, and the viscosity was measured over a wide range of shear rates. The figure reveals a typical viscoelastic behavior: at low shear rates, the viscosity decreases with increasing shear rate, indicating a Newtonian-like behavior. As the shear rate increases, the viscosity starts to increase, indicating the presence of elastic effects.

Figure 2(b) shows the viscosity versus shear stress for aqueous suspensions of charged polystyrene-acrylate latices of 125 nm radius in water, plotted for different volume fractions, from Laun [6]. The figure reveals a thixotropic behavior, where the viscosity decreases with increasing shear stress, indicating the presence of yield stress. This phenomenon is observed in many suspensions and colloidal systems, where the stress is high enough to break down the structure, and the material gels.

2.3 Yield stress and thixotropy

Some materials apparently flow almost not up to a certain level of stress, the yield stress \( \sigma_y \). Plastic behaviour is common to widely different materials. However, in a well-cited and provocative paper entitled "The yield stress myth", Barnes and Walters [11] however questioned the existence of the yield stress, suggesting that there is a very large Newtonian viscosity at low stresses and that the yield stress is only an apparent value, determined by the impatience of the experimentalist. Whereas it is correct to state that measuring the yield stress is difficult, the consensus is now that there are different classes of materials, such as aggregated suspensions, where a true solid-to-liquid transition occurs. Yield-stress liquids are broadly defined as materials that are solid below a critical applied stress and flow like non-Newtonian liquids at higher stresses [12, 13]. The yield stress is of particular important in a range of consumer products, as the yield stress can be used to prevent creaming or sedimentation. Concentrated dispersions often show a behaviour that can be approximated by a yield stress followed by a Newtonian behaviour. Such materials are named after E.C. Bingham who described paint in this way in 1916 and coined the word "rheology".

Yielding is often accompanied by a complex time and shear history dependence of the viscosity \( \eta(\dot{\gamma}, t) \). When the time effects are reversible they are called thixotropy: it is defined as the continuous decrease of apparent viscosity with time under shear and the subsequent recovery of the viscosity when the flow is discontinued [14]. Thixotropy is distinct from viscoelasticity: in the latter the time scale of the material is intrinsic to the building blocks of the material, whereas...
in thixotropy, the time scale can be set by a variable, shear history dependent microstructure, such as in an aggregating suspension.

2.4 Elastic effects

A spectacular example of elasticity in a fluid is the so-called Weissenberg or rod-climbing effect. When a rod is set to rotate in a Newtonian fluid, at high rotation rates the inertial forces push the material to the outside of the container. Exactly the opposite behaviour is observed in viscoelastic fluids, and already at much lower rotational speeds as is shown in figure 3(a). When a rod or overhead stirrer is embedded in an elastic liquid, the level of the free surface of the liquid is higher near the rod than it is at the rim of the vessel. In figure 3(a) a solution of a high molecular weight polyethyleneoxide is dissolved in water. When subject to rotation, stresses will develop along the normal axes of the flow field due to deformation and stretching of the polymer chains. In the case of a rotating rod, the stream lines are circular. Hence the normal stress in the direction of the stretching (flow) is greater in magnitude than the two mutually perpendicular components, and hence a tension in the flow direction results. These normal stresses that arise will strangle the material around the rod, pushing it up (see e.g. [2, 3]).

The phenomenon of extrudate-swell, shown in figure 3(b), is another unusual behaviour which is typical for viscoelastic fluids. For a Newtonian material the ratio of the diameter of the jet to the capillary diameter is 113% (at low Reynolds number) whereas it can be as high as a few 100% for the case of polymeric fluids and the figure reveals indeed a extradite much ticker compared to the nozzle that it exits from. Physically, the extrudate swell arises mainly because of differences in the normal stresses along and perpendicular to the stream lines in the tube. They relax as the fluid exits from the tube causing a contraction in the longitudinal direction. This is a very important phenomenon when extruding products. For example when you would make a square duct by extrusion, this swelling needs to be accounted for using a suitable die design.

In more complex flows, the non-linear material characteristics will strongly alter the flow fields themselves, due to the interplay between kinematics and dynamics. For example in contraction

Fig. 3: Effects of fluid elasticity and elongational viscosity for solutions of 4% polyethyleneoxide ($M_w 10^6$) in water: (a) Weissenberg - rod climbing effect (b) Extrudate swell (c) Ductless syphon. The arrows indicate the directions of flow.
flows strong vortices will appear in the entrance region of the flow, as shown very nicely in the work of Boger and coworkers [15, 16]. These vortices can even become unstable and start to swirl in the die. This is not related to turbulence, but is an instability due to the elastic nature of the fluid. It enhances the pressure drop dramatically and may lead to instabilities during processing of materials. Two often related aspects are important in entrance flow, the normal stresses and the elongational viscosity. Entrance flow problems have been a benchmark problem for numerical simulations for many decades.

2.5 Elongational viscosity

When a liquid containing large macromolecules or high aspect ratio particles is subjected to extensional deformations, the molecules and/or particles are aligned in the direction of stretching resulting in a substantial increase of the resistance to flow, and the resulting behaviour is called strain hardening. The elongational viscosity can be many times higher as compared to the shear viscosity, especially at high deformation rates. This may lead to phenomena as in figure 3(c), where the ductless-syphon effect is visualised. Due to the high elongational viscosity, a liquid ductless syphon is formed which allows one to draw liquid up through air, or to empty a beaker over its side. Elongational viscosity and elasticity of fluids can also be important in high Reynolds applications. For example even adding ppm levels of a high molecular weight solution can change the break-up of a jet, for example in a spray bottle or similar amounts can reduce the turbulent drag dramatically, as is sometimes used by fire fighters. A gallery of rheological phenomena is available in the beautiful book by Boger and Walters, "Rheological Phenomena in focus" [16].

3 Linear viscoelasticity

Viscous fluids and elastic solids are the two types of material behaviour classically distinguished. For elastic solids, a relation exists between the shear stress (σ) and the deformation (γ). It can be expressed as:

$$\sigma_{xy} = G \cdot \gamma$$  \hspace{1cm} (7)

This relation is known as Hookes law. The proportionality constant G is called the rigidity or shear modulus. It has the dimensions of Pa in S.I. units. For simple liquid materials the intrinsic relation between stress and shear rate can be expressed as:

$$\sigma_{xy} = \eta \cdot \dot{\gamma}$$  \hspace{1cm} (8)

This is known as Newtons law. The proportionality factor η is called the shear viscosity. It is expressed in Pa.s in SI units.

An important goal of rheology is to describe and characterize material behavior that is intermediate between solid and liquid behaviour. Within the general framework for describing the complex phenomena shown in the previous section, the linear regime is important because it is the building block for further work. Moreover, how complicated the non-linear regime might be, we should always find the linear viscoelastic behavior as a limiting case. Last but not least linear viscoelasticity is of practical importance: For example for linear polymer chains, measurements characterizing the linear viscoelastic properties provide insight in to how the material
As the fluid does not move back to its original configuration, it could be said that it "does not remember" its original shape. As the fluid does not move back to its original configuration, it could be said that it "does not remember" its original shape. All real fluids have a finite memory. For example polymeric liquids will have time scales which are on the order of $10^{-3}$ to a few seconds. In addition, they will often show a wide distribution of relaxation times. Viscoelastic fluids are defined as fluids which have a finite memory. The perfect solid (Hooke’s law) and the perfect liquid (Newton’s law) do not obey this definition. A perfect solid will remember the deformation indefinitely and return to its initial shape. A perfect liquid will stop deforming instantaneously when the stress is removed and never recover to its previous shape. All real fluids have a finite memory. For example polymeric liquids will have time scales which are on the order of $10^{-3}$ to a few seconds. In addition, they will often show a wide distribution of relaxation times. Alternatively one can discuss viscoelastic behaviour in terms of energy. When we apply a stress and a body is deformed, this implies that work is being performed. The potential energy:

$$ E = \int \sigma_{xy} d\gamma $$

and this cannot be dissipated. If a perfect body would be deformed by a certain deformation $\gamma$, and subsequently it would be released, it would oscillate indefinitely (in vacuum). A perfect liquid on the other hand dissipates all the energy, to keep the fluid going I need to put energy into the fluid. Whether or not you have to take viscoelasticity in to consideration when designing a process or product will depend on the time scales of the product and the process.

3.1 Creep

Consider the following stress history (figure 4.a): at time $t = 0$ we apply a shear stress $\sigma_{xy}$ to the material and at time $t = t_1$ the stress is removed. We now observe the resulting deformation of the material as a function of time. For a purely elastic solid (ES) the response is described by Hooke’s law. Consequently the material will deform instantaneously at $t = 0$, the magnitude of the deformation being $\sigma_{xy}/G$. The sample will immediately regain its original shape when the stress is released at $t_1$. For a viscous liquid (VL) the response is very different: as long as the stress is applied, the material will continuously flow. The shear rate is given by $\sigma_{xy}/\eta$. When the stress is removed at $t_1$ the fluid will remain stationary, neither moving forward nor backward. As the fluid does not move back to its original configuration, it could be said that it does not remember its original shape.
When the sample is viscoelastic, the initial response is as in quasi-elastic solids. Subsequently the deformation gradually increases until steady state conditions are reached. The intermediate response is referred to as delayed elasticity. When the steady state condition means that the sample continues to deform steadily, i.e. flows at a constant shear rate, it is a viscoelastic (VE) liquid. A viscoelastic solid (not shown) does not deform continuously but reaches eventually an equilibrium deformation. In order to describe creep behaviour, one has introduced the creep compliance \( J(t) \), a time-dependent material function that is defined as:

\[
J(t) = \frac{\gamma}{\sigma_{xy}}
\]

(10)

\( J(t) \) has the dimensions of \( \text{Pa}^{-1} \). If we restrict ourselves to the linear region, i.e. to small stresses and strains, \( J(t) \) is independent of the magnitude of the applied stress. It is then a linear viscoelastic material function. When the stress is removed suddenly at time \( t_1 \), the same regions can be identified in the viscoelastic samples as during the application of stress (figure 4). The material recoils quasi instantaneously part of the deformation. Subsequently the retarded elasticity causes the sample to recoil gradually further in time. If the sample is a viscoelastic fluid, only part of the total deformation that occurred during creep is restored. This amount is called the equilibrium elastic recoil.

The time evolution of the compliance versus time is determined by how the stress builds up in a system. The time constants which can be associated with this are the retardation times (see below). These are not always the same as the more commonly used relaxation times, but do often offer advantages in relating to the molecular or microstructure to deformation as elegantly shown by Plazek and coworkers [17, 18]. Because of the underlying linearity, closely and univocally related to each other, but the information that they emphasize is different. Creep is particularly suited for studying the long time scales, associated with the larger structural elements. Yet despite the conceptual advantages, creep measurements are relatively unpopular. In part because these are difficult to perform, in part due to ignorance of the advantages [18].

Figure 5(a) show some data obtained on the home made version of the NIST standard reference material [7, 8]. The plot in figure 5(a) shows the compliance during flow, followed by a recovery period. For low values of the stress, the compliance is independent of the applied stress level. This is the linear response regime. At larger stresses the compliance increases, and the response is non-linear.

### 3.2 Stress Relaxation

The visco-elastic nature of a material can also be demonstrated when a stepwise deformation is applied to the sample rather than a constant stress. The stress in a viscous liquid (VL) will drop to zero instantaneously. The elastic solid (ES) reacts to a constant strain by an instantaneous stress that remains constant in time. A viscoelastic fluid in a stress relaxation experiment reacts by gradually relaxing the stress. Hence, in this kind of experiment another time-dependent material function can be defined: the relaxation modulus \( G(t) \), given by:

\[
G(t) = \frac{\sigma(t)}{\gamma}
\]

(11)

The stress relaxation modulus has the advantage of very naturally reflecting the viscoelastic nature of a material, and the time scale involved. The stress relaxation experiments can typically
Fig. 5: Typically observation for an entangled polymer solution (11 wt% PIB of $M_W = 10^6$ in pristane) (a) creep experiments at varying strains (b) stress relaxation experiments for varying step strains.

access time scales between 0.1 (because of transducer resolutions) and a few 100 s, although faster responses ($\sim 20$ ms) can be obtained with some effort [19]. Whereas in creep experiments, the longest retardation times are excited first, the longest relaxation times are now observable only when the stress is close to zero. The different time scales are convoluted together, and the relaxation modulus at any moment in time will be an integral over different time scales. Figure 5(b) show some data obtained on the home made version of the NIST standard reference material but now following a step strain. For small strains, say below 100% deformation, the time dependent modulus is independent of the applied strain. At higher values of the step strain, the modulus decreases.

3.3 Small Strain Oscillatory Experiments

In these measurements, the sample is deformed sinusoidally. After a few cycles of start-up at a given frequency ($\omega$), the stress will also oscillate with a time dependent strain amplitude $\gamma$:

$$\gamma = \gamma_0 \sin(\omega t)$$

where $\gamma_0$ is the strain amplitude and the rate of deformation $\dot{\gamma}$ equals:

$$\dot{\gamma} = \gamma_0 \omega \cos(\omega t)$$

For a viscous liquid and an elastic solid the response can be easily calculated by invoking the appropriate constitutive equations: it can be easily seen that the stress in an ES will oscillate in phase with the applied deformation, whereas for a VL the stress will be de-phased by 90° with respect to the oscillatory deformation. For a viscoelastic liquid we define a complex modulus $G^*$ and a phase angle $\delta$:

$$\sigma = G^* \gamma_0 \sin(\omega t + \delta)$$

It is convenient to analyze the stress wave into two waves, one in phase and the other one out of phase with the strain wave. The above eqn. can be written as which leads to

$$\sigma = G^* \gamma_0 [\sin(\omega t) \cos \delta + \cos(\omega t) \sin \delta]$$
The total stress can hence be viewed as the combination of a viscous and an elastic component, resulting in a complex modulus with a real elastic part, and an imaginary (viscous) part. The stress response will be dephased by an angle $\delta$. This angle will be a measure for how elastic or how viscous my fluid is. If the fluid is viscous the phase angle will tend to $90^\circ$. When the fluid is dominantly elastic, the phase angle will tend to zero. The phase angle is hence a nice way to characterize the material on a viscoelasticity scale. The decomposit of the complex modulus leads to two moduli: $G'$ the in-phase, elastic or storage modulus and $G''$ the out-of-phase, viscous or loss modulus. Hence we see the definition of viscoelasticity in terms of energetic behaviour reappearing from this experiment. The relationship between the tangens of the phase angle and the moduli is given by:

$$\tan \delta = \frac{G''}{G'}$$  \hspace{1cm} (18)

Another way to view the experiments is in terms of a sinusoidal strain rate. This leads to the definition of a dynamic viscosity. This is also a material function and may be a more natural choice for those thinking in terms of liquids. We can define a dynamic viscosity $\eta'$ for the magnitude of the viscous stress to the strain rate and an elastic part of the dynamic viscosity $\eta''$.

$$\sigma = (\eta'' - i\eta')\omega \gamma_0$$  \hspace{1cm} (19)

which can easily be related to the storage and loss moduli. Some examples will be given below. It is important to note that all these properties are sample size independent, they are intrinsic material properties.

When applying an oscillating stress and monitoring the corresponding strain, we obtain an oscillatory storage compliance $J'(\omega)$ and a loss compliance $J''(\omega)$. Although the complex modulus, $G^*$ and the complex compliance $J^*$ are readily related, this is not true for the individual components of $J'$ and $G''$ (see figure 9 below). For more information we refer to the texts by Ferry [6] or the more introductory level text by Goodwin and Hughes [24].

### 3.4 Linear viscoelastic modelling

Lets now try to describe the dual nature of fluids by simple mathematical models. Within this text we will limit ourselves to phenomenological models, which do not consider the molecular or structural origins of the timescales within the material at hand. What is important from this phenomenological perspective, is whether or not the deformations are fast or slow, relative to the intrinsic time scales. A simple thought exercise already tells one that for systems composed of small molecules, the time scales to react to a deformation or a stress are very short. When high molecular weight compounds, supramolecular structures or colloidal microstructures are present, the relaxations will be slower and come into the time domain where most processes operate or where we as humans can observe phenomena. Molecular, microstructural or colloidal models will provide deeper insights but go beyond the scope of this introductory chapter.

We can start from simple phenomenological tools and using small shear deformations. A Hookean spring will be our model for a perfect solid. A dashpot will be our conceptual model for a perfect fluid. Maxwell (1867) first proposed a dashpot in series with an ideal spring and
an ideal dashpot (although he did it for the viscosity of gases), as is shown schematically in the inset of figure 6(a). This is a model for a viscoelastic liquid. When we apply a deformation to this model the total deformation will be split by both elements:

\[ \gamma = \gamma_1 + \gamma_2 \]  

(20)

The stress in both elements is the same and equal to the total stress. Assuming a homogeneous deformation, the deformation rate can also be assumed to consist of a sum of the two individual motions:

\[ \dot{\gamma} = \dot{\gamma}_1 + \dot{\gamma}_2 \]

(21)

with the stress being equal in both elements. Using Hooke’s law for the ideal spring with spring constant \( G_0 \) and Newton’s law for the dashpot with \( \eta_0 \) as the viscosity we can then rewrite the equations, leaving us with a differential equation:

\[ \sigma + \left( \frac{\eta_0}{G_0} \right) \dot{\sigma} = \eta_0 \dot{\gamma} \]

(22)

This differential equation is know as the Maxwell model. Let us first calculate the response of the Maxwell model to a step in strain. As initial conditions we impose the strain of \( \gamma_0 \) at times \( \geq 0 \). We can easily calculate the stress at time zero (purely elastic response) and solving the differential equation gives use the time evolution of the stress and of the relaxation modulus which yields a decaying exponential

\[ G(t) = G_0 \exp \left( \frac{-t}{\tau} \right) \text{ with } \tau = \frac{\eta_0}{G_0} \]

(23)

The time constant \( \tau \) is the relaxation time. The result is plotted in figure 6 (a), and the full line on the curve gives the predictions of the above equations for a \( G_0 = 10 \) Pa and a relaxation time \( \tau = 1 \) s on a semi-logarithmic plot. In reality, a single exponential is not always observed although essentially single relaxation time fluids exist. An obvious way to generalize the Maxwell model is to allow for multiple relaxation times. This can be done by considering multiple dashpot-spring combinations in parallel. In this manner, several relaxation times are available to fit to experimental data. The dotted line is calculated using three relaxation times.
and equal to $G_\infty$, as $\omega$ goes to zero.

The results are plotted in figure 6(b), the dotted line corresponding to the storage moduli ($G'$) and the loss moduli ($G''$) being given as full lines. What you can easily see from the evolution of the moduli is that for frequencies smaller than the inverse of the relaxation time, a dominantly viscous response is observed with the loss modulus being larger than the storage modulus. This can be extended to all processes with slow motions for which indeed the dashpot or Newtonian viscous response is observed with the loss modulus being larger than the storage modulus. This behaviour is often characterised by a slope of one.

![Graph showing storage and loss modulus.](image)

**Fig. 7:** (a) Storage and loss modulus for a solution of surfactants forming wormlike micelles (100 mmol/l CpCl, 60 mmol/l NaSal, 100mmol NaCl in water) data replotted from Snijkers et al. [22] (b) Storage and loss modulus for a polymer solution containing 11% (w/v) solution of a high molecular poly-(isobutene) (PIB-BASF Oppanol B200) in pristane at 20°C.

Similar to the relaxation modulus you can calculate the response of a Maxwell model to an oscillatory strain of frequency $\omega$. It is most easily solved by using complex notation (see e.g. Ferry [6]). For a single relaxation time the result is:

$$G' = \frac{G_0 \omega^2 \tau^2}{1 + \omega^2 \tau^2} \quad (24)$$

$$G'' = \frac{G_0 \omega \tau}{1 + \omega^2 \tau^2} \quad (25)$$

The results are plotted in figure 6(b), the dotted line corresponding to the storage moduli ($G'$) and the loss moduli ($G''$) being given as full lines. What you can easily see from the evolution of the moduli is that for frequencies smaller than the inverse of the relaxation time, a dominantly viscous response is observed with the loss modulus being larger than the storage modulus. This can be extended to all processes with slow motions for which indeed the dashpot or Newtonian behavior will dominate. Investigating eqn. 24-25 in the low and high frequency limits reveals some interesting and general conclusions. When deforming a viscoelastic liquid at frequencies slower than the inverse of the longest relaxation behaviour, a so-called terminal behaviour is characterised by a slope of $G'$ versus $\omega$ of 2 on a log-log plot, whereas $G''$ has a slope of one. At high frequencies the elastic behavior dominates and $G'$ becomes independent of frequency and equal to $G_0$, as $G''$ tends to zero. For rapidly changing stresses in general, the derivative term in the Maxwell model equation dominates and at short times this model then approaches elastic behavior. The equivalent model for a viscoelastic solid is the Kelvin-Voigt model. A very good reference on linear viscoelasticity remains the monograph by Ferry [6]).

Some real materials can be characterized surprisingly well by a single relaxation time Maxwell model. For example wormlike micellar (WLM) solutions of surfactants, as can be found in many shampoos, contain flexible wormlike surfactant micelles, and the rheological properties of the solutions can be readily tuned by, e.g., concentration or temperature [20]. WLM solutions are sometimes called living systems because they combine the well-known reptation dynamics...
of polymeric systems with breakup and recombination of the chains [21]. An example of such a system is shown in figure 7(a) where a solution of 100 mol/l cetylpyridiniumchloride (CpCl) in a aqueous solution containing 100 mmol NaCl and 60 mmol sodiumsalicylate (data from ref. [22]). Other types of Maxwell fluids are monodisperse emulsions and monodisperse suspensions.

Yet most complex fluids will exhibit a variety of relaxation times. For example, the polymer solution already used in figure 2 and 5, is shown in figure 7(b) [22]. The moduli display a dependence on frequency that is more smoothed out compared to the WLM. These solutions can be characterised by either a discrete set of relaxation time or by using a continuous relaxation spectrum, which for a viscoelastic fluid is typically defined as:

$$G(t) = \int_0^\infty \frac{H(\tau)}{\tau} e^{-\tau t} d\tau$$

(26)

In this manner any arbitrary relaxation function can be described in a unique manner. This provides a very powerful tool to characterize the linear viscoelastic rheological behavior of complex fluids. The calculated relaxation spectra from the creep, SAOS and stress relaxation are given in figure 8, where you should check the relaxation time ranges which the different experiments have probed. The relaxation spectrum allows one to obtain a dynamic fingerprint reflecting the structure of complex fluids. For example for linear polymers, the relaxation spectrum can be directly linked to the molecular weight and the molecular weight distribution, although mathematically is a hard ill-posed problem, which requires adapted numerical methods. Due to the intrinsic linearity of the LV response, the different material functions are all interrelated. These relations are shown in figure 9. These relations are useful to check the internal consistency of experimental data. However, not all of these relations are numerically easy to evaluate, some are even notoriously difficult. Either open source or commercial software exists based on non-linear regularisation methods, which were introduced into rheology by Weese and
Honerkamp [23].

**Fig. 9:** Interrelations between the viscoelastic material functions and the spectra for viscoelastic fluids.

There are useful checks and correlations one can use. For example a useful limit to check is the relation between the zero shear viscosity and the relaxation spectrum or the relaxation modulus:

\[ \eta_0 = \int_{-\infty}^{\infty} H(\tau) \tau d\ln \tau \quad (27) \]

or use

\[ \eta_0 = \int_0^{\infty} G(t) dt \quad (28) \]

For example, the experimentally measured zero shear viscosity from figure 2 was 350 Pa.s. From the spectrum calculated from the relaxation modulus we obtain a value of about 250 Pa.s. The reason for this discrepancy is the finite time of the stress relaxation experiment.

**Some final remarks:** For many materials, the relaxation times and moduli have the same functional dependence on temperature. Relaxation times decrease strongly as temperature increases and the moduli associated with relaxations are proportional to absolute temperature. This leads to the principle of time-temperature-superposition which can - for those fluids where it holds - enable one to greatly extend the measurement range, which is a principal used in obtaining the
data in figure 7. Second, the simple empirical models have been presented here for small shear
deformations. To generalise the linear viscoelastic models to 3D deformations, the appropri-
ate tensors describing relative deformations and deformations need to be used. The Maxwell
model, written in appropriate tensorial form, breaks down to:
\[
\sigma + \tau \nabla \sigma = 2\eta_0 D
\]
(29)
where \(\nabla \sigma\) is the upper convected derivative of the stress which is defined as:
\[
\nabla \sigma = \frac{d\sigma}{dt} + v \cdot \nabla \sigma - (\nabla v)^T \cdot \sigma - \sigma \cdot \nabla v
\]
(30)
The upper convected derivative is an extension of the material derivative, in the sense that it
does not only advects with the material, but also deforms with it. The UCM model is linear in
the convected reference frame only. With respect to the laboratory frame there is a non-linear
response, but the material properties (relaxation time and zero shear viscosity or modulus) are
constant. It is referred to as belonging to a class of quasi linear models. There is also an integral
form of the LV model, called the Lodge model, see e.g. [2].

**Concluding** the section on linear viscoelasticity, the material functions relating to linear vis-
coelasticity are the relaxation modulus \(G(t)\), the creep compliance \(J(t)\)- and the storage and
loss modulus \(G'(\omega)\) and \(G''(\omega)\). For the case of linear viscoelasticity they are interrelated by
the discrete relaxation times and moduli or the relaxation/retardation spectrum \(H(\tau), L(\tau)\).

### 4 Non-Linear Viscoelasticity

The linear viscoelastic fluid presents a viscoelastic material but it will only be valid for small
deformations. Two parameters are important, one being the magnitude of the deformation e.g.
strain amplitude, the other being the Deborah number which is defined as the characteristic
relaxation time divided by the characteristic time of the process.

#### 4.1 Non-linear relaxation modulus

The measurements shown in figure 5(b) reveal that as the strain amplitude is increased the
response becomes non-linear and the relevant material function, the relaxation modulus become
dependent on strain as well as time : \(G(t, \gamma)\). For most polymers or polymer solutions, the effect
is simple: as the strain is increased, we find a systematic decrease of the relaxation modulus.
For polymers, the intrinsic shape of the modulus/time curve remains the same, it is only shifted
to smaller values on the vertical axis in a log-log plot. Hence a separate description of the time
effects (the memory function) and the strain effects (a damping function) works, at least for
some materials [25]. As an example we show here results from figure 5(b), by separating out
the time and strain effects :
\[
G(t, \gamma) = G(t)h(\gamma)
\]
(31)
where \(h(\gamma)\) is called the damping function. However, some fluids display short time strain
hardening followed by strain softening starting at long relaxation times, for example associ-
ative polymers where the response is related to non-Gaussian chain stretching [26]. The relax-
ation modulus, nicely and physically very clearly shows how non-linear response is introduced
(softening or stiffening). However, step strain experiments can be difficult, as the acceleration
required needs to be fast (faster than the inverse of the relaxation times probed).
4.2 Large amplitude oscillatory shear flow

Also oscillatory measurements can be extended into the non-linear regime. When the strain amplitude is increased in dynamic oscillatory shear tests beyond the linear regime, interesting non-linear effects occur. This technique of large amplitude oscillatory shear flow (LAOS) has seen a revived interest in recent years, mainly because of increased computing power for signal analysis and better instrument control. As LAOS does not involve any sudden imposed jumps in speed or position, it is a relatively easy flow to generate and control. LAOS tests hence seem appealing for a broad class of complex fluids and soft matter because strain amplitude and frequency can be varied independently allowing a broad spectrum of non-linear conditions to be attained. Using techniques like fast Fourier transform, a more thorough analysis of the onset of non-linear behaviour in oscillatory measurements can be performed [27]. A detailed look at the higher harmonics offers a magnifying glass for detecting the onset of non-linear behaviour. This can be used to sensitively distinguish material properties, as e.g. polymer branching [28]. However, the deformation is complex and varies in time and the subsequent complexity of the material response makes the results more difficult to interpret in simple physical terms. Yet they have extreme sensitivity to fingerprint the non-linear response of the fluids. For a recent review on the history and topic of LAOS, we would refer the interested reader to a joint review by the leading groups in this area [29].

4.3 Normal stress differences in shear flow

More dramatic differences are observed when the strain and strain rate are increased. When a viscoelastic material is subjected to a shear flow, in addition to the shear stress ($\sigma_{xy}$), there are normal stress differences that occur. The difference between the ($\sigma_{xx}$) and the ($\sigma_{yy}$) component is called the first normal stress difference ($N_1$) and is the stress difference between the normal stress component on the x-plane and the normal stress component on the y-plane. The second
4.2 Normal stress differences in shear flow

More dramatic differences are observed when the strain and strain rate are increased. When a viscoelastic material is subjected to a shear flow, in addition to the viscous shear stress (\(\sigma_{xy}\)), there are normal stress differences that occur. The difference between the (\(\sigma_{xx}\)) and the (\(\sigma_{yy}\)) component is called the first normal stress difference (\(N_1\)) and is the stress difference between the normal stress component on the x-plane and the normal stress component on the y-plane. The second normal stress difference is defined in a similar fashion for the normal stress components on the y-plane and z-plane.

At sufficiently low shear rates, for liquids the shear stress will always become proportional to the shear rate in order to come to the limits of linear viscoelasticity. Similarly the normal stress differences (which are even functions) will become proportional to the shear rate squared. The material functions that hence can be defined are called the primary and secondary normal stress coefficients:

\[
\Psi_1 = \frac{\sigma_{xx} - \sigma_{yy}}{\dot{\gamma}^2} \\
\Psi_2 = \frac{\sigma_{yy} - \sigma_{zz}}{\dot{\gamma}^2}
\]

Figure 7 displays the viscosity and first normal stress difference for a solution of a high Mw polymer in a viscous matrix (open symbols). These fluids are quite peculiar in the sense that they have a Newtonian viscosity yet do display normal stresses differences. The shear viscosity of the system is dominated by the solvent viscosity. The elastic effects stem from the stretching of individual polymer chains leading to normal stresses quadratic in the shear rate and a constant first normal stress coefficients. These fluids have been named after David Boger, who was the first to suggest their use as model viscoelastic fluids [30]. Note that \(N_2\) and hence \(\Psi_2\) are much more difficult to measure, and require special equipment, as will be discussed below.

4.4 Shear thinning, strain hardening and time dependence

Most polymeric fluids will display shear thinning, rather than the behavior observed in the Boger fluids. This was already shown for the viscosity in figure 2. Yet apart from the decrease in \(\eta\) with shear rate there is also a decrease of the first normal stress coefficient. This is included in figure 11, where the first normal stress coefficient of a solution of a high Mw polyisobutylene...
in decalin is plotted along with the viscosity. Shear thinning of the first normal stress coefficient can be observed to be even more pronounced. Shear thinning phenomena are also evident from time dependent measurements. The time dependent viscosity, which is a material function defines as:

$$\eta^+(t, \dot{\gamma}) = \frac{\sigma^+ (t, \dot{\gamma})}{\dot{\gamma}}$$  \hspace{1cm} (34)

In the non-linear region, the viscosity will show an overshoot and subsequently evolve to its steady state value. Deviations from linear viscoelasticity occur only when both the strain rate and the strain are significant. The link between linear viscoelasticity is in strict sense very small. The inverse of the longest relaxation time will indicate exactly when the strain rate will be significant. The strain limiting the LV region will do exactly the same. The relations of the LV properties to the zero shear viscosity and the low shear limit of the first normal stress coefficient are always valid, and are useful to check data consistency

$$\lim_{\dot{\gamma} \to 0} \eta(\dot{\gamma}) = \lim_{\omega \to 0} \frac{G''(\omega)}{\omega}$$  \hspace{1cm} (35)

$$\lim_{\dot{\gamma} \to 0} \psi_1(\dot{\gamma}) = \lim_{\omega \to 0} \frac{G'(\omega)}{\omega^2}$$  \hspace{1cm} (36)

Often, these properties exhibit similar dependencies on frequency or on the shear rate, even beyond the regime where they are expected to hold. An often used empirical correlation, known as the Cox-Merz analogy, is given by:

$$\eta(\dot{\gamma}) = \left| \frac{G^*(\omega)}{\omega} \right|_{\dot{\gamma} = \omega}$$  \hspace{1cm} (37)

This analogy states that the shear viscosity is similar to the magnitude of the norm of the modulus of the complex viscosity. It is not a universally applicable used, but works relatively well for polymeric fluids, an example is given in figure12. For suspensions, deviations of this analogy are commonly observed, and can even be used to hypothesise about the nature of the flow induced structures [32].

Up to now only non-linear phenomena in shear flow have been discussed. One of the annoying things about non-linear behavior is that we cannot necessarily extrapolate the behavior in shear flow to any other type of deformation. A material function for uniaxial elongation is the time-dependent elongational viscosity

$$\eta^+_E(t, \dot{\varepsilon}) = \frac{\sigma_{xx}(t) - \sigma_{yy}(t)}{\dot{\varepsilon}}$$  \hspace{1cm} (38)

for several polymer melts (branched or high Mw) the fluid will thicken, harden as the strain is increased (see below).

**Remark: Non-linear viscoelastic models** Non-linear constitutive modeling is a discipline by itself, which goes beyond the scope of the current text. It would require a more extensive discussion of deformation tensors and the relevant derivatives. For the current discussion it suffices to note that with a limited number of measurements of material functions, one can predict the behavior in more complex features. For example, extending the linear viscoelastic Maxwell model into the non-linear regime can be done by replacing the material derivative...
Fig. 12: Comparison of the non-linear steady shear viscosity and the modulus of the complex viscosity at a frequency equal to the magnitude of the shear rate for polymer solution containing 11% (w/v) solution of a high molecular poly-(isobutene) (PIB-BASF Oppanol B200) in pristane.

in the Maxwell equation with an upper convective derivative of the stress tensor. The upper convective Maxwell model belongs to a class of quasi-linear models, i.e.; they contain linear material functions but are capable of predicting non-linear response due to presence of an upper convected derivative, which is the derivative in a coordinate system embedded in the fluid. The coordinate axes are defined such that they deform with material lines. The convective term introduces non-linear terms. True non-linear models have additional terms that describe the rate at which stress builds-up that can accelerate the rate at which stress decays. To evaluate these terms we will need to have measurements of material functions characteristic of non-linear viscoelasticity. For an in depth discussion on constitutive models we refer to the monographs by Macosko [2], Morrison [3], Larson [4] for polymers, and the book by Mewis and Wagner for suspensions [32].

5 Rheological Measurement Techniques

Rheometry is for sure an underestimated discipline. Because of the complex, non-linear fluids behaviour and several intrinsic difficulties, extreme care should be taken in selecting rheological techniques and instruments. Often a single rheological measurement will be insufficient to understand the materials behaviour. The limiting relations for linear viscoelasticity should be checked at all times, as well as the independence of measurement geometry and the occurrence of time effects.

A rheometer is an instrument that measures both stress and deformation. The working equations are derived from first principles. It differs from an indexer, such as a melt flow index, because it can carry the deformation and stresses over a significant range of deformations. The working equations for rheometers and the derivations and the limits under which they are derived are
reported in detail in more elaborate texts [33, 34, 35]. A good overview of rheometrical methods and their advantages is given in the text by Macosko [2]. In the following sections we will explore the methods for shear rheology, elongational rheometry. In the next section we will end with a brief discussion on recent evolutions such as rheo-optics, interfacial rheometry and advanced rheometry.

5.1 Shear rheometry

In shear rheometry we intend to measure the small strain linear viscoelastic material function, the non-linear response observed during large strain deformations or the steady state data. The latter include the viscosity as a function of shear rate as well as the first normal stress difference. Methods for shear rheometry are distinguished by the manner in which the flow is generated: drag flows where flow is generated by moving a surface relative to one other, and pressure driven flows where pressure is applied to drive flow through a fixed geometry. The requirements set to rheometers are: flow can be analyzed and is laminar, there should be no secondary flows and boundary effects should be negligible or correctable. It is important that temperature homogeneity is ensured and that temperature control is adequate, given the strong dependency of viscoelastic functions on temperature. For large strain experiments probing the non-linear response it is best that flow is homogenous and that transducer responses are fast and that there is no inertia.

\[ \dot{\gamma} = \frac{V_p}{h} \]  

Fig. 13: Common geometries for shear rheometry. (a) Sliding plate (b) Couette Geometry (c) plate-plate (d) Cone and plate

5.1.1 Drag Flows

In drag flow rheometers, shear is generated between a fixed and a moving surface. The common used geometries are given in figure 13. Possibly the simplest idea is the sliding plate rheometer in Figure 13(a). The top plate is moved, a constant shear profile is imposed on the entire gap [36]. The shear rate is equal to

\[ \dot{\gamma} = \frac{V_p}{h} \]  

with \( V_p \) the velocity of the plate and \( h \) the gap width, and the dot - known as Newton’s dot - represents the time derivative. Both the shear stress and normal stress difference can be directly measured. Practically this is not a very easy technique: It is difficult to keep plates parallel, especially when trying to achieve steady shear which requires large strains. The edges are open hence edge effects may play a role, their effect becoming more important as the strain increases.
Despite not being very practical, the instrument has shown to be quite useful when addressing flow in thin films and evaluating the effect of wall slip [37]. A recent evolution allows measurements in very thin, even micrometer sized gaps using the so-called flexure-based microgap rheometer [38]. The FMR has been modified to enable both measurements of normal stress differences [39] or to be combined with X-ray scattering [40], showing that this simple geometry remains appealing.

One of the most widespread rotational rheometers is the concentric cylinder geometry in figure 13(b). It goes back to the design in 1890 by Maurice Couette [41]. From the momentum balance in cylindrical coordinates, the only relevant shear stress component \( \sigma_{r\theta} \) can be found to be

\[
\sigma_{r\theta} = \frac{M}{2\pi H r^2}
\]

where \( M \) is the measured torque, \( H \) is the height of the cylinder and \( r \) is the radial coordinate. The dependence on \( r \) in eq. 41 shows that the shear stress varies with radial position. Only when the gap is small and two radii, inner \( (R_i) \) and outer \( (R_o) \), are nearly equal \( (R_i/R_o > 0.99) \) the shear rate can be approximated to be constant and equal to:

\[
\dot{\gamma} = \frac{\Omega \bar{R}}{R_o - R_i}
\]

with \( \bar{R} \) equal to \( (R_o + R_i)/2 \) and \( \Omega \) the angular velocity. For most (if not all) commercially available geometries this condition is not met. In this case the shear stress is not constant over the gap and a shear rate distribution will be present. The nature of the shear rate distribution will depend on the characteristics of the fluid to be measured. The amount of shear thinning will affect the velocity profile and hence the magnitude of the shear rate at the wall. This is a typical problem when dealing with non-homogeneous flows. We will discuss this in somewhat more detail below, for flow in a tube. The essential feature is that only an apparent viscosity and shear rate are being measured, and to obtain the true shear rate and viscosities, additional information is required about how the fluids properties change with shear rate. The shear rate at the inner wall can be obtained from:

\[
\dot{\gamma} = \frac{2\Omega}{n \left(1 - \frac{R_i}{R_o} \right)^{2/n}} \quad \text{with} \quad n = \frac{d \ln M}{d \ln \Omega}
\]

when the change of rheological properties with shear rate is smooth. However, in the presence of a yield stress or phase transitions, even more complex shear rates distributions can be obtained, with for example only part of the field moving [42] or with so called shear-banding being present [43]. But also migration of particles in fluids can occur in these non-homogeneous flows [44], which can be amplified by the velocity profiles under the geometries, the migration leading to apparent wall slip and erroneous results.

The concentric cylinder geometry has some advantages such as a constant shear rate if \( R_i/R_o > 0.99 \), and due to the large measurement surface accuracy is typically good, provided end-effects are accounted for [2]. The Couette geometry is typically quite useful for settling or creaming materials. However, it is difficult to fill with high viscosity materials, and at high rates either fluid inertia or elasticity can create Taylor instabilities which entail secondary flows [45]. The concentric cylinder geometry does not allow one to obtain good normal stress measurements.
Popular geometries for more viscous and elastic samples are the parallel disks (or plate-plate) and the cone and plate, shown in Figure 13(c) and (d), respectively. Their use was suggested in the 1930s by Mooney and coworkers. In the parallel disk geometry, the shear rate - given by eq. 39 - varies from being zero in the center to a maximum near the rim as the angular velocity, and hence $V_\phi$, increases with the radius. A parallel disk geometry hence entails a non-homogenous flow. The cone-and-plate device overcomes this drawback, as both the velocity and the gap change with radius. Provided the cone angle is small (angle $\alpha < 0.10$ radians), the cone and plate geometry creates a homogeneous shear flow. The shear stress is constant and can be easily obtained from a momentum balance in spherical coordinates: $\sigma = \frac{3M}{2\pi R^3}$.

$$\sigma_{\theta\phi} = \frac{3M}{2\pi R^3}$$

where $M$ is the torque measured and $R$ is the radius of the cone. The shear rate is given by:

$$\dot{\gamma} = \frac{\Omega}{\alpha}$$

The normal stress can be obtained provided the normal force ($F_z$) on the plate is being measured.

$$N_1 = \frac{2F_z}{\pi R^2}$$

The cone and plate geometry is hence very popular, an important feature is that the flow is homogeneous. Most useful properties can be measured, both for high and low viscosity fluids. The sample volumes are small and the instruments are relatively easy to fill and clean. A cone and plate geometry is however not suited for settling materials. Care should also be taken for solvent evaporation. A stiff yet sensitive transducer is required for normal stress measurements. Most commercially available stress controlled devices have too much compliance, causing for the gap to change too much. The force rebalanced transducer technology is required, especially for transient measurements [2].

Fig. 14: Geometries for the partitioned plate technique. (a) In this setup, the outer partition can either be non-measuring and connected to the frame of the rheometer [47] or connected to a transducer and measure $F_o$ [48]. (b) Partition 1 measures $M$ and $F_1$, partition 2 $F_2$, partition 3 is a dummy to keep edge fracture away (Fig. from [47]).

Sample loading is an important issue. The working equations for cone and plate assume spherical free surfaces. This needs to be carefully addressed and is very difficult when loading viscous
samples (such as polymers). Edge effects due to bad sample loading do contribute substantially to measurement errors. Also when centrifugal forces become important the sample will no longer be fulfilling the conditions. An instability limits the use of cone and plate geometries even more: the occurrence of shear fracture at disappointingly low shear rates. For viscoelastic samples a flow instability occurs near the free surface and the sample seems cut near the mid-plane or near the cone. This is controlled by the elasticity of the samples and the shear rate. Often shear rates of a few inverse seconds are the maximum limits.

In view of these problems with edge fracture in non-linear shear measurements and in search for a technique to measure the second normal stress difference, a variant of the cone-plate technique has been introduced 1989 by Meissner [46], the so called partitioned plate technique. In this, the plate is concentrically split in 2 or 3 partitions as shown in figure 14. The different partitions measure fractions of the total thrust, from which \( N_1 \) and \( N_2 \) can be calculated. The most appealing advantage of this technique is for viscosity measurements:

\[
\eta = \frac{3M}{2\pi R_i^3 \dot{\gamma}}
\]  

(46)

The measured torque has only to be related to the innermost partition. Thus the viscosity depends on \( R_i \), which is machined and well defined, and not on the total sample radius \( R \), which can be off due to bad centring, edge fracture or inhomogeneous wetting of the two tool surfaces. The analytical equations for deriving \( N_1 \) and \( N_2 \) can be found in references [46, 47, 48, 49]. The main advantages of these geometries are the accuracy of the viscosity measurement, obtaining the first and second normal stress difference from a single test. The drawbacks are the increased requirements with respect to the alignment of the geometry, cleaning of the ring gap(s), which are typically 0.05-0.1 mm wide.

Parallel plate geometries are often the preferred geometry for viscous melts because of easier sample loading, the disadvantage is that the flow field is non-homogeneous. This is not a drawback for small strain functions (the response is linear), but for steady shear flows or large strains this needs to be accounted for, in manners similar to those for Couette flows. For example the shear stress, using cylindrical coordinates, is given by:

\[
\sigma_{\theta z} = \frac{3M}{2\pi R^3} \left( 3 + \frac{d \ln M}{d \ln \dot{\gamma}_r} \right)
\]

(47)

Traditionally, two types of rotational instruments are distinguished, this with controlled stress and those operating under controlled strain. In the latter devices the displacement or speed (strain or strain rate) is applied to the sample and the resulting torque (stress) is measured separately by the use of a transducer. In constant stress devices a force is applied and the resulting displacement or speed is measured. Recent advances in electronics, combined with fast feedback loops, now allow for the constant stress devices to perform many of the functions of a strain controlled instrument. However, one should verify whether or not the feedback loops interfere with the non-linear response of the instruments. Reliable transient normal stress measurements can only be carried out with a controlled strain instrument with a separate transducer.

5.1.2 Pressure Driven Flows

In pressure driven flows, the wall of the flow geometry do not move but a flow is generated by applying a pressure. The first experiments of these kind were carried out, apparently independently by Hagen (in 1839) and Poisseuille (1840). The experiment is sketched in figure 15(a).
Integrating this by parts and using eq. 49 to substitute \( dr \) with \( \sigma w \), the shear stress at the wall to the volumetric flow rate \( Q \) is related to the velocity \( v_x \):

\[
Q = 2\pi \int_0^R v_x r dr
\]  

(50)

Integrating this by parts and using eq. 49 to substitute \( dr \) yields:

\[
\frac{Q \sigma w^3}{\pi R^3} = \int_0^{\sigma w} \frac{d}{d\sigma} \frac{dv_x}{d\sigma} d\sigma
\]  

(51)

Applying a differentiation with respect to \( \sigma w \) using Leibnitzs rule leads to the so called Weissenberg-Rabinowitsch equation, which relates the shear rate at the wall \( \dot{\gamma} \) to the flow rate, taking into account the response of the fluid.

\[
\frac{d}{dr} \frac{dv_x}{\sigma w} = \frac{4Q}{\pi R^3} \left[ 3 + \frac{d}{d \ln \Delta P} \right]
\]  

(52)

The capillary was supplied with a test fluid from a tank which contained a float with a connecting pointer. A modern day version of the instrument is given in 15(b). Flow is driven by a plunger at constant speed \( V \) and the resulting pressure drop \( \Delta P \) is measured (or vice versa). Pressure driven flows, as the ones in a capillary, entail non-homogeneous flows. In a tube, the velocity will be maximal close to the center line, where the shear rate will be small. Under the assumptions that we have steady, laminar, unidirectional, isothermal flow of an incompressible fluid, and in the absence of slip at the wall the equation of motion reduces to the following balance along the flow direction \( x \):

\[
\frac{\delta P}{\delta x} = \frac{1}{r} \frac{\delta (r \sigma \nu x)}{\delta r}
\]  

(48)

From which it follows that for any fluid, the shear stress varies linearly with the radius \( r \) so that:

\[
\sigma(r) = \frac{\sigma w}{R} r
\]  

(49)

with \( R \) the radius of the capillary, \( L \) the length and \( \sigma w \) the shear stress at the wall for a pressure drop \( \Delta P \). To obtain the (non-Newtonian) viscosity, we need to relate the observable pressure drop and shear stress at the wall to the volumetric flow rate \( Q \). The flow rate is related to the velocity \( v_x \):

\[
Q = 2\pi \int_0^R v_x r dr
\]  

(50)

Fig. 15: (a) Hagens experiment (adapted from Macosko [2]) (b) Detail of a current day capillary device for polymer melts, with measurement of the pressure drop and the temperatures at the in and outlet of the capillary (figure adapted from [50])
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Fig. 10: (a) Dimensionless velocity profiles as a function of the dimensionless radius for fluids with different power law indices (b) Example of a Bagley plot for a low density polyethylene at 190°C, using a capillaries of different lengths and D=1mm [39].

Concluding, the capillary rheometer is a simple yet accurate instrument for viscosity data. With these devices and adequate geometries, high shear rates are possible. It is a sealed system and can be pressurised (see e.g. [50]). The flow field is non-homogeneous, and the correction procedure can be laborious. Also to generate the Bagley plots, a fair amount of data is required. The upper limit of the capillary rheometry is set by the occurrence of flow instabilities either due to wall slip and the flow at the entrance of the die, which lead to shark-skin and even grossly melt fractured extrudates, respectively [52, 53].

5.2 Elongational rheometry

Most processing flows are complex superpositions of flow types and many contain substantial amounts of extensional character. The extensional viscosity is qualitatively different from...
the shear viscosity and complete characterisation should include its measurement. Extensional flows are quite difficult to realize in the laboratory.

The available techniques can be divided into methods for melts and methods for solutions. For melts devices exits which can grab onto the polymer and stretch it. One of the main techniques in polymer melt elongational rheometry has been the so-called rotary clamp technique developed by Meissner and coworkers [54] and schematically shown in figure 17(a). The sample is supported by a cushion of inert gas and, after having reached the test temperature it can be extended by clamps that make use of metal conveyor belts. The resulting tensile force is measured. For the evaluation and documentation of the test performance, a video camera records the top views of the sample that carries a marking powder to permit the evaluation of the true strain rate [54]. Nevertheless, sample preparation is not at all easy, slippage at the belts can occur and the range of deformation rates and forces is typically limited [55]. Münstedt and coworkers developed another approach whereby a polymer filament is glued to two plates, submerged in a heated oil-bath to take care of temperature homogeneity and gravity. Subsequently the holders are pulled apart either at constant deformation rate or stress, as is shown in figure 17(b). To achieve an elongational flow field characterized by a stretching motion in the x direction with stretching rate \( \dot{\epsilon} \), the velocity fields needs to be \( v_x = \dot{\epsilon} x \) and \( v_r = -\dot{\epsilon} r / 2 \). To achieve this, the sample with initial length \( L_0 \) needs to be extended to length \( L \) with a speed the plate \( V_p \) equal to:

\[
V_p = \frac{dL}{dt} = \dot{\epsilon} L \text{ which entails } L = L_0 e^{\dot{\epsilon} t}
\]

Thus the length of the sample increase exponentially. The accumulated strain \( \epsilon = \dot{\epsilon} t = \ln(L/L_0) \) is called the Hencky strain. This technique has also been applied to less viscous fluids and is known there as the filament stretching technique [57]. In this technique, a small amount of sample is held between two plates, which are moved apart at an exponential rate. The liquid is held to the plates by adhesive forces. The force on one of the plates is measured as a function of time.

Recently the so called fiber wind-up technique has regained interest (figure 11(c)). This technique goes back to the 60s but was reintroduced and improved recently [58]. The device consists of two fixtures that are mounted on a rotational rheometer, the motor of which is used to stretch a filament in a controlled fashion. A filament of liquid polymer is anchored at one end in a fixture attached to the transducer, whereas the other end is wound around a second fixture that is mounted on the motor. In this manner a constant rotational speed of the motor generates a constant stretching rate in the filament. From the motor displacement the deformation of the

![Fig. 17: Common geometries for elongational rheometry. (a) Rotary clamp (Meissner) device (b) Filament stretching / Münstedt device / Caber setup, (c) fiber wind-up (d) opposed nozzle.](image_url)
Fig. 18: Typical data (a) polymer melts : elongational viscosity as a function of time for a low density polyethylene sample at 190° in extensional flow, demonstrating strain hardening behavior. The line at 3η(t) shows the limiting behaviour in the linear limit (b) Time sequence of the capillary break-up experiment for a Boger fluid [65].

Solutions and other lower viscosity materials are more difficult to place in an extensional flow. The primary difficulty is that extensional flows do not have closed streamlines, which can be accomplished with simple shear flow when rotational devices are used. Since mobile fluids cannot be pulled, a number of other techniques have been developed for this purpose. For example, opposed nozzle flows create a stagnation point, where the fluid velocity is zero but the extensional gradient is finite and have been suggested as elongational rheometers [60, 61]. However, the residence time (the time that a fluid element remains in the flow field) varies from point to point. It is infinite at the stagnation point and rapidly decreases away from this location, making this a difficult measurement to analyze [62]. Secondly, Contraction flows are commonly encountered in process flows and produce mixed flows that are combinations of shear and elongation. They can be analyzed to predict the extensional viscosities and rates of strains from entrance pressure drop data [63]. As a final example, a method using optical measurements of the capillary breakup of a thin fluid thread (see [65] and references therein) has recently gained interest. The rate of filament thinning and the time to breakup of a fluid element can be used, under certain conditions to measure the elongational properties of a fluid [64]. An example of a thinning of a filament is shown in figure 18(b). The mid-diameter of the filament thins under the effect of interfacial tension, and for the fluid studied (a Boger fluid: a solution of a high molecular weight polymer in a viscous solvent), it evolves in a non linear manner in time.
As obtained from the experiments for a clay-polypropylene mixture at 200°C (data from [70]), the oscillatory stress upon flow reversal for a nematic, lyotropic liquid crystalline polymer solution (27% HPC in m-cresol) system, for different shear rates, data from [72].

6 Rheology and structure of functional soft matter and interfaces

Whereas the classical approach of determining the above mentioned material functions in order to derive constitutive equations suffices for liquids such as homophase polymer systems, simple surfactant systems and stable colloidal dispersions, this may not be the case for more complex structured materials. For example concentrated emulsions, liquid crystalline systems, flocculated dispersions or nano-composites or other functional soft matter composites are just some of the examples that fall into a class of these structured liquids. Typical for these materials is that their microstructure spans several length scales and flow affects these possibly differently.

6.1 Transient rheology

Transient rheological measurements are very important for investigating these complex fluids. First of all, these structured materials display more pronounced transients, with the structure evolving over time scales much longer than the dominant relaxation time ($\tau$), as obtained from linear viscoelastic measurements on the equilibrium structure. The transient rheological properties can be the essence of the rheological behaviour of the material, as in thixotropic samples as reviewed in detail by Mewis and Wagner [14, 32]. Yet the transient rheological properties often turn out to be a very sensitive probe for the changes in the structure. The methodology of using transient rheology to interrogate flow-induced changes in the microstructure has successfully been applied to several classes of microstructured functional materials.

A first example includes immiscible polymer-polymer blends, where interrupting the flow during start-up before a steady state has been reached and observing the subsequent relaxation of the shear and first normal stress difference, has proven to be a sensitive method to study the non-equilibrium structure [66, 67, 68]. Second, thixotropic suspensions or polymer-clay nano-composites, the effects of flow on the structure are to break down the aggregate network and to possibly align the structural elements, resulting in time and shear history dependence of the
rheological properties [69, 70]. Different protocols are possible, depending on what is to be investigated. Step-stress or step-rate experiments where the sample is sheared to steady state at a given stress level and then suddenly changed, are useful to investigate the structure development during flow conditions [14]. To investigate structure development upon cessation of flow, interrupted transients can be used. For example, in interrupted forward flows (IFF), the sample is sheared until steady state is reached, upon which flow is stopped and the sample is allowed to rest. Subsequently, flow is started up again in the same direction. The increase of the stress overshoots can be used to monitor the build-up of an aggregate network. For example, figure 19 shows the evolution of the waiting time upon the stress overshoot for a clay-polypropylene nanocomposite [70]. The stress overshoot can be used to monitor the growth of a solid aggregate network upon flow cessation [69, 70, 71].

In liquid crystalline polymers, a flow reversal (FR) can be very instructive, especially in comparison with a sudden increase in shear rate as was explored in detail by Moldenaers and coworkers [73]. In this manner the effect of the orientation of the structure, existing prior to the transient, can be evaluated. For example, figure 19(b) shows the evolution of the stress in a nematic liquid crystalline polymers. The stress oscillates upon flow reversal, which moreover scales with the deformation (strain) rather than with time. This is a consequence of the fact that the response is governed by mesoscopic structure, rather than an intrinsic viscoelastic time scale. For liquid crystalline polymers this corresponds to the domain structure. The length scale of the domain structure is governed by flow hence leading to a time scale set by the flow conditions, which leads to the observed strain (rather than time) scaling [4]. Measuring accurately the evolution of the normal stress differences, which typically are more sensitive to structural changes, is key to the quantitative interpretation of the observed phenomena.

### 6.2 Superposition rheometry

The quest for adequate measurement techniques to probe the non-linear response of complex fluids is still ongoing, as demonstrated by the recent renewed interest in LAOS [29]. It is clear that measurements in the frequency domain are appealing as the timescale of the deformation can be readily varied. However, LAOS data are only scalar in nature and the deformation history in a LAOS experiment is complex. Superposition of a small-strain oscillatory motion onto a steady or transient shear flow can provide a clearer insight into the effects of flow on the mechanisms underlying the non-linear response of rheological complex fluids [74].

In principle, dynamic moduli can also be used to probe structure during flow. It requires that a small amplitude oscillation be superimposed on the steady state flow. This can be performed with many modern stress-controlled rheometers. The oscillatory motion is then parallel to the steady state flow. In a Cartesian coordinate system, the kinematics can be written as:

\[
\begin{align*}
    x_1(t) &= x_1(t') + \gamma_0(t - t') \cdot x_2(t) \\
    x_2(t) &= x_2(t') \\
    x_3(t) &= x_3(t')
\end{align*}
\]

in which \(t\) refers to the time of observation, and \(t'\) to the history of the motion. The oscillatory motion is characterized by a peak strain \(\gamma_0\) and a frequency \(\omega\). It is superposed on a steady shear flow with a shear rate \(\dot{\gamma}\). In this manner the oscillatory flow is strongly coupled with the
Fig. 20: Parallel and orthogonal moduli for a wormlike micellar solution investigated containing 100 mM cetylpyridinium chloride, 60 mM sodium salicylate, and 100 mM NaCl in water. The sample is shear at $\dot{\gamma} = 0.9s^{-1}$. The Experimental values (symbols) are compared to the results of a non-linear model Giesekus model (lines). The dotted line in $a$ represents absolute values of negative $G''_\parallel$, data from Kim et al. [78].
The resulting superposition moduli are different from the parallel ones for non-linear materials, though microstructural understanding is only starting to [77, 78]. For example the non-linear properties of a wormlike micellar (WLM) solution the rate-dependent relaxation time and a rate-dependent plateau modulus can be derived. The latter provides insight into the structural anisotropy during flow at short length scales, which in this case is isotropic. Examples of superposition moduli are given in figure 20. Further analysis of the superposition moduli has been used to separate and quantify the effects of flow on the reptation and breaking of the chains [78]. The comparison of parallel and orthogonal methods can also be used, under certain conditions as a method to evaluate the flow-induced anisotropy [79], and even 2D-SAOS measurements can be performed [80]. As the methods are now commercially available, it can be anticipated that they will contribute further to the understanding of the non-linear response.

6.3 Rheology of complex fluid-fluid interfaces

Interfaces between two fluids occur just about everywhere. When the fluids are pure and simple, a single value of the surface tension suffices to characterize the interface. However, in most technological or biological applications, amphiphilic molecules such as surfactants, proteins, particles, or macromolecules will populate the interfaces. The rheological characterization of these materials at interfaces is stimulated by their use in many interface dominated materials of industries ranging from food, pharmaceutical to biomedical, as well as biological applications [81, 82]. Interfacial rheological properties play an important role in determining the stability of high interphase systems such as emulsions and foams. Interfacial rheometry is non-trivial because, in all measurement techniques the coupling of bulk and interfacial flows need to be accounted for. Additionally, unlike bulk fluids, interfaces are compressible and also dilatational deformations need to be considered.

Several devices have been proposed to measure the material functions in shear, including disk or bi-cone geometries [83], and a stress rheometer where a magnetic rod is pulled at the interface [84, 85]. Figure 21(a) shows a 2D equivalent of a Double Couette geometry, using a double wall
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The different linear viscoelastic material functions in shear can be readily obtained, for example figure 21(b) shows the evolution of the surface modulus as a function of surface coverage for a weakly aggregated monolayer of particles. The insert shows the structure at \( \phi = 0.40 \). For dilatational rheometry it is more difficult to obtain clean kinematics [82] and to separate the different material functions from the compressibility is as yet not fully accomplished [91]. Also microrheological techniques are finding their way into the field [88, 89].

The 2D systems offer an advantage that all microstructural information is also contained in one plane. This means that direct observations of the structure during rheological measurements are possible. This has been applied to colloidal crystals [92], colloidal gels [93] and phospholipid monolayers [88], to cite a few examples.

6.4 Optical rheometry

A trend for the past 25 years has been to combine different kind of structure probing techniques with rheology. In a narrow sense, rheo-optics refers to optical methods to measure stresses. In a broader sense, rheo-optics deals with the interaction of light with flowing matter. The methods that have been applied most successfully include video-microscopy (bright field, polarized light and confocal microscopy), scattering methods (SAXS, SANS and SALS) on flowing systems, polarimetric methods providing linear birefringence and scattering dichroism. Material classes where these techniques have been extensively applied include emulsions and polymer blends, as reviewed by Tucker and Moldenaers [68] and for colloidal suspensions, as reviewed by Vermant and Solomon [94]. A key feature of the rheo-optical methods is that they are able to measure the anisotropy induced by flow. Orientation and deformation of the microstructure will cause anisotropy in the refractive index and cause it to be a tensor. Linear birefringence and scattering dichroism correspond to respectively the real and imaginary part of the refractive index tensor.

When the wavelength of the light is chosen as to avoid absorption, linear birefringence will mainly probe orientation of molecules, whereas scattering dichroism will be sensitive to larger (micrometer sized) entities such as particles or droplets. Rheo-optical methods enable very fast
and sensitive measurements, for example of particle orientation, or drop deformation. For details on techniques we refer to the monograph by Fuller [97]. When dealing with scattering or microscopy techniques, the analysis often differs from the ones discussed for equilibrium structures as the images are highly anisotropic, and often the structure is hierarchical and spans several decades in length scale (see e.g. [95, 96]). Some examples for microscopy and 2D-SALS patterns are given in figure 22, for particles in viscoelastic liquids and weakly aggregated systems. Despite the relative simplicity of these systems: the suspensions are present only in small concentrations the resulting microstructural anisotropy is significant and requires adapted analysis methods. Recent advances in microscopy have also enabled time-resolved and in-situ imaging of the structures in direct space. Fast confocal measurements and the use of super resolution microscopy provide new and exciting avenues for direct imaging of the microstructure (see the chapter by P. Lettinga in this volume and references therein). The sometimes unexpected couplings between structure and macroscopic non-linear material response, yield an exciting and very relevant area of research!

7 Further information

There are several scientific societies and journals which aim to advance the field of rheology in particular. The European Society of Rheology (ESR - http://rheology-esr.net/) is the umbrella organization for the European Societies. They organise schools and an annual conference (AERC). Membership to the ESR includes online access to the official journal of the ESR, called Rheologica Acta (Springer) and the journal Applied Rheology. The US-based Society of Rheology (SOR - http://www.rheology.org) publishes the Journal of Rheology and the Rheology bulletin. The SOR also organises an annual conference. Every four years, in congruence with the Olympic games, rheologists worldwide meet for the International Conference on Rheology. Other journals in the field are the Journal of Non-Newtonian Fluid Mechanics and the journal Soft Matter (RSC).
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1 Introduction

A zoo of particles with different shapes and with sizes in the micrometer and the nanometer range can be fabricated using both polymeric materials and metals. Numerous applications, ranging from drug delivery [1, 2] and cancer therapy [3] to antimicrobials [4], and from viscosity modifiers for complex fluids [5, 6] to stabilizers for emulsions [7], have recently lead to an increased interest especially in nanoparticles. Particles synthesized in labs, which we mainly discuss in these lecture notes, are complemented by biological systems, such as viruses, parasites, and red blood cells that do not show less variety in size and shape than the artificial systems [8, 9, 10, 11, 12]. Suspended in bulk fluid, these small colloids with sizes of micrometers and below are strongly affected by thermal motion [13]. Structure and dynamics of the particle solution are determined by direct and depletion-mediated interactions, as well as the entropy of the particles. However, in the presence of interfaces and membranes, their interactions can be considerably altered by additional membrane-mediated and interface-mediated forces.

Non-spherical particles at interfaces can deform the interfaces in their surrounding. In order to minimize the total energy of the system and thus the total interfacial area, attractive interface-mediated interactions therefore lead to clustering of such particles. The interactions depend on particle shape and interface curvature. Identical ellipsoidal particles at a planar interface attract strongest in side-by-side orientation [14], while two unequal ellipsoidal particles can form capillary arrows [15]. Like-charged ellipsoidal particles mutually attract via capillary forces, but repel via the Coulomb interaction. Therefore, the balance of Coulomb and capillary interaction can lead to networks with many tip-to-tip contacts that are not observed for uncharged particles [16]. Cylindrical particles, however, attract in tip-to-tip orientation solely by capillary forces and form rod-like aggregates on a planar interface [17]. Particles that are studied at interfaces are often in the micrometer range and the systems can therefore be observed using light microscopy.

A single particle is bound to an interface because the decreased direct contact between the phases reduces the total energy of the system. This decrease depends both on the particle geometry and the contact angle with that the fluid interface connects to the particle. Therefore, also a single particle couples to the interface curvature: often particles are attracted to curved regions of the interface, for example around the edges of a cubic micropost [17]. Furthermore, micrometer-sized spherical particles that do not show any mutual capillary interaction on planar interfaces have been found to order on a square lattice instead of on a close-packed hexagonal lattice on a curved interface [18]. Much smaller nanoparticles at an oil-water interface can assemble to form membrane-like structures that separate two water-domains [19]. This is fundamentally different from Pickering emulsions [20], where mesoscopic particles assemble at the interface between both liquids and thereby effectively minimize the interfacial energy and stabilize the emulsion.

The interaction of particles with lipid bilayer membranes is experimentally not as well studied as the interaction of particles with interfaces. One reason might be that particle-membrane interaction is often studied for nanometer-sized particles. A direct observation of these systems using light microscopy is therefore not possible, electron-microscopy, fluorescence, and scattering techniques have to be used [21, 22, 23]. In addition, while liquid-gas or liquid-liquid interfaces are abundant, isolated homogeneous lipid-bilayer membranes that consist of identical lipids do not occur naturally. For example, biological membranes are complex membranes that consist of a variety of lipids and proteins. Furthermore, biological cells contain a cytoskeleton that can contribute actively to the interaction of particles and membranes in addition to a direct...
adhesive contact interaction. However, also for these more complex systems, the basic process for their interaction with particles is the particle-membrane interaction.

For particles with sizes of few nanometers, i.e. on the molecular scale, the particle-membrane interaction can be studied using molecular dynamics or Monte Carlo simulations that can have chemical specificity. Such small particles can be incorporated in the hydrophobic layer [24, 25, 26], penetrate the bilayer [27], or be wrapped by the membrane [28, 29]. However, although these simulations are coarse-grained and several atoms are treated as a single unit, the required computational effort does not allow to study nanoparticles with sizes above 20 nm that are usually wrapped by the membrane. In order to investigate wrapping of such larger nanoparticles and to study the cooperative interaction of many nanoparticles at a membrane, further coarse-graining of the membrane beyond the level of single lipids is required.

A successful approach to study membranes with sizes of tenths of nanometers up to several micrometers, i.e. the size of entire cells, is the Helfrich model [33]. The membrane is represented by a mathematical surface, elastic parameters characterize the mechanical properties of the bilayer. Using the Helfrich model for the membrane, a membrane and an interface can be described within the same framework. For the interface, a surface model neglects the finite interface width and the energy is characterized using an interface tension. Therefore, the total interfacial energy is proportional to the total interfacial area in the system. For a fluid membrane, the elastic constants in the surface model couple to the local membrane curvature; details of the Helfrich model are discussed in appendix A. Often the Helfrich model for a fluid

---

Fig. 1: Examples for (nano-)particles: (a) oblate, disk-shaped, (b) bullet-shaped, (c) and pill-shaped polymeric particles. The length of the scale bars corresponds to 2 µm. Taken from Ref. [30]. (d) Dumbbell-shaped polymeric particles. The length of the scale bar corresponds to 0.5 µm. Taken from Ref. [31]. (e) Cube-like and (f) rod-like gold nanoparticles. The length of the scale bars corresponds to 50 nm. Taken from Ref. [32].
l lipid bilayer membrane is combined with a membrane tension (that is treated analogously to the interface tension), and sometimes also with a shear modulus that characterizes the in-plane elasticity of a solid or polymerized membrane, such as a cortical cytoskeleton [34, 12, 35]. While for systems with cylindrical symmetry the energy of the surface can be calculated using shape equations, see e.g. Ref. [36], the deformation energies for more general deformations often have to be calculated using a more versatile numerical method, for example triangulated surfaces [37, 38]. Triangulated surfaces are introduced in appendix B.

Fig. 1 shows examples for particles with different shapes that can be produced in the lab. Polymeric particles of various shapes can for example be obtained by incorporating spherical particles in a thin film, liquifying the particle and deforming the film [30], dumbbell particles can be obtained using a two-step seeded emulsion polymerization [31]. A large variety of particle shapes can be described analytically using a closed expression: spherical and ellipsoidal particles, but also rod-like and cube-like particles [39], and even the egg-like shape of the malaria parasite [11]. Fig. 2 shows shapes that can be modeled as superellipsoids. Cube-like particles are described using \((x/b)^n + (y^n + z^n)/a^n = 1\) with \(n \geq 4\), where \(a\) and \(b\) are the sizes of the particles. For \(a = b\) and \(n = 6\) this equation describes Hauser’s cube, \(x^6 + y^6 + z^6 = a^6\). Rod-like particles are described as supereggs with \([(x^2 + y^2)/a^2]^{n/2} + (z/b)^n = 1\) with \(n \geq 4\). For \(n = 2\), the equations for both cube-like particles and rod-like particles describe a sphere for \(a = b\) and an ellipsoid for \(a \neq b\). The aspect ratio of the shapes is given by \(b/a\): the particle is prolate for \(b > a\) and oblate for \(a > b\). The exponent \(n\) describes the edge sharpness that increases with increasing \(n\). For very high values of \(n\), cube-like particles approach cuboids and rod-like particles approach cylinders.

In section 2, we discuss interface deformations around single micrometer-sized particles and the resulting interactions of particles at interfaces via capillary forces that lead to self-assembly. In section 3, wrapping of particles with fluid lipid-bilayer membranes is reviewed, in particular the interaction of single spherical, ellipsoidal, and cube-like particles with membranes. In section 3, we introduce biological systems that are related to particle-membrane systems.
Fig. 3: (a) Schematic representation of an ellipsoidal particle trapped at a fluid interface. The interfacial tensions between the different phases are $\gamma_{sv}$, $\gamma_{sl}$, and $\gamma_{lv}$, where s indicates the solid, l the liquid, and v the vapor (or another liquid) phase. The contact angle $\theta_c$ is determined by the Young-Dupr´e equation. (b) Angles $\omega_1$ and $\omega_2$ indicate the orientation of particle 1 and particle 2, respectively, with respect to the vector joining the centers of the two particles with aspect ratio $b/a$. The center-to-center distance of the particles is $d_{cc}$. Taken from Ref. [40].

2 Particles at fluid interfaces

Interfaces between two liquids or between a liquid and a gas, such as an oil-water interface or an air-water interface, are characterized by their interface tensions. Typical values for interface tensions are $\gamma_{aw} = 70 \text{ mN/m}$ for the air-water interface and $\gamma_{ow} = 20 \text{ mN/m}$ for an ethanol/air or a methanol/air interface. Solid particles that assemble at interfaces reduce the direct contact between the phases and thereby reduce the total energy of the system. A common example for particles at interfaces are Pickering emulsions [20], mixtures of two immiscible fluids that are stabilized by particles that assemble at the interface. The maximum reduction of the interfacial energy by a single particle is given by the area that is “cut out” from the interface: e. g., for a spherical particle with radius $r = 1 \mu m$ at an oil-water interface, $\Delta E = \pi r^2 \gamma_{ow} \approx 5 \times 10^8 k_B T$. Particle attachment energies to an interface can therefore be of the order of $10^8 - 10^9 k_B T$.

In general, the energy of smooth homogeneous particles at interfaces is given by

$$E = \gamma_{lv} S_{lv} + \gamma_{sv} S_{sv} + \gamma_{sl} S_{sl},$$

(1)

where $\gamma_{lv}$, $\gamma_{sv}$, and $\gamma_{sl}$ are the interface tensions. Here, s indicates the solid particle, l the liquid phase, and v the vapor phase (or another liquid phase). $S_{lv}$ is the interfacial area between liquid and vapour, $S_{sv}$ is the area of the particle that is exposed to the vapor, and $S_{sl}$ the area of the particle that is in contact with the liquid. The contact angle $\theta_c$ is determined by the force balance at the contact line, see Fig. 3 (a). The particle at the interface is positioned such that it minimizes the surface energies and locally fulfills the contact angle requirement given by the Young-Dupr´e equation, $\gamma_{sv} = \gamma_{lv} \cos \theta_c + \gamma_{sl}$. We can therefore rewrite Eq. (1) as

$$E = \gamma_{lv} (S_{lv} - S_{sl} \cos \theta_c) + \gamma_{sv} (S_{sl} + S_{sv}).$$

(2)

The second term in Eq. (2) is independent of the wetting state of the particle, because the total surface area of the particle, $S_{sl} + S_{sv}$, is constant. For fixed contact angle, the energy of the system therefore depends only on the first term, which is proportional to the liquid-vapor interfacial tension $\gamma_{lv}$, that we will refer to as $\gamma$ in the following.

Micrometer-sized spherical particles at a planar interface do not deform the interface. However, to satisfy the Young-Dupr´e equation locally at every point on the three-phase contact line, a planar interface around an ellipsoidal particle or around a cube-like particle with rounded edges has
Fig. 4: Particles at interfaces. (a) Interface deformation around a single, ellipsoidal particle. Blue color indicates that the interface is pulled down, yellow color that the interface is pulled up. The length of the scale bar corresponds to 16.7 µm. Taken from Ref. [15]. (b) Phase-shifting-interferometry image of a capillary arrow formed by two ellipsoidal particles with different sizes. The length of the scale bar corresponds to 12 µm. Taken from Ref. [41]. (c) Network of charged ellipsoidal particles. The length of the scale bar corresponds to 50 µm. Taken from Ref. [16]. (d) Cylindrical particles assemble around the corners of a square micro-post. The length of the scale bar corresponds to 100 µm. Taken from Ref. [17]. (e) Spherical particles with fluorescent core on a deformed interface. The particle density is ≈ 0.2 µm⁻². Taken from Ref. [18]. (f) Colloidosome, stabilized by 15-nm hydrophobic SiO₂ nanoparticles dispersed in an oil phase and adsorbed to the two water/ oil interfaces. The length of the scale bar corresponds to 10 µm. Taken from Ref. [19].

to deform for θ_c ≠ 90° [40]. Fig. 4 (a) shows the interface deformation around a single, prolate ellipsoidal particle for a contact angle θ_c < 90°. The interface is pulled down at the tips of the ellipsoid and pulled up at the sides of the ellipsoid. Because the energy of the system increases with the interfacial area, the overall tendency of a system containing many particles is to reduce its total interfacial area. The overlap of the interface deformations therefore leads to mutual long-range interface-mediated interactions between the particles, also called (lateral) capillary forces, see e.g. Refs. [14, 15, 17]. Fig. 4 (b) shows self-assembly of two different ellipsoids as a capillary arrow. In general, capillary forces determine the interaction of particles at interfaces together with direct interactions, such as electrostatic, magnetic, and elastic interactions [42, 43, 44]. Fig. 4 (c) shows a network formed by charged ellipsoidal particles; the side-by-side contacts that are favourable for networks of ellipsoidal particles formed by capillary interaction only are partially replaced by tip-to-tip contacts due to the balance of electrostatic repulsion and capillary attraction.
The importance of gravitational forces can be characterized by the Bond number, also known as Eötvös number $Eo$, which is the ratio of gravitational and interfacial forces, $Bo = \Delta \rho ga^2/\gamma$. $\Delta \rho$ is the density difference between particle and fluid, $g$ is the gravitational constant, and $a$ characterizes the size of the particle. Gravitational forces can be neglected if the Bond number is much smaller than 1. For a typical density difference between silica and water and for particle sizes in the micrometer range [18], $Bo \approx 10^{-8}$. Hydrodynamic forces can be neglected if the capillary number, $Ca = \eta v/\gamma$, is much smaller than 1. The capillary number is the ratio of viscous forces and capillary forces, where $\eta$ is the viscosity of the fluid and $v$ is the velocity of the particle. For typical velocities of $100 \mu m/s$ for particles with sizes of few micrometers that attract via capillary interactions in water [45], $Ca < 10^{-5}$. Therefore, both direct hydrodynamic interactions and a distortion of the interface due to particle motion do not have to be taken into account for micrometer and submicrometer-sized particles.

The interaction energies between two particles are expressed with respect to the undisturbed flat interface in absence of the particles, such that the energy of two non-interacting particles (at large distances) vanishes. Lengths are usually given in units of the particle size $a$, energies as $\Delta E/\gamma a^2$. For a typical particle size $a \approx 1 \mu m$ (Fig. 2) and a typical interfacial tension $\gamma \approx 20 k_B T/nm^2$, $\gamma a^2 \approx 2 \times 10^7 k_B T$. In Fig. 5, the capillary interaction energy of two ellipsoidal particles is plotted for side-by-side, tip-to-tip, and tip-to-side orientation for two
different contact angles as function of the center-to-center distance \(d_{cc}\). The particles attract each other in side-by-side and tip-to-tip orientation and repel each other in tip-to-side orientation. The side-by-side orientation is energetically most stable. The interaction potential for two non-spherical particles in the near field can be fit by effective power laws. We fit the power law \(\Delta E/\gamma a^2 = k(d_{cc}/a)^{-m}\) to the data with exponents \(m \approx 2\) for side-by-side orientation, \(m \approx 6 - 7\) for tip-to-tip orientation, and \(m \approx 3.5 - 4\) for tip-to-side orientation. For \(\gamma \approx 20 \text{ k}_B \text{T/nm}^2\), typical bond energies for two particles in side-by-side orientation are \(6 \times 10^5 \text{ k}_B T\) and \(4 \times 10^6 \text{ k}_B T\) for \(\theta_c = 80^\circ\) and \(\theta_c = 50^\circ\), respectively. These bond energies are therefore much larger than thermal energies, such that network structures that are experimentally observed for particles at interfaces can be metastable.

While interaction energies for two ellipsoidal particles in the near field have to be calculated numerically, e. g., using triangulated surfaces, interaction energies in the far field can be calculated analytically using a quadrupolar approximation. The interaction potential for two particles at large distances is [14]

\[
\frac{\Delta E_{\text{cap}}^\text{quad}}{\gamma a^2} = -3\pi \cos(2\omega_1 + 2\omega_2) \left(\frac{\Delta u}{a}\right)^2 \left(\frac{d_{cc}}{a}\right)^{-4},
\]

where \(d_{cc}\) is the distance between the centers of mass of the particles. The angles \(\omega_1\) and \(\omega_2\) describe the particle orientation with respect to the line that joins the centers of the particles for particle 1 and particle 2, respectively, see Fig. 3 (b). For \(\omega_1 = \omega_2 = 90^\circ\), the particles are oriented side-by-side (S-S) and for \(\omega_1 = \omega_2 = 0^\circ\), the particles are oriented tip-to-tip (T-T), see Figs. 5 (b) and (c). Eq. (3) predicts attraction for S-S and T-T, but repulsion for tip-to-side (T-S) orientation with \(\omega_1 = 0^\circ\) and \(\omega_2 = 90^\circ\), see Fig. 5 (d). The interaction potential decays as \((d_{cc}/a)^{-4}\), which differs considerably for the power-law exponents that have been extracted from the fits in the near field. Interestingly, the magnitude of the interaction energies predicted by Eq. (3) are equal in S-S, T-T, and T-S orientation for equal center-of-mass distances.

Fig. 4 shows further examples for particles at interfaces that are mentioned for completeness, but will not be discussed in these lecture notes. Curved interfaces provide a potential landscape for particles. For example, cylindrical particles that mutually attract in tip-to-tip orientation form rod-like aggregates that are attracted to the deformed interface around the edges of a square micropost, see Fig. 4 (d). Spherical particles that do not interact on a planar interface due to the lack of interface deformation in their surrounding have been observed to order on a square lattice instead of the close-packed hexagonal lattice on a curved interface, see Fig. 4 (e). With a double emulsion technique and 15-nm hydrophobic nanoparticles dispersed in a thin film of the oil phase, ”colloidal membranes” can be formed, where the particles assemble at and stabilize the oil-water interfaces. These colloidosomes can have various shapes, e. g. the non-spherical shape shown in Fig. 4 (f).

3 Nanoparticles at membranes

Nanoparticles are particles with an extension smaller than 100 nm in at least one dimension. Examples for incorporation of nanoparticles into a lipid bilayer, penetration of a lipid bilayer, and wrapping by a lipid bilayer are shown in Fig. 6. In this section, we only consider wrapping of nanoparticles and we use the Helfrich model for the lipid bilayer membrane. The mechanical properties of the membrane are characterised by the bending rigidity \(\kappa\) and the Gaussian splay modulus \(\tilde{\kappa}\) that couple to the eigenvalues of the curvature tensor, mean curvature and
Gaussian curvature, respectively. The mean curvature is the arithmetic mean of the minimal and the maximal curvature at each point of the membrane, $H = (c_1 + c_2)/2$, while the Gaussian curvature is the product of these two principal curvatures, $K = c_1c_2$. In addition, a finite spontaneous curvature $c_0$ can model a tendency of the membrane to be curved, for example due to an asymmetry of the lipid monolayers in biological membranes. The energy of the membrane is given by the Helfrich Hamiltonian [33],

$$\mathcal{H} = \int_S dS \left[ 2\kappa (H - c_0)^2 + \bar{\kappa} K \right],$$  \hspace{1cm} (4)$$

where the surface integral is calculated over the entire membrane area, see also appendix A. For a homogeneous closed membrane and if the topology does not change, $\int dS K = \text{const.}$, therefore the Gaussian curvature does not affect the energy for shape changes; the corresponding energetic contribution is thus often neglected.

Eq. (4) describes the deformation-energy cost for a tensionless lipid bilayer membrane. In addition, we introduce a membrane tension that might originate from a cytoskeleton. Furthermore, in the following we consider a symmetric lipid bilayer in a symmetric environment, thus $c_0 = 0$. In order to wrap a nanoparticle, an energy gain that favours wrapping is required. We therefore introduce a contact energy for membrane and particle that models any homogeneous adhesive interaction. The total energy for the particle-membrane system is

$$\mathcal{E}_{\text{tot}} = \int_S dS \left[ 2\kappa H^2 + \sigma \right] - w \int_{S_{\text{ad}}} dS,$$  \hspace{1cm} (5)$$

where $S$ is the entire membrane area, $S_{\text{ad}}$ the adhered membrane area, $\sigma$ the membrane tension, and $w$ the adhesion strength for the interaction between membrane and nanoparticle. This continuum model is applicable for particle sizes that are larger than a few times the thickness of a lipid bilayer, which is about $5 \, \text{nm}$. For particle sizes smaller than $\sqrt{\kappa/\sigma}$ both bending energy and surface tension contribute, for larger particle sizes surface tension is dominant [46].

For convenience, we describe our system using the particle size $a$ (Fig. 2) as characteristic length scale, typically $20 - 100 \, \text{nm}$, and the bilayer bending rigidity $\kappa$ as characteristic energy scale, typically $10 - 100 \, \text{k}_B\text{T}$. We then define dimensionless parameters, such as the reduced
Fig. 7: (a) Wrapping phase diagram for a spherical particle at a tensionless membrane. (b) Energies for wrapping a spherical particle as function of the wrapping fraction $A_{\text{ad}}/A$ for reduced membrane tension $\tilde{\sigma} = 1$. The figure shows the wrapping energy profiles for six adhesion strengths: the numerically calculated data for zero adhesion strength and the corresponding fit function, $E$ with equal energy for the non-wrapped and the completely-wrapped states ($\tilde{w} = 5.99$), the binding transition $W_1$ between the unwrapped and the partially-wrapped ($\tilde{w} = 4.00$), the binodal $W_2$ between the partially-wrapped and the completely-wrapped state ($\tilde{w} = 6.12$), and the spinodals $S_{21}$ and $S_{22}$ that are associated with $W_2$ (for $\tilde{w} = 2.46$ and $\tilde{w} = 8.02$ respectively). Phase boundaries separate 5 regimes in the phase diagram with stable and metastable completely wrapped (CW), partially-wrapped (PW), and non-wrapped states (NW); the stable state is underlined. The energy minimum for the partially-wrapped state, the energy maximum for the barrier, and the inflection point for the spinodal are marked by circles. Taken from Ref. [47].

deformation energy $\tilde{E} = E_{\text{tot}}/(\pi \kappa)$ and the reduced membrane tension $\tilde{\sigma} = \sigma a^2/\kappa$. The reduced adhesion strength is defined as $\tilde{w} = wA/2\pi \kappa$, where $A$ is the particle surface area, and as $\tilde{w} = 2wa^2/\kappa$. Using these dimensionless parameters instead of absolute values, our predictions apply for arbitrary particle sizes; the definitions of these parameters are consistent with those in Refs. [46, 48]. The Hamiltonian in Eq. (5) reads

$$\tilde{E} = \frac{1}{2\pi a^2} \left( \int_S dS \left[ 4(aH)^2 + 2\tilde{\sigma} \right] - \tilde{w} \int_{S_{\text{ad}}} dS \right).$$

If the energy of the free membrane around the particle is neglected, the deformation energy for wrapping a spherical particle of radius $a$ can be calculated analytically. Because of the homogeneous mean curvature of the sphere $H_{\text{sph}} = a^{-1}$, the deformation energy density is $2\kappa/a^2$. For the sphere to be wrapped, the adhesion energy gain needs to exceed the deformation energy costs, therefore $w > 2\kappa/a^2$. If there is a membrane tension, also the tension energy has to be overcome and for complete wrapping, $w > \sigma + 2\kappa/a^2$. However, it can be shown that binding of the particle is independent of the membrane tension [46]. In reduced units, the binding transition is therefore $\tilde{w} = 4$, while the transition to complete wrapping is given by $\tilde{w} = 4 + 2\tilde{\sigma}$. Based on the discussion above, we can construct a wrapping phase diagram for a spherical particle, see Fig. 7 (a). An infinite, tensionless membrane around a partially-wrapped
spherical particle forms a catenoid, which is a minimal surface with $H = 0$ at every point. Therefore, no bending energy costs are required for such a catenoidal deformation and a direct transition between a non-wrapped sphere and a completely wrapped sphere occurs for $\tilde{w} = 4$ also if the free membrane around the particle is taken into account. However, the transition to the completely-wrapped state estimated above is not accurate, due to the presence of a partially-wrapped state [46].

For both spherical particles wrapped by a membrane with bending rigidity and membrane tension and for non-spherical particles, the bending-energy increases nonlinearly with the wrapping fraction $A_{ad}/A$ [39, 47, 46], see Fig. 7 (b). However, for homogeneous adhesion strength the adhesion energy gain increases linearly with the $A_{ad}/A$. The total energy for wrapping a spherical particle is obtained by adding the deformation energy cost and the adhesion energy gain; the minimum of the energy indicates the wrapping state of the system. If the minimum of the energy is at $A_{ad}/A = 0$, for a spherical particle for $\tilde{w} < 4$, the particle is not wrapped. For $4 < \tilde{w} \lesssim 6.12$, the particle is partially wrapped and for $6.12 \lesssim \tilde{w}$, the particle is completely wrapped. At an adhesion strength $\tilde{w} = 5.99$, the unwrapped state has the same energy as the completely-wrapped state, which can serve as estimate for complete wrapping. However, note that for this adhesion strength the partially-wrapped state is stable and separated from the completely-wrapped state by an energy barrier. This envelopment transition occurs for adhesion strength $\tilde{w} = 6.12$ with two minima of equal energy, which is analogous to a binodal in thermodynamics. The adhesion strengths where an energy barrier just vanishes and where wrapping or unwrapping occurs spontaneously define the wrapping and the unwrapping spinodal, respectively.

Fig. 8 (a) shows a partially-wrapped ellipsoidal particle attached to a planar membrane patch, the triangulation used for the numerical calculation of the energy is indicated. The membrane deformation energies have been calculated using Surface Evolver [38]. The phase diagram for a prolate ellipsoidal particle with aspect ratio 2 is shown in Fig. 8 (b), assuming that the particle is oriented with its long axis parallel to the membrane. While the binding transition $W_1$ is independent of the membrane tension, the adhesion strength for the envelopment transi-
For elongated particles, not only the presence of partially-wrapped states and the distinction at vanishing yes, submarine κ membrane \( \kappa \) - yes, rocket - κ envelopment transition κ - yes, submarine - discont. – yes, rocket discont. – discont.. For the transition between both partially-wrapped states and for the envelopment transition to the complete-wrapped state energy barriers need to be overcome, such that both transitions are discontinuous and associated with wrapping and unwrapping spinodals. For clarity, we only plot the transitions between the states and not the spinodals.

Fig. 9: Wrapping of a cube-like nanoparticle. (a) Phase diagram for wrapping of Hauser’s cube for membrane tension \( \hat{\sigma} \) and adhesion strength \( \bar{w} \); the parameters are given in dimensionless form. We find a shallow-wrapped (SW), a deep-wrapped (DW), and a complete-wrapped (CW) state, separated by two discontinuous wrapping transitions, \( W_2 \) and \( W_3 \). (b), (c): Membrane deformation for wrapping of Hauser’s cube. The network of edges and triangles describes the membrane shape and is used for the numerical calculation of the curvature energy. Membrane conformations are shown at fixed tension \( \hat{\sigma} = 0.50 \) for two corresponding states at the \( W_2 \) phase boundary: (a) a shallow-wrapped state with approximately 10\% of particle wrapped, and (b) a deep-wrapped state with a wrapping fraction of approximately 80\%. Taken from Ref. [39].

Universe increases with the membrane tension \([47, 46]\). The spinodal for spontaneous wrapping is found at considerably higher energies than the envelopment transition, while the spinodal for spontaneous unwrapping is at lower adhesion strength than the binding transition. Spontaneous unwrapping therefore occurs directly to the non-wrapped state without a transition through a partially-wrapped state.

Unlike spherical and ellipsoidal nanoparticles, cube-like and and rod-like nanoparticles that are represented by superellipsoids (Fig. 2) have a point on the particle surface with vanishing curvature. The deformation energy cost at this point vanishes, therefore these particles bind immediately to a membrane already at infinitely small adhesion strength. The wrapping phase diagram for a cube-like particle shown in Fig. 9 (a) starts immediately with a shallow partially-wrapped state for small adhesion strengths. For increasing adhesion strength, first a deep-wrapped and finally a complete-wrapped state is found. The phase boundaries shift to increasing adhesion strength with increasing membrane tension. Fig. 9 (b) shows a shallow partially-wrapped state, Fig. 9 (c) a deep partially-wrapped state. For the transition between both partially-wrapped states and for the envelopment transition to the complete-wrapped state energy barriers need to be overcome, such that both transitions are discontinuous and associated with wrapping and unwrapping spinodals. For clarity, we only plot the transitions between the states and not the spinodals.

Table 1: Shape dependence of particle wrapping, based on Refs. \([39, 47, 46]\). Subfigures (a)-(d) show wrapping of nanorods in submarine κσ 'spherical', or by bending rigidity and membrane tension, 'ellipsoidal (*)', and rocket orientation. The membrane can be characterised by bending rigidity only, 'cube-like κσ, and rocket orientation'. The binding transition can occur at finite or vanishing adhesion strength \( w \); the parameters are given in dimensionless form. We find a shallow-wrapped (SW), a deep-wrapped (DW), and a complete-wrapped (CW) state, separated by two discontinuous wrapping transitions, \( W_2 \) and \( W_3 \). (b), (c): Membrane deformation for wrapping of Hauser’s cube. The network of edges and triangles describes the membrane shape and is used for the numerical calculation of the curvature energy. Membrane conformations are shown at fixed tension \( \hat{\sigma} = 0.50 \) for two corresponding states at the \( W_2 \) phase boundary: (a) a shallow-wrapped state with approximately 10\% of particle wrapped, and (b) a deep-wrapped state with a wrapping fraction of approximately 80\%. Taken from Ref. [39].

For elongated particles, not only the presence of partially-wrapped states and the distinction...
Table 1: Shape dependence of particle wrapping, based on Refs. [39, 47, 46]. Subfigures (a)-(d) show wrapping of nanorods in submarine and rocket orientation. The membrane can be characterised by bending rigidity only, ‘κ’, or by bending rigidity and membrane tension, ‘κ and σ’; the binding transition can occur at finite or vanishing adhesion strength w; the particle can be in submarine or rocket orientation; transitions can be continuous (cont.) or discontinuous (discont.) and may involve reorientation (reorient.). The binding transition for ellipsoids is independent of the membrane tension and is given in Ref. [49]. (*) Fast wrapping at high adhesion strength, such that a bound ellipsoid cannot reorient to rocket orientation. (**) Rocket mode for supereggs with blunt tips and small aspect ratio (e. g. n = 4 and b/a = 1.5). Taken from Ref. [39].

<table>
<thead>
<tr>
<th>particle shape</th>
<th>membrane</th>
<th>binding transition</th>
<th>shallow-wrapped state</th>
<th>deep-wrapping transition</th>
<th>deep-wrapped state</th>
<th>envelopment transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>spherical</td>
<td>κ</td>
<td>cont., for $w = 2\kappa/a^2$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>≡ binding</td>
</tr>
<tr>
<td>spherical</td>
<td>κ and σ</td>
<td>cont., for $w = 2\kappa/a^2$</td>
<td>yes</td>
<td>-</td>
<td>-</td>
<td>discont.</td>
</tr>
<tr>
<td>ellipsoidal</td>
<td>κ, κ and σ</td>
<td>cont., indep. of σ</td>
<td>yes, submarine</td>
<td>discont., reorient.</td>
<td>yes, rocket</td>
<td>cont.</td>
</tr>
<tr>
<td>ellipsoidal (*)</td>
<td>κ, κ and σ</td>
<td>cont., indep. of σ</td>
<td>yes, submarine</td>
<td>-</td>
<td>-</td>
<td>discont.</td>
</tr>
<tr>
<td>cube-like</td>
<td>κ, κ and σ</td>
<td>at vanishing w</td>
<td>yes</td>
<td>discont.</td>
<td>yes</td>
<td>discont.</td>
</tr>
<tr>
<td>spherocylinder</td>
<td>κ, κ and σ</td>
<td>at vanishing w, rocket</td>
<td>yes, submarine</td>
<td>discont., reorient.</td>
<td>yes, rocket</td>
<td>discont.</td>
</tr>
<tr>
<td>rod-like</td>
<td>κ, κ and σ</td>
<td>at vanishing w, rocket</td>
<td>yes, submarine</td>
<td>discont., reorient.</td>
<td>yes, rocket</td>
<td>discont.</td>
</tr>
<tr>
<td>rod-like (*)</td>
<td>κ, κ and σ</td>
<td>at vanishing w, rocket</td>
<td>yes, submarine</td>
<td>-</td>
<td>-</td>
<td>discont.</td>
</tr>
<tr>
<td>rod-like (***)</td>
<td>κ, κ and σ</td>
<td>at vanishing w, rocket</td>
<td>yes, rocket</td>
<td>discont.</td>
<td>yes, rocket</td>
<td>discont.</td>
</tr>
</tbody>
</table>
between a continuous transition without an energy barrier and a discontinuous transition with an energy barrier have to be taken into account, but also the orientation of the particle. The particle is in submarine orientation if its long axis is oriented parallel to the membrane, this orientation is preferentially found for shallow-wrapped states [39]. For high wrapping fraction, the particle usually reorients to rocket orientation with its long axis perpendicular to the membrane. An overview over wrapping of particles with different shape is provided in Tab. 1.

Up to now, we have only discussed the interaction of single nanoparticles with membranes. Figs. 10 (a)-(b) shows microscopy pictures for the interaction of many nanoparticles with a vesicle and for the incorporation of many nanoparticles into human mesenchymal stem cells, Figs. 10 (c) shows a simulation snapshot of a molecular simulation for wrapping an elongated nanoparticle. The Helfrich model and the phase diagrams presented earlier in this section provide a systematic approach to understand the interaction of the particles with lipid bilayer membranes. Furthermore, this mesoscopic approach allows to investigate the interaction of several nanoparticles with a membrane that mutually interact via membrane-mediated interactions.

Using computer simulations, different forms of aggregates are observed depending on the details of the model. For a membrane with a low bending rigidity, compact 2D aggregates have been observed, while for intermediate bending rigidities using the same model linear aggregates have been observed [51], see Fig. 10 (d) and (e); also tubulation is observed for the interaction of several nanoparticles with a membrane [52, 53], see Fig. 10 (f). There is only few quantita-

Fig. 10: Particles at membranes. (a) Internalization of nanoparticles into a vesicle. The length of the scale bar corresponds to 100 nm. Taken from Ref. [21]. (b) Uptake of spherical and ellipsoidal polymeric nanoparticles by human mesenchymal stem cells. The length of the scale bar corresponds to 500 nm. Taken from Ref. [50]. (c) Wrapping of a nanoparticle by a lipid bilayer. Taken from Ref. [28]. (d) Nanoparticles adhered to a lipid bilayer membrane with (d) low and (e) medium bending rigidity. Taken from Ref. [51]. (f) Tubulation of nanoparticles adhered to a vesicle. Taken from Ref. [52].
Fig. 11: (a) Rift valley fever viruses in primary rat hepatocytes. The length of the scale bar corresponds to 600 nm. Taken from Ref. [8]. (b) Virus-like particles as seen in nucleocapsids of Ebola virions, about to bud. The length of the scale bar corresponds to 500 nm. Taken from Ref. [9]. (c) Vesicular stomatitis virus (VSV). The length of the scale bar corresponds to 200 nm. Taken from Ref. [10]. (d) A cell engulfing a 3D electrode for cell-chip coupling in bioelectronics. The length of the scale bar corresponds to 1 μm. Taken from Ref. [58]. (e)-(g) Defining an idealized archetypal malaria parasite. (e) A section through cryo-x-ray imaged free P. falciparum merozoites cryopreserved in a capillary. Apical secretory organelles (specifically rhoptries) are visible as dense spots indicated by arrows. (f) Isosurface rendered merozoites from (e). (g) The idealized archetypal merozoite simulated as an asymmetrical egg-shaped rigid particle. Taken from Ref. [11].

Effective data available for several nanoparticles and a membrane, therefore the membrane-mediated interaction between nanoparticles is not well understood, but the related system of membrane-mediated interaction of curved inclusions has been studied in more detail. The interaction between two small inclusions in an almost planar membrane is always repulsive [54], many-particle interactions [55, 56] and large inclusions [57] can also lead to an attractive interaction.

4 Biological systems

In this section, we introduce biological systems related to the interaction of particles with membranes discussed in section 3. Viruses and parasites have a large variety of shapes and remind strongly of the nanoparticles shown in Fig. 1. Examples for viruses are shown in Fig. 11 (a)-(c), their sizes are in the range of tens to hundreds of nanometers. Fig. 11 (d) shows a cardiomyocyte adhered to a 3D gold electrode for recording of electrical currents of the cell; the cylindrical pillar of the electrode has a diameter of 0.3 μm and a height of 0.3 μm. Fig. 11 (e)-(g) shows the malaria parasite with a typical length of ≈ 2 μm and a width of ≈ 1.4 μm. The basic process for these systems is wrapping of a virus or a parasite by a lipid bilayer membrane. Compared with particle-membrane systems complexity is added for these systems, mainly because of the complexity of biological cells. The bilayer membrane for instance is usually a multi-component membrane [59], therefore studying the adhesion also has to take into account for specific and unspecific binding to discrete binding sites and for the entropy of such binding sites, e. g. of
receptors and ligands [60]. Furthermore, a cortical cytoskeleton might support the lipid bilayer that alters both the mechanical stability of the membrane [61, 34, 35] as well as the diffusion within the membrane [62]. A cytoskeleton that fills the entire volume of the cell may actively contribute to the wrapping process [63].

A particular example for a biological system that we will discuss in more detail is the invasion of the malaria parasite into a red blood cell [11]. Fig. 12 shows a schematic of the invasion of the malaria merozoite into the red blood cell. After an infected red blood cell bursts, the merozoites distribute in the blood plasma. They remain in a state where they are able to invade healthy red blood cells for about 10 minutes. Although merozoites contain molecular motors, the reorientation that precedes invasion may be explained solely by a gradient of adhesive force, for example due to an apical release of adhesive membrane proteins on the parasite. Only in the apical orientation the merozoite is able to successfully invade a red blood cell. Several processes have been reported or are hypothesized to accompany the invasion process, such as the formation of an electron-dense region upon junction formation, a disruption of the cytoskeleton of the red blood cell at the site of invasion, active pushing by motor forces, and the secretion of membrane from the inside of the parasite that may lead to a spontaneous curvature that supports wrapping.

To quantify the wrapping energy contributions to the invasion of the malaria parasite into a red blood cell, in addition to bending, tension, and adhesion contributions, a line-tension is used to model the electron-dense zone in the junction region.

\[ \mathcal{E} = \mathcal{E}_{\text{bending}} + \mathcal{E}_{\text{membrane tension}} + \mathcal{E}_{\text{adhesion}} + \mathcal{E}_{\text{line tension}} \]  

(7)

This model assumes that the spectrin cytoskeleton of the red blood cell is destroyed at the site where the merozoite enters the cell and intact at the junction zone between the merozoite and the red blood cell. Therefore a line tension at the junction zone may originate from stretching the spectrin cytoskeleton. While the bending and the tension energy are modeled as for wrapping of particles, the adhesion strength is chosen to be proportional to the curvature of the parasite surface.

\[ \mathcal{E} = 2\kappa \int_{RBC} dS (H - c_0)^2 + \sigma \int_{RBC} dS - w \int_{\text{adhered}} dS H + \gamma \int_{\text{contact line}} dl . \]  

(8)

The absolute values for the model parameters can be translated into dimensionless parameters using the radius of a sphere with the same surface area as the parasite, \( a = 800 \text{ nm} \), as basic length scale of the system, and the membrane bending rigidity \( \kappa \) as energy scale. These dimensionless parameters indicated by a tilde are \( \tilde{c}_0 = c_0 a^2 H_0, \tilde{\sigma} = \sigma a^2/(2\kappa), \tilde{w} = w H_0 4\pi a^2/(2\kappa), \) and \( \tilde{\gamma} = \gamma a/(2\kappa) \). The average mean curvature of the merozoite can be calculated as surface integral using the archetypal merozoite defined in the next section, \( H_0 = \int_{RBC} dS H / \int_{RBC} dS = 2.5/a \). The spontaneous curvature can be used to construct an effective adhesion strength, \( \tilde{w}_{\text{eff}} = \tilde{w} + \tilde{c}_0 \), and an effective surface tension, \( \tilde{\sigma}_{\text{eff}} = \tilde{\sigma} + \tilde{c}_0^2/(a H_0)^2 \), such that the phases for different values of the spontaneous curvature can be extracted using effective parameter values.

Fig. 13 shows wrapping phase diagrams for the interaction of the merozoite with a red blood cell. Because of the egg-like shape of the parasite and the inhomogeneous adhesion strength, the phase diagrams are much richer than the phase diagrams for the interaction of particles with pure lipid-bilayer membranes. For example for a fixed line tension, the phase diagram for membrane tension and adhesion strength in Fig. 13 (a) shows two partially-wrapped states separated by an energy barrier; at a critical point this energy barrier vanishes. For low or effectively negative
Fig. 12: Schematic for biophysical interactions between the Plasmodium merozoite and the human erythrocyte. A complete biophysical model for merozoite invasion of the erythrocyte from release ((a) and (b)), to attachment and reorientation facilitating a stable, tip-wrapped state (c), to PW states ((d) and (e)), and full invasion/CW states (f). Taken from Ref. [11].
Fig. 13: Wrapping phase diagrams for the interaction of the egg-shaped malaria parasite with a red blood cell. Wrapping phase diagram for fixed line tension or membrane tension. (a) Wrapping states of the system of a tip-first-oriented merozoite for fixed reduced line tension $\gamma = 0.2$ and several values of effective adhesion strength and effective membrane tension: non wrapped merozoite (NW), partially wrapped merozoite with small (PW I) and high wrapping fractions (PW II), and completely wrapped/fully invaded merozoite (CW). The transition $W_0$ is a continuous transition, whereas the transitions $W_1$, $W_2$, and $E$ are associated with energy barriers. The transition $W_1$ ends at a critical point where the difference between PW I and PW II vanishes. (b) Wrapping states of the system of a tip-first-oriented merozoite for vanishing effective membrane tension, $\bar{\sigma}_{\text{eff}} = 0$, and several values of effective adhesion strength and line tension. The notation is analogous to (a). The arrows indicate biological processes that are thought to accompany invasion: arrow a indicates the effect of unstructured membrane secreted by the merozoite, arrow b shows the effect of favorable spontaneous curvature, arrow c the effect of increased adhesion strength, and arrow d the effect of increased line tension. Taken from Ref. [11].

membrane tension [64], partially-wrapped and completely-wrapped states are also found for adhesion strengths lower than those for the binding transition. The phase diagram for fixed membrane tension in Fig. 13 (b) shows that the partially-wrapped states vanish for high enough line tension. Arrows in the diagrams indicate the effect of active processes, such as secretion of unstructured membrane from the merozoite (arrow a), a change in the spontaneous curvature that favours wrapping (arrow b), an increased adhesion strength (arrow c), and an increased line tension (arrow d). The motor force that may be required to overcome energy barriers between the different states can also be quantified within the model depending on the path in the phase diagram. A typical value for the required motor force that is estimated from the energy barriers is $10 - 20 \, \text{pN}$.

5 Summary and outlook

A large variety of nanoparticles with various shapes, sizes, and surface properties can be produced and are used for applications. The interaction of micrometer-sized particles at interfaces has been studied both experimentally and theoretically and is well understood in particular for ellipsoidal particles. The particles deform the surrounding interface; for several particles the minimization of the total energy of the system and therefore the minimization of the interfa-
cial area leads to long-ranged capillary forces. Due to the large interaction energies, the final, self-assembled network structure that is observed in experiments can be metastable. Less than for the capillary interaction is known for the interaction of (nano-)particles with membranes, although theoretically the interaction of a single nanoparticle with a membrane has been well studied. Spherical nanoparticles at fluid membranes without membrane tension are either unwrapped or–beyond a threshold adhesion strength–completely wrapped. For membranes with tension, in addition partially-wrapped states are found. Partially-wrapped states also occur for non-spherical nanoparticles, such as ellipsoidal, cube-like, and rod-like nanoparticles. The transitions between the partially-wrapped states can be either continuous and discontinuous, for elongated particles also the orientation of the particle matters for the wrapping process. For the interaction of many nanoparticles with a membrane, two-dimensional compact aggregates and linear aggregates on the membrane, as well as tubulation has been observed. However, a complete understanding of cooperative interaction of many nanoparticles is still lacking. Biological systems are complex: in addition to passive wrapping of a particle with homogenous lipid-bilayer membrane, discrete adhesion sites such as receptors, as well as active cytoskeletal processes have to be taken into account. Effective cytoskeletal models have been used to explain particle uptake by biological cells, but there is need for a detailed understanding of the interplay of particles, membranes, receptors, and cytoskeleton.
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Appendices

A Differential geometry and the Helfrich Hamiltonian

Differential geometry

The basic technique used on this level of description is differential geometry [65, 66, 67, 68]. Based on Ref. [65], we will first discuss a curve in a plane and then a surface embedded in the three-dimensional space.

A curve in \( \mathbb{R}^2 \)

For a curve in a plane that is defined by the real function \( \mathbf{\alpha}(t) = (a_1(t), a_2(t)) \) on the open interval \( (a, b) \in \mathbb{R} \), the velocity of the curve is given by \( \mathbf{\alpha}'(t) = (a'_1(t), a'_2(t)) \). We can define the local curvature,

\[
c(t) = \frac{\mathbf{\alpha}''(t) J \mathbf{\alpha}'(t)}{||\mathbf{\alpha}'(t)||^3},
\]

where \( J(p_1, p_2) \) is the complex structure on \( \mathbb{R}^2 \), \( J(p_1, p_2) = (-p_2, p_1) \), and \( ||\mathbf{p}|| = \sqrt{\mathbf{p} \cdot \mathbf{p}} \). For \( \mathbf{\alpha}(t) = (x(t), y(t)) \),

\[
c(t) = \frac{x'(t)y''(t) - x''(t)y'(t)}{x'^2(t) + y'^2(t)}.
\]

The curvature reflects the infinitesimal change of direction of the tangent vector along the curve and thus also of the normal vector, \( dn = c \, dx \), see Fig. 14. The sign of the curvature depends on the direction of the normal vector and in Eq. (10), \( c(t) = -c(-t) \). The absolute value of the curvature is the inverse of the radius of the osculating circle that is locally fit to the curve.
To deal with a function $\mathbf{v}$, one must consider the function $\mathbf{v}(x,y)$ of different radii. In general, the infinitesimal change of the normal vector, $d\mathbf{v}$, contains the surface normal vector with the surface itself are curves that have osculating circles to the deplacement on the surface, $d\mathbf{x}$. and has the center $\mathbf{c}_0(t) = \mathbf{c}(t) + (1/t)(J\mathbf{c}(t)/||\mathbf{c}'(t)||)$. For a circle $x^2 + y^2 = a^2$ with $\mathbf{c}(t) = (a\cos t, a\sin t)$ for $0 \leq t \leq 2\pi$, we obtain $c = 1/a$ and $\mathbf{c}_0(t) = (0,0)$.

For $\mathbf{c}_0(t) = (t, y(t))$, we find $c(t) = y''(t)/(1+y'^2(t))$. In the small-gradient approximation, if $\mathbf{c}_0(t)$ describes an almost straight and horizontal line, $1/(1+y'^2(t)) = 1 + O[y'^2(t)]$ and $c(t) \approx y''(t)$. For example, the curvature of a sine function with amplitude $a_s$, $\mathbf{c}_0(t) = (t, a_s \sin t(t))$, vanishes at the straight parts of the curve where $y(t) = y''(t) = 0$ and its maxima and minima correspond to the maxima and the minima of $\sin t$: $c(t) = -a_s \sin t/(1 + a^2_s \cos^2 t)$. If the amplitude of the sine function is small, $c(t) \approx -a_s \sin t$.

A surface in $\mathbb{R}^3$

In order to describe change of the normal vector for a small displacement on the surface, a scalar is not any more sufficient. Besides for the special case of a sphere, the cuts of planes that contain the surface normal vector with the surface itself are curves that have osculating circles of different radii. In general, the infinitesimal change of the normal vector, $d\mathbf{n}$, is not parallel to the deplacement on the surface, $d\mathbf{x}$. We need to go beyond the level of simple algebraic operations and the curvature is replaced by the curvature tensor $\mathbf{C}$,

$$dn = \mathbf{C} \, dx,$$

which is a $2 \times 2$ matrix. To develop a suitable formalism, we first define a tangential vector of the surface $\mathbf{f}(u_1, u_2, u_3)$ in the point $\mathbf{p}$ along a line given by $\mathbf{p} + t\mathbf{v} = (p_1, p_2, p_3) + t(v_1, v_2, v_3)$,

$$\mathbf{v}_p[f] = \frac{d}{dt} (\mathbf{f}(\mathbf{p} + t\mathbf{v}))|_{t=0} = \left(\sum_{j=1}^{3} v_j \frac{\partial \mathbf{f}}{\partial u_j} (\mathbf{p})\right)|_{t=0}.$$  \hspace{1cm} (12)

The tangent space for the surface that is spanned by the $\mathbf{v}_p$ is isomorphic to the surface itself. To deal with a function $F(g_1(p), g_2(p), g_3(p))$, we can use the chain rule for differentiation,

$$\mathbf{v}_p[f] = \sum_{i=1}^{3} \sum_{j=1,2} v_i \frac{\partial F}{\partial g_j} (\mathbf{g}(\mathbf{p})) \frac{\partial g_j}{\partial u_i} (\mathbf{p}) = \sum_{j=1,2} \frac{\partial F}{\partial g_j} (\mathbf{g}(\mathbf{p})) \mathbf{v}_p[g_j].$$ \hspace{1cm} (13)

The terms $\partial g_j/\partial u_i$ are often given in form of the Jacobian matrix, e. g.

$$\mathbf{J}(g_1, g_2, g_3)(u_1, u_2) = \begin{pmatrix} \partial g_1/\partial u_1 & \partial g_2/\partial u_1 & \partial g_3/\partial u_1 \\ \partial g_1/\partial u_2 & \partial g_2/\partial u_2 & \partial g_3/\partial u_2 \end{pmatrix}.$$ \hspace{1cm} (14)
Very often, a height field is used to describe a membrane conformation (Monge gauge or Monge representation of the surface),

\[ x_M(u, v) = (u, v, h(u, v)), \]

which is appropriate for every system if only a small-enough membrane patch is chosen. Let us now define the curvature of a surface, which can be quantified by the change of the orientation of the normal vector. A central element is the shape operator \( S(\cdot) \), which acts on a tangential vector \( v_p \) and gives the negative derivative of the normal vector along \( v_p \). The normal curvature in the direction of a tangential vector \( v_p \) is then defined as

\[ k(v_p) = \frac{S(v_p) \cdot v_p}{||v_p||^2}. \]

We define the second fundamental form,

\[ e = S(x_u) \cdot x_u = -n_u \cdot x_u = n \cdot x_{uu}, \]

\[ f = S(x_v) \cdot x_u = -n_v \cdot x_u = n \cdot x_{uv} = -n_u \cdot x_v = S(x_u) \cdot x_v, \]

\[ g = S(x_v) \cdot x_v = -n_v \cdot x_v = n \cdot x_{vv}, \]

where the orthogonality of the tangent vectors and the normal vector has been used, e.g.

\[ 0 = \frac{\partial}{\partial v} (n \cdot x_u) = n_v \cdot x_u + n \cdot x_{uv}. \]

and analogous expressions hold for other combinations of the derivatives.

We can express \( S(\cdot) \) through the first and the second fundamental form: In a regular coordinate system, the basis vectors \( x_u \) and \( x_v \) are linearly independent and we can use the ansatz

\[ -S(x_u) = n_u = c_{11} x_u + c_{12} x_v, \]

\[ -S(x_v) = n_v = c_{21} x_u + c_{22} x_v. \]

We project Eqs. (21) and (22) to the basis vectors \( x_u \) and \( x_v \) to obtain a set of four equations,

\[ -e = c_{11} E + c_{12} F \]

\[ -f = c_{11} F + c_{12} G \]

\[ -f = c_{21} E + c_{22} F \]

\[ -g = c_{21} F + c_{22} G. \]

Solving the matrix equation for the curvature tensor,

\[ C = \begin{pmatrix} c_{11} & c_{12} \\ c_{21} & c_{22} \end{pmatrix} = - \begin{pmatrix} e & f \\ f & g \end{pmatrix} \begin{pmatrix} E & F \\ F & G \end{pmatrix}^{-1} = - \frac{1}{EG - F^2} \begin{pmatrix} e & f \\ f & g \end{pmatrix} \begin{pmatrix} G & -F \\ -F & E \end{pmatrix}, \]

we obtain

\[ -S(x_u) = n_u = \frac{f F - e G}{EG - F^2} x_u + \frac{e F - f E}{EG - F^2} x_v, \]

\[ -S(x_u) = n_v = \frac{g F - f G}{EG - F^2} x_u + \frac{f F - g E}{EG - F^2} x_v. \]
The normal curvature in the direction \( v_p = ax_u + bx_v \) can be written as
\[
k(v_p) = \frac{ea^2 + 2fab + gb^2}{Ea^2 + 2Fab + Gb^2}.
\] (25)

The curvature tensor (Equation (23)) / the shape operator \( S(\cdot) \) is symmetric (self-adjoint, Equation (18)), therefore its eigenvalues \( \lambda_i \) are real numbers. If \( \hat{e}_1 \) and \( \hat{e}_1 \) are the (orthonormal) eigenvectors with \( S(\hat{e}_1) = \lambda_1 \hat{e}_1 \) and \( S(\hat{e}_2) = \lambda_2 \hat{e}_2 \), using the ansatz
\[
u_i(\theta) = \cos(\theta)\hat{e}_1 + \sin(\theta)\hat{e}_2,
\] (26)

we obtain
\[
S(\nu_i) = \cos(\theta)S(\hat{e}_1) + \sin(\theta)S(\hat{e}_2) = \lambda_i(\theta)(\cos(\theta)\hat{e}_1 + \sin(\theta)\hat{e}_2),
\] (27)
\[
\lambda_i(\theta) = \cos^2(\theta)S(\hat{e}_1) \cdot \hat{e}_1 + 2\sin(\theta)\cos(\theta)S(\hat{e}_2) \cdot \hat{e}_1 + \sin^2(\theta)S(\hat{e}_2) \cdot \hat{e}_2,
\] (28)

and \( \lambda_1 \geq \lambda(\theta) \geq \lambda_2 \). The eigenvalues correspond to those values \( \theta \), for which the derivative
\[
\frac{d\lambda}{d\theta}(\theta) = 2(S(\hat{e}_2) \cdot \hat{e}_2 - S(\hat{e}_1) \cdot \hat{e}_1)\sin(\theta)\cos(\theta) + 2S(\hat{e}_1) \cdot \hat{e}_2(\cos^2(\theta) - \sin^2(\theta))
\] (29)

vanishes. Because \( 2S(\hat{e}_1) \cdot \hat{e}_2 = 0 \) and, in general, \( S(\hat{e}_2) \cdot \hat{e}_2 - S(\hat{e}_1) \cdot \hat{e}_1 \neq 0 \), the eigenvalues require \( \sin(\theta)\cos(\theta) = 0 \) and \( \theta_1 = 0 \) or \( \theta_2 = \pi/2 \). The eigenvalues are the maximal and the minimal normal curvature (Equation (16)) at each point of the surface, \( \lambda_1 = \lambda(\theta_1) = S(\hat{e}_1) \cdot \hat{e}_1 \) and \( \lambda_2 = \lambda(\theta_2) = S(\hat{e}_2) \cdot \hat{e}_2 \), and are called principal curvatures.

**Mean and Gaussian curvature**

From linear algebra, we know that for the determinant of a matrix \( a \),
\[
\det(U^{-1} a U) = \det(U)^{-1} \det(a) \det(U) = \det(a),
\] (30)

and for the trace, i.e. the sum of the diagonal elements,
\[
\text{tr}(U^{-1} a U) = \text{tr}(a U U^{-1}) = \text{tr}(a).
\] (31)

Therefore, the determinant and the trace of \( a \) are invariant with respect to the choice of the coordinate system. In mesoscopic membrane models, trace and the determinant of the curvature tensor at the point \( p \), mean curvature \( H \) and Gaussian curvature \( K \),
\[
\begin{align*}
H(p) &= \frac{1}{2} \text{tr}(\mathcal{C}) = \frac{1}{2} \text{tr}(S(p)) = \frac{eG - 2fF + gE}{2(EG - F^2)} = \frac{c_1 + c_2}{2}, \\
K(p) &= \det(\mathcal{C}) = \det(S(p)) = \frac{eg - f^2}{EG - F^2} = c_1 c_2,
\end{align*}
\] (32)

are used to characterize the membrane shape. Note that \( K \) is independent of the choice of the normal vector of the surface, while the sign of \( H \) (and of the spontaneous curvature \( c_0 \)) depends on the orientation of the surface and is a matter of definition. The principal curvatures are solutions of the quadratic equation \( c^2 - 2Hc + K = 0 \) and can be expressed by \( H \) and \( K \),
\[
c_{1,2} = H \pm \sqrt{H^2 - K}.
\] (34)

For some special surfaces, the principal curvatures and \( H \) and \( K \) are immediately obvious:
• For a sphere of radius $R$, $c_1 = c_2 = 1/R$, $H = 1/R$, $K = 1/R^2$.
• For a cylinder of radius $R$, $c_1 = 1/R$, $c_2 = 0$, $H = 1/(2R)$, $K = 0$.
• For a plane, $c_1 = c_2 = 0$, $H = K = 0$.

Usually, mean and Gaussian curvature are calculated using $E$, $F$, $G$, $e$, $f$, and $g$. For example, for a membrane in the Monge representation, $\mathbf{x}(u, v) = (u, v, h(u, v))$,

\[\mathbf{x}_u = (1, 0, \partial h/\partial u) \quad \mathbf{x}_v = (0, 1, \partial h/\partial v) \quad \mathbf{n} = \frac{\mathbf{x}_u \times \mathbf{x}_v}{||\mathbf{x}_u \times \mathbf{x}_v||} = (-h_u, -h_v, 1) \quad (35)\]

\[E = \mathbf{x}_u \cdot \mathbf{x}_u = 1 + h_u^2 \quad F = \mathbf{x}_u \cdot \mathbf{x}_v = h_u h_v \quad G = \mathbf{x}_v \cdot \mathbf{x}_v = 1 + h_v^2 \]
\[e = \mathbf{n} \cdot \mathbf{x}_{uu} = h_{uu} \quad f = \mathbf{n} \cdot \mathbf{x}_{uv} = h_{uv} \quad g = \mathbf{n} \cdot \mathbf{x}_{vv} = h_{vv} \]

\[H = \frac{\left((1 + h_u^2) h_{vv} + (1 + h_v^2) h_{ uu} - 2 h_u h_v h_{ uv}\right)}{2 \left(1 + h_u^2 + h_v^2\right)^{3/2}} \]
\[K = \frac{h_{uu} h_{vv} - h_{uv}^2}{\left(1 + h_u^2 + h_v^2\right)^2} .\]

Often $x$ and $y$ are used instead of $u$ and $v$ to denote the cartesian coordinates and for many applications, a small-gradient expansion for almost planar membranes ($h_x \ll 1$, $h_y \ll 1$) is sufficient:

\[H \approx \frac{1}{2} \left(h_{xx} + h_{yy}\right) = \frac{1}{2} \nabla^2 h \quad (36)\]
\[K \approx h_{xx} h_{yy} - h_{xy}^2 .\]

**Helfrich Hamiltonian**

The shape of a membrane is characterized by the mean curvature, $H = (c_1 + c_2)/2$, and the Gaussian curvature, $K = c_1 c_2$. The minimal and the maximal curvature at each point of the membrane, $c_1$ and $c_2$, are called the principal curvatures. Using $H$ and $K$, we can construct the energy density for a curved membrane,

\[\frac{\mathcal{E}}{A} = 2\kappa (H - c_0)^2 + \tilde{\kappa} K \quad (38)\]

at each point of the membrane, the integral over the entire membrane area gives the system’s energy. The three curvature elastic constants $\kappa$, $c_0$, and $\tilde{\kappa}$ are the bending rigidity, the spontaneous curvature, and the Gaussian saddle splay modulus respectively. They link the mathematical surface to a physical membrane. This Hamiltonian is often referred to as "Helfrich Hamiltonian" or "Canham-Helfrich Hamiltonian" [33, 69].

The curvature-elastic constants, the material parameters for the membrane, are determined from experimental data. The bending rigidity can for example be extracted from fluctuation measurements [70, 71, 72] and a homogeneous spontaneous curvature corresponds to the vesicle shape [73, 74]. A homogeneous Gaussian saddle splay modulus of a membrane affects the system’s energy only if the topology of the object changes, therefore not many direct measurements are available. Using stability arguments, it can be shown that $-2\kappa \leq \tilde{\kappa} \leq 0$ [75].
**B Triangulated membranes**

Triangulation is a powerful method to calculate integrals over surfaces for arbitrary shapes. For many of the calculations presented in this manuscript, the freely available program package Surface Evolver [38] has been used that minimizes the energy of a triangulated surface for various energy functionals. While the energy of interfaces and the membrane tension contribution are proportional to the interfacial or the membrane area, respectively, an adhesion energy only applies to those triangles that are in contact with a particle. Also the deformation energy of a membrane can be calculated on a triangular network with high accuracy [49, 37]. For the discretization of the bending energy given by the Helfrich Hamiltonian, for example the Surface Evolver algorithm “star_perp_sq_mean_curvature” can be used. In this discretization, the bending energy is given by

\[ E_{\text{bend}} = 2\kappa \sum_{v=1}^{n} a_v h_v^2 \]  

(39)

with the local mean curvature at each vertex \( v \),

\[ h_v = \frac{1}{2} \frac{\nabla a_v \cdot \nabla V_v}{\nabla V_v \cdot \nabla V_v} \]  

(40)

The area associated with each vertex is \( a_v \) and the volume is

\[ V_v = \frac{1}{6} v \cdot \left[ v^1 \times v^2 + v^2 \times v^3 + ... + v^n \times v^1 \right] \]  

(41)

such that

\[ \nabla V_v = \frac{1}{6} \left[ v^1 \times v^2 + v^2 \times v^3 + ... + v^n \times v^1 \right] \]  

(42)

where the position vector for the vertex \( v \) is \( v \), while \( v^1, v^2, v^3, ..., v^n \) are the position vectors for the neighboring vertices.
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1 Introduction

In the last 50 years the miniaturisation of mechanical, electronic and optical devices, with applications in consumer products, research and development as well as in medicine has advanced to ever smaller length scales. For the structural downsizing of the relevant features in these technological applications surface patterning provides an important tool. Many new strategies have been developed that allow to functionalise a surface in a well defined, reproducible manner with structural length scales between several tens of nanometers and hundreds of micrometers. Nowadays, patterned surfaces play an important role in the development of technological applications ranging from microelectronics [1], bioelectronics [2, 3], biodiagnostics [4], to microfluidic devices [5]. Among the most important factors for the fabrication and the successful application of these structures are resolution (lateral and height), stability, reproducibility, cost and the complexity of the production process.

Different physical and chemical techniques can be employed to create patterned surfaces. In this chapter I will focus on a couple of techniques that are relevant for Soft Matter science and applications. The methods discussed here can be divided in two categories. The first one considers lithographic or printing techniques whereas the second one utilises the buckling instability of a thin elastic layer to create surface patterns.

2 Lithography

In fine art lithography is a technique that was invented by Alois Senefelder (1771-1834). An image or drawing is transferred from a flat porous stone surface to paper [6]. The underlying mechanism is the immiscibility of oil and water. On a flat piece of stone an image is drawn with a greasy substance, for instance a wax stick. The stone, with image, is then treated with water such that only the surface area that is not covered by the drawing absorbs the water. Subsequently the wet stone is rolled with greasy ink which in turn sticks only to the area where the drawing is put on. The stone with the ink is then pressed on a sheet of paper to make the reproduction. For different colours different stones are required. Since the stone hardly wears during the printing process many copies can be made without or with very little loss of quality. The concept that a selected surface pattern can be reproduced has evolved into modern lithographic techniques such as photolithography, soft lithography and colloidal lithography which will be discussed briefly in the following sections.

2.1 Photolithography & electron beam lithography

Photolithography is the main technology that is used to make integrated circuits. In photolithography [1, 7, 8] a light sensitive photoresist (this is typically a polymer) is spin coated on a substrate, for instance a silicon wafer. The photoresist is subsequently exposed with light using a mask which contains the pattern to be imprinted. The resist is then developed which finalises the process of pattern transfer. The photoresist can be positive or negative meaning that either the area exposed to light can be removed or the area not exposed to light can be removed. The resolution of the patterns to be imprinted is $R = k\lambda/NA$ with $k$ a constant depending on the photoresist, $\lambda$ the wavelength of the light used and NA the numerical aperture of the lens. Using very advanced techniques the resolution of photolithography can reach the range of 50-200 nm. For the preparation of a surface a clean room facilities is required. The total number of
processing steps is typically on the order of about ten, containing several cleaning, preparation, developing, baking and post processing steps. This leads to high operational costs and together with the fact that this technique is not suitable for non-planar substrates [9] it is a not very attractive option for biological and chemical applications.

Electron beam lithography uses a focussed electron beam to write directly a pattern on a substrate coated with a photoresist, typically Poly(methyl methacrylate) (PMMA). The mechanism is very similar as in photolithography. The electron beam changes the solubility of the photoresist enabling the selective removal of either the exposed or the non-exposed regions. The main difference is that in electron beam lithography no mask is needed. The resolution of this technique goes down to 15 nm.

2.2 Soft lithography

Soft lithography is concerned with replicating patterns using soft elastomeric stamps, moulds and photomasks [10, 12, 11]. A topographically defined structure (often in a photoresist layer) on a master is replicated in a soft elastomer. This replication process can be carried out under normal laboratory conditions. The main material used is poly(dimethylsiloxane) (PDMS). PDMS is an optically transparent elastomer which can be crosslinked. It’s stiffness (Young’s modulus) can be tuned from very soft to rigid by varying the amount of crosslinker during preparation. This is important for instance when working with biological cells and tissues where optimal cell growth and cell function rely on a substrate that has elastic properties as close as possible to the natural environment [13]. Other advantages of PDMS include that it is insulating, it has a low permeability to solvents, it is inert, nontoxic and has a low surface free energy [14, 15]. The latter implies that replicas can easily be released from their moulds. The surface properties of PDMS can be easily modified by oxidising the outer polymer layer. The soft lithographic technique is (in general) considerably cheaper than photolithography and allows for a better resolution (down to 10 nm). But this depends of course on the quality of the mask. Another important advantage over other techniques is that multiple stamps can be created from one master without loss of quality. The technique can be fast, a typical cycle from idea until the stamp is operational can be less then about 24 hours [10]. Since the first experiments many strategies have been developed for preparing the initial stamp. A schematic example of such a procedure is shown in Fig.1. The height of the topographical features can be adjusted by the photoresist layer thickness as well as by etching.

Soft lithography can also be used to make for instance very well defined arrays of elastomeric micropillars [16, 17] of which an example is shown in Fig.2a. The preparation involves a lithographic mask prepared using electron beam lithography that is used to make a photolithographic image onto a 30µm thick layer of photoresist. The non-crosslinked photo resist was removed and PDMS was dispensed onto the microstructured master and cured [17]. The typical Youngs modulus (stiffness) of the material was in this case about 600 kPa. In this structure cardiac myocytes (heart cells) are grown (Fig.2b) which are able to form a network spanning several pillars. Beating, that is periodic contraction of the cells, then leads to deformation of the pillars and from the known elastic response of the pillars the forces involved can be estimated. These forces turn out to be in the range of 100-200 nN [17].

Nano imprint lithography is a variation of soft lithography where a stamp with a predefined topographical structure is pressed into a soft substrate, typically a softened thermoplastic polymer or a liquid polymer precursor that is subsequently cured by cooling down or irradiation with UV light [8, 18].
Fig. 1: Preparation of a stamp. A substrate is coated with photoresist. The photoresist is covered with the mask that is to be reproduced. The photoresist is irradiated and the unexposed photoresist is etched away. PDMS is poured over and cured. The stamp is peeled from the master. Inspired by Ref.[12]

Fig. 2: Left: Scanning electron micrograph of a micropillar array. Image from Ref.[17] Right: Micropillars deformed by myocytes. Image kindly provided by Nico Hampe (ICS7, Forschungszentrum Jülich).
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Fig. 3: The principle of micro contact printing, inspired by Ref.[19]. a) A PDMS stamp is created as in Fig.1; b) the PDMS stamp is dipped into ink (in this case an alkanethiol solution) and stamped onto a gold surface where the thiol groups react covalently with the surface. A self assembling monolayer is formed; c) the unprotected gold surface can be etched away to form the desired topographic structure.

Micro-contact printing utilises an elastomeric stamp to print a pattern with some kind of ink on a surface. The ink functionalises the surface in a particular way in order to let molecules or larger structures like cells or bacteria selectively adsorb on the surface. The technique of micro-contact printing (µCP) was introduced by Whitesides in the early 1990’s[19]. Using a stamp of poly(dimethylsiloxane) (PDMS), they were able to print self assembled monolayers of alkanethiols onto a flat golden surface to form a predetermined pattern. Subsequent treatment of the partially covered surface with a solution of 1M KOH, 0.1 M KCN and dioxygen etches the unprotected parts of the surface[19, 20]. This procedure is illustrated in Fig.3. Since the invention of µCP the number of inks has increased enormously[21] and in principle any substance that has a higher affinity for the surface than for the stamp can be printed. Most conveniently the ink undergoes some chemical reaction with active surface groups available[22, 23] which leads to a monomolecular layer. If the surface bound molecules contain some functional or reactive group other molecules, particles functionalised with complementary interactions or even whole cells or bacteria can be adsorbed specifically.

Using µCP, patterns with typical dimensions of one to several hundreds of micrometers can be obtained. There are however some technical problems that arise from the deformability of the stamp, a problem that mainly appears for high aspect ratio structures (width/height of the pillars)[3, 24]. This is shown in Fig.4. Moreover, swelling of the stamp due to absorption of solvent also changes the shape and reduces the precision of the pattern. The problem of deforming the stamp when pressing it on the surface can be partially overcome by so-called submerged µCP (SµCP) where the printing is performed under water (submerged) and the water stabilises the stamp[24].

An important application of µCP in cell biology[25, 26], tissue engineering[27] and also the
Fig. 3: The principle of micro contact printing, inspired by Ref.[19]. a) A PDMS stamp is created as in Fig.1; b) the PDMS stamp is dipped into ink (in this case an alkanethiol solution) and stamped onto a gold surface where the thiol groups react covalently with the surface. A self assembling monolayer is formed; c) the unprotected gold surface can be etched away to form the desired topographic structure.

Micro-contact printing utilises an elastomeric stamp to print a pattern with some kind of ink on a surface. The ink functionalises the surface in a particular way in order to let molecules or larger structures like cells or bacteria selectively adsorb on the surface. The technique of micro-contact printing (µCP) was introduced by Whitesides in the early 1990’s [19]. Using a stamp of poly(dimethylsiloxane) (PDMS), they were able to print self assembled monolayers of alkanethiols onto a flat golden surface to form a predetermined pattern. Subsequent treatment of the partially covered surface with a solution of 1M KOH, 0.1 M KCN and dioxygen etches the unprotected parts of the surface [19, 20]. This procedure is illustrated in Fig.3. Since the invention of µCP the number of inks has increased enormously [21] and in principle any substance that has a higher affinity for the surface than for the stamp can be printed. Most conveniently the ink undergoes some chemical reaction with active surface groups available [22, 23] which leads to a monomolecular layer. If the surface bound molecules contain some functional or reactive group other molecules, particles functionalised with complementary interactions or even whole cells or bacteria can be adsorbed specifically.

Using µCP, patterns with typical dimensions of one to several hundreds of micrometers can be obtained. There are however some technical problems that arise from the deformability of the stamp, a problem that mainly appears for high aspect ratio structures (width/height of the pillars) [3, 24]. This is shown in Fig.4. Moreover, swelling of the stamp due to absorption of solvent also changes the shape and reduces the precision of the pattern. The problem of deforming the stamp when pressing it on the surface can be partially overcome by so-called submerged µCP (SµCP) where the printing is performed under water (submerged) and the water stabilises the stamp [24].

An important application of µCP in cell biology [25, 26], tissue engineering [27] and also the
development of biosensors [28] is that of patterning proteins [26, 29, 30]. The surface is first functionalised such that proteins can bind to it and subsequently an ink containing proteins is stamped on it. This structured pattern of proteins can be used for instance to study the adhesion and movement of cells on a substrate.

In Fig.5 we show preferential cell adsorption on a surface that is patterned with a specific protein [23, 31]. A surface is coated with an aldehyde terminated self assembled monolayer. On this layer a pattern of collagen-like proteins is printed using an oxidised PDMS stamp. Oxidation renders the PDMS surface hydrophilic. The uncovered regions were made nonadhesive by adsorbing Poly(ethylene glycol) molecules. Finally, human malignant carcinoma (HeLa) cells were seeded and incubated on the surface [31]. For successful localisation of cells the size and spacing of adsorption sites is important. If the distance between the sites is too small, cells will also occupy the space between the adsorption sites. For this particular system it turns out that the pattern evolves in time. After incubation for more than about 72 hours cells start to spread also to regions outside the adsorption sites. This is possibly due to deliberate modification of the interstitial regions by by the cells by secreting degrading enzymes, applying local pH changes or applying mechanical stresses [31, 32].
Fig. 6: a-i) An electron microscopy grid is used to cover a PDMS substrate. a-ii) The unprotected area is plasma oxidised. The increasing grayscale indicates increasing plasma oxidation. a-iii) Vesicles are added that adsorb to form monolayers on the bare hydrophobic PDMS surface and bilayers on the hydrophilic areas. b) Schematic illustration of the dependence of the supported lipid phase on the plasma oxidation time. (i) Fluid supported monolayers form on unmodified PDMS, while (ii) a small degree of plasma modification results in a surface that rejects lipid assembly (gap region). (iii) Further plasma oxidation of the surface causes vesicles to adsorb, ultimately leading to (iv) formation of a fluid supported bilayer. Figure reproduced from Ref.[33]

Lenz and coworkers employed another strategy to create a periodic hydrophobic-hydrophilic surface pattern on which bilayers can be selectively adsorbed [33]. A PDMS layer was covered using an electron microscope grid (Fig.6a-i) as a mask and subsequently exposed to an air plasma leading to a local oxidation of the PDMS layer in the uncovered regions (Fig.6a-ii). By varying the plasma cleaning time the extend of oxidation can be controlled as is indicated by the light gray (hydrophobic) and dark gray (hydrophobic) regions [33]. By varying the plasma oxidation time the surface can be modified in such a way that it adsorbs lipid monolayers (no oxidation, hydrophobic surface, Fig.6b-i), no adsorption whatsoever (mildly hydrophilic surface, Fig.6b-ii) it adsorbs vesicles (moderately oxidised, hydrophilic surface but not attractive enough to destroy vesicles, Fig.6b-iii) or bilayers adsorb (strongly oxidised, hydrophilic surface, Fig.6b-iv).

2.3 Colloidal lithography

Colloidal lithography provides another way of creating surface patterns and is based on the principle of colloidal crystallisation in two dimensions [34, 35]. For a mono disperse system this leads to an ordered monolayer of colloidal particles. These colloidal particles are in the size range of 50 nm to several micrometers and large enough to undergo Brownian motion. The monolayer which can also consist of more than one size of colloidal particles can be either used directly as it is or it can be used as a mask similar to what we have seen in the previous section. A variety of modifications like metal deposition and etching steps can be then applied to obtain patterned surfaces. The main advantage of colloidal lithography over soft lithography...
Colloidal crystallisation  Colloidal crystals appear in nature as opals [36, 37, 38] (Fig. 7a,b) which are well known for their beautiful iridescent colors. If they are put under a microscope a three-dimensional ordered structure of small spherical particles is observed. These particles were formed first by dissolution of silica by chemical weathering from soluble silicates and subsequent nucleation of silica particles in this solution at an appropriate pH [38]. Sedimentation and compression then lead to the formation of crystals. The silica particle size in opals is typically between 150-300 nm. Ordering of particles of this size in a regular lattice gives rise to diffraction and Bragg reflections in the visible part of the electromagnetic spectrum so that when we use our head as a crystallographic goniometer different colors are observed. The formation of synthetic opals, colloidal crystals, has been studied extensively over the last 30 years. It is now known that if hard sphere-like colloidal particles are prepared with a size polydispersity lower than about 10% they can, under the appropriate conditions, that is at large enough volume fractions, undergo a phase separation into a fluid and a solid phase, a colloidal crystal. The underlying crystallisation transition was already predicted in the early 1950’s by computer simulations of hard spheres [39]. Many years later this phase transition was for the first time extensively experimentally investigated using synthetic colloidal particles [40]. It turns out that in bulk suspensions the initially isotropic fluid phase becomes unstable with respect to the crystalline phase at volume fractions of about 50% and phase separates into a colloidal fluid coexisting with a colloidal crystal whereas above 55% the system is completely crystalline. The transition from colloidal fluid to colloidal crystal is nicely seen in the sequence of images in Fig. 7c. Note that in the absence of attractive interactions a colloidal crystal is formed by densification of the colloidal fluid, that is by purely changing the entropy. At low densities the colloidal fluid is stable and fully characterised by translational entropy of the particles. When increasing the density the translational entropy decreases as colloidal particles increasingly hinder each other. At the transition which for hard spheres happens around 50% in volume of colloidal particles it becomes more favourable for the particles to order in a lattice and gain vibrational degrees of freedom around average lattice positions. The colloidal crystallisation transition is not limited to only one-component systems or spherical particles. Moreover, for anisotropic particles positional and orientational order play a role and for mixtures of for instance colloidal spheres and colloidal rods or colloidal plates and colloidal spheres the phase behaviour can become rather complicated.
Colloidal crystals can also be obtained in two dimensions even though in two dimensions long ranged positional order is absent at finite temperatures[41, 42].

**Monolayer assembly** There are many experimental protocols to obtain monolayer or two-dimensional colloidal crystals in an experimental setting. A comprehensive overview of methods and their advantages and disadvantages is given by Vogel [34]. Ye and Qi in addition also discuss several applications of monolayer crystals [43]. Here I will briefly discuss a few preparation methods and some applications.

The simplest method to produce a colloidal crystal is to use a gravitational field to precipitate particles on a wall [44]. This method is slow and one has very little control over the number of layers that is grown [35].

A well documented and frequently used preparation method utilises a combination of evaporation induced forces and capillary forces between colloidal particles. A drop of a colloidal suspension is placed in a teflon ring on a substrate and the solvent is slowly evaporated. The teflon ring prevents the particles to accumulate at the boundary (as in a drying coffee drop) and induces crystal nucleation at the center when the concentration is large enough. The evaporation leads to a particle flux from the boundary of the droplet radially inwards which causes crystallite to grow [45, 46, 47].

Vogel recently developed a fast and simple method, called direct assembly, not requiring any special equipment, to create high quality monolayers of spherical particles [34, 48]. The method resembles the one of Retsch and co-workers in which particles first are put in a disordered layer on a flat surface which is subsequently immersed in a host fluid under a slight angle. The particles form then a dense monolayer at the interface. This monolayer is picked up by immersion of the desired substrate under a slight angle and lifting it from the fluid [49].

Vogel's method is illustrated in Fig.8 and consists of the following steps. First, colloidal particles are added to the interface until the interface is fully covered. Adding too many particles leads to buckling of the monolayer and to multilayer formation. Then, a substrate, which can be flat or have any topographical structure, is immersed in the liquid and lifted from the subphase at a shallow angle. The substrate is then dried and the monolayer ready to be used [48]. It turns out that the solvent quality and the addition of small amounts of surfactant have a large effect on the structure of the monolayer. In particular, monolayers obtained in pure water (milliQ grade) turn out to be very inhomogeneous. The addition of small amounts of surfactant leads to a soft barrier on the interface that enhances the packing of the crystal. Moreover, negative surfactant molecules adsorbing on the particles increase the charge of the particles leading to an improved stabilisation of the particles against attractive van der Waals and capillary interactions in turn leading to improved crystallinity [34, 48, 50]. Structures different from the standard hexagonal packing of particles can be obtained by deposition of particles on pre-structured surfaces like in lines [51] or a square lattice of patterned nano wells [52].

Post processing of colloidal monolayers can be used to create a large variety of possible structures including nano-nets, nano-bowls, nano-pillars, nano-cones, etc. [43, 50] and references therein.

**Binary colloidal crystals** Like in atomic systems where crystals can be composed of different sized atoms, colloidal crystals can be grown with for instance particles of different size, different shape or different composition (chemistry). In fact, in nature it turns out that certain Brazilian opals are composed of two sizes of colloidal particles [53, 54]. The mixing of two
sizes of colloidal particles gives yet another relatively easy route to create more complicated surface patterns. The important parameters to tune the structures are the size ratio between large and small particles and the stoichiometry, the relative concentrations of the particles. Figure 9 shows various possible structures for large colloidal particles crystallised in a hexagonal lattice with small particles located at the interstitial sites. The exact structures depend on the particle size ratio and the stoichiometry [55]. The main observation is that the interstitial occupancy increases with the particle number ratio of small to large particles $R_N$. Similar crystal structures as shown in Fig.9 were also reported in Refs.[54, 56].

3 Wrinkling thin elastic films coupled to soft elastic media

When an apple is left to dry it will show after some time a wrinkled surface pattern (see Fig.10a). This pattern results from a simple effect: the apple skin which upon drying retains its surface area has to buckle in order to accommodate the decreasing volume of the drying apple [57, 58]. This effect, where a thin surface layer coupled to an elastic substrate buckles due to the compression of the elastic substrate, leads to wrinkling patterns that can have long range order on flat substrates [59, 60, 61, 62, 63]. An example of such a wrinkling pattern, in this case a disordered one, is shown in Fig.10b.

3.1 Wrinkling flat elastic films

The wrinkling of flat elastic films has been studied extensively over the last 20 years [57, 59, 60, 61, 62, 64, 66, 67, 68]. Systems undergoing a wrinkling transition can be prepared experimentally in a sequence of steps. For instance, a block of PDMS is heated such that it expands. In the expanded state it is covered by a thin metal layer. Subsequent cooling of the system to normal temperatures leads to compression of the bulk PDMS to its original volume which in turn leads to a lateral compression of the top layer that prefers the expanded size. For large enough stresses the top layer forms a pattern of wrinkles [59]. The procedure has been repeated
Fig. 9: Structural changes when adjusting the size ratio $q = d_s/d_l$ and particle number ratio $R_N = N_s/N_l$. The large particles have a diameter $d_l = 1063$ nm. The scale bar is 1 $\mu$m unless stated differently. Reproduced from Ref.[55]

Fig. 10: a) A drying apple with strongly wrinkled surface. b) The wrinkling pattern of PDMS far away from edges or surface topographical structures. Here, many partially ordered domains are found. c) Ordered wrinkle pattern on a structured surface. Reproduced from Ref.[60]
for various metals confirming the mechanism of wrinkle formation. Moreover, upon re-heating and expansion the wrinkles disappear whereas after cooling the wrinkles re-appear. The process is thus fully reversible.

Another procedure is to heat the PDMS block and to expose the top layer to an air plasma. This oxidises the top layer by which its elastic properties change. Cooling down again leads to the formation of wrinkles [60]. By changing the plasma exposure time the thickness and the stiffness of the top layer can be modified. Moreover, the expansion (and thus compression when cooling) can be tuned by changing the temperature [60]. The patterns that are found are for these systems disordered (Fig.10b) as long as the surface is homogeneous whereas patterning by bas relief (inducing step-like features) leads to ordering of the wrinkles at the edges of the steps (Fig.10c).

The scaling of the typical wavelength $\lambda$ of the wrinkles can be obtained from a balance of the bending energy of the stiff surface layer and the stretching energy of the substrate and is given by [59, 62, 66],

$$\lambda \sim C \frac{h}{E_p} \left( \frac{E_p}{E_s} \right)^{1/3}.$$  

(1)

With $h$ the thickness of the top layer, $E_p$ the stiffness (Youngs modulus) of the top layer, $E_s$ the stiffness of the substrate layer and $C$ a factor that still contains the Poisson ratios of the top layer and the substrate as well as a numerical pre-factor.

This shows that in fact bending the stiff surface prefers large wavelength wrinkles whereas compression of the substrate prefers short wavelength wrinkles. The competition of the two leads to intermediate wavelength wrinkles [57].

### 3.2 Spherical geometry

As illustrated by the drying apple, pattern formation by wrinkling is certainly not limited to flat geometries. In fact, pattern formation on a spherical topology has some interesting consequences. Most importantly, long range crystalline order, a perfect organisation of features on the spherical surface is not possible. The packing of equal discs on a spherical surface requires an excess of twelve 5-fold disclinations. A nice example of such a packing is found in the protein shell structure of spherical viruses [69]. Li and coworkers studied the deformation of
Fig. 12: Buckling of a core shell particle subject to isotropic compression as a function of time. The ratio of the shear moduli of the core and shell is $\mu_c/\mu_s = 10$, the core radius $R_c = 100$ and the shell thickness $h = 4$. Reproduced from Ref.[58]

core-shell elastic spheres numerically using finite element calculations. Figure 12 shows the structures from calculations compared to drying experiments on green peas. Initially the core shell particle is isotropically compressed and retaining its spherical shape. After initial stress condensation a pattern of closed packed small amplitude perturbations is found similar as in [70]. This resembles the pattern found at the Föppl-von-Kármán instability for pressure induced buckling of a spherical shell. For the latter case, one of the initially formed indentations grows to form the single indented ground state of a buckled shell [70, 71]. In the case discussed here, the solid elastic core prevents the asymmetric bowl-shaped ground state of a deflated shell to be formed and instead stabilises a homogenous distribution of small indentations or folds depending on the compression of the particle[58].

4 Conclusions

We have discussed three different methods to make patterned surfaces. Soft lithographic methods are fast, reproducible and versatile. However, often one still relies on masks created by photolithography or electron beam writing. Colloidal lithography is based on two-dimensional crystallisation of colloidal spheres and provides a cheap and relatively easy route to create many different nanostructures with underlying lateral crystalline ordering. Finally, the wrinkling of thin elastic films can create ordered and disordered periodic patterns on flat substrates as well as weakly deformed regular and highly deformed and crumpled structures on curved surfaces.
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1 Introduction

Modern life depends strongly on polymer based composites. From simple shoes to hi-tech vessels and electronics, many of them are based on polymers in a mixture with other substances, such as inorganic particles. Actually, composites are not a new invention. They can be traced back to ancient times when evolution led to first composites. In some cases, organic materials, like proteins, and inorganic components, like clays, assemble to mixtures that are ductile and possess high tensile-strengths [1]. Famous representatives are nacre, mollusk shells, bones and teeth tissues.

Our bones are very good examples of composite materials. They are composed of the protein collagen in the form of elongated fibrils, with three of them are twisted to a helix. Within the protein, tiny apatite crystallites, size $\sim 2 - 4$ nm, are aligned parallelly to these collagen helices. Up to now, there is no detailed understanding, how these natural materials are produced [2, 3]. Due to their favorable properties that cannot be achieved using neat materials, assembling artificial composites is quite obvious.

The first artificial composites seem to trace back to the ancient Maya. They painted their walls, potteries and created art (Fig. 1) by using the so-called Maya blue, a mixture of indigo and palygorskite, sometimes called attapulgite, a magnesium aluminum phyllosilicate [1]. Most impressingly, the color kept its brilliance even after several centuries despite of heat, humidity and radiation from the sun.

![Mayan warrior from Bonampak. (Reproduced from Ref. [4])](image)

At first glance, keeping such art might be nice but unimportant for survival of mankind. However, up to now, scientists are interested in Maya blue, due to its resistance against chemicals, solvents, oxidizing and reducing substances [5, 6]. Obviously, the protection capability rests on intercalating pigment molecules in the channels of the silicates that act like a cage. Furthermore, indigo seems to react with the clay and changes the color from blue to turquoise.
Nowadays, a variety of composite materials exists, e. g. in skin care and - protection products, in lasers, sensors, liquid crystal displays, scratch resistant coatings, car tires, soccer balls. For example, soccer balls require high levels of impermeability to gases and liquids, because air retention is very important, at least for those 90 min of standard games. Though the number of composites is continuously growing, in many cases, even up to now, their development is based on alchemy or on recipes found by try and error [1].

Different scientists believe the high tensile strength of composites is a consequence of adding nanoparticles with small diameters (< 100 nm). If at least one component has a size within the nanometer range the material is called nanocomposite [8]. Most importantly, the properties of the composite are not only the sum of the individual properties of the components. Obviously, due to mutual interactions, novel features emerge resulting in unprecedented properties.

Many inorganic materials have dimensions at the nanoscale, but more or less belong to a different class called microcomposites. For example, a tire tread is a silica rubber composite. The silica particles usually used have diameters less than 20 nm, well covered by the above definition, thus at the first glance a showcase example for a nanocomposite. However, experiments demonstrate that silica nanoparticles can agglomerate eventually and even connect by chemical bonds [9]. Therefore, instead of the particle diameter, the cluster size might determine the properties. Nevertheless, strong reinforcement, i. e. a strong increase of the modulus, measured by dynamical mechanical experiments is observed in such materials [10]. Thus, distinguishing different types of composites simply by one definition might be questionable, related to the plethora of phenomena that could occur. If not explicitly mentioned, hereafter, emphasis is put on the class of true nanocomposites, i. e. we assume one component, e. g. the inorganic nanoparticles, has a dimension of less than 100 nm.

Nanoparticles consist of a few to several hundred atoms/molecules and their diameters lie between those of atoms/molecules and the bulk-material. Such an intermediate size leads to interesting effects. Due to their small diameters, the specific surface area is very large, i. e. many atoms are at the surface of the nanoparticles. These atoms are in a higher energetic state, since they are not fully coordinated in comparison with inner particles. Therefore, they exhibit a higher chemical reactivity and catalytic activity [11]. Furthermore, due to the low number of atoms the number of electrons is low. The spacing between single electron levels becomes larger and one falls back to discrete energy levels, instead of quasi continuous bands in solid state materials. Therefore, new properties emerge that are different to those in classical condensed matter, e. g. concerning optoelectronic and magnetic properties of nanoparticles [11, 12].

Hereafter, we focus on the material improvement exploiting the high specific surface area of nanoparticles that are related to a high number of chemical bonds. For example, composites based on the polymer Nylon-6 and the silicate Montmorillonite (MMT) have been extensively studied [13]. In order to test, whether these particles belong to the class of nanocomposites, structural aspects need to be taken into account. Fig. 2 presents some basic ideas on possible morphologies or assemblies of nanoclays in the polymer. On the upper right hand side, the chemical structure is presented. Generally, two types are found, tetrahedral-substituted and octahedral substituted. In the first case, negative charges can be found on the surfaces. By that means, the polymer chains can interact with the surface.
The scheme already suggests that silicates form layers (platelets). One of the most important facts about these sheets is the high ratio between the diameter $L (= L_{\text{clay}})$ and the thickness. Fig. 2 indicates diameters $L_{\text{clay}} \sim 100 - 200$ nm, and a thickness $D \sim 1$ nm. As a third parameter the distance $\xi_{\text{clay}}$ between the sheets plays an important role, e.g. representing the capability to intercalate polymer chains between two layers. The intercalated scenario is displayed on the left hand side (bottom). There, the silicate form stack like assemblies that are well separated from each other or stick together (floc), a process that is called flocculation (middle). Furthermore, due to the capability of the layers to disassemble a so-called exfoliated structure, sometimes called delaminated structure, may form (right).

In order to evaluate these different scenarios experimental results are important, e.g. transmission electron microscopic (TEM) images displayed by Fig. 3. These verify the appearance of all of the different structures postulated by Fig. 2. To reveal details on the local morphology, TEM experiments are very well suited. For example, from such images we easily obtain the typical distances in the samples. (Already, from the overview images presented by Fig. 3, we derive typical distances less than 10 nm between our silicate particles.)

In order to obtain a statistic picture wide-angle X-ray scattering (WAXS) complements TEM very well and is commonly used for that purpose [13]. Basics can be found in Chapter C1 – Scattering of the present textbook. Fig. 4 presents an overview about the typical signatures of the different structures. Furthermore, it indicates that the typical distances are related with the peak positions.
Fig. 3: Transmission electron microscopy (TEM) images of polymer-silicate nanocomposites. (Reprinted with permission from [13]. Copyright 1997 Elsevier)
More accurately, Fig. 4 shows by recording the position, shape and intensity in scattering diagrams, the intercalated and exfoliated (delaminated) structure can be distinguished very easily. From Chap C1, we know that the corresponding peaks can be considered to be correlation peaks, caused by the distances $\xi_{\text{clay}}$ between platelets. We define the momentum transfer $Q \propto \sin \theta$, via the scattering angle $\theta$ and remember the reciprocal relationship $\xi_{\text{clay}} = 2\pi/Q$. At first we would like to note that the scattering diagram of an immiscible system is identical to that of the pure clay [18]. The spacing between the platelets is on average 2.2 nm. When a polymer is intercalated the peak typically shifts to smaller $\theta$ [13], thus, to greater dimensions. The peak corresponds to 3.0 nm. We note that the additional peaks belong to second and third order reflections, and are not considered further. Furthermore, when the silicate is in its exfoliated (delaminated) state, we do not observe any signature of a peak. Typical distances are outside of the $\theta$ values available in typical WAXS experiments. We note that these distances could be revealed by small-angle X-ray scattering (SAXS) or small-angle neutron scattering (SANS) experiments. The respective discussion is outside the scope of this chapter. For details, we refer to the respective literature, e.g. Ref. [26].

This chapter showed that silicates are a good example representing the class of nanocomposites. Therefore, we can exemplify properties of nanocomposites using mixtures based on polymers and silicates. Before discussing experimental results, typical preparation techniques are summarized.

2 Preparation of Nanocomposites

Preparation of nanocomposites can be divided into three major groups: melt intercalation, intercalation of polymer from solution, and in situ intercalative polymerization methods. Hereafter these techniques are briefly summarizes. Details can be found in the respective literature, e.g. Ref. [26].
2.1 Melt Intercalation

In many cases, organically modified layered silicates are mechanically dispersed in polymer matrices. Though this is the industrial standard, it could cause chain degradation and the particles are not well dispersed. The item dispersion refers to the spatial distribution of nanoparticles. In order to obtain nanocomposites we need to avoid clustering and to generate isolated nanoparticles. The latter case is referred to as optimum dispersion. Standard industrial mixers do not generate ideally dispersed systems. Therefore, other techniques are required.

2.2 Intercalation of Polymer from Solution

In case of lab-based applications, intercalation from solution seems to lead to better materials, e.g. avoiding chain scission and providing particles that are better dispersed. A solvent is used in which the polymer is soluble and the particles can swell, i.e. the clay platelets can be separated. Typical solvents are water, chloroform, or toluene. At first, both components are put into the solvent and then they are mixed. It is assumed that during mixing the polymer chains intercalate and replace the solvent molecules on the surface of the silicate [13]. After suitably evaporating the solvent we obtain the desired nanocomposite. However, the described procedure has an important disadvantage. In Chap. B1 – Polymers of this textbook, the role of the entropy was highlighted, encompassing its relationship to the number of different conformations due to thermal fluctuations and in different chains. If chains are close to surfaces, the number of available conformations is more limited due to geometrical constraints and confinement effects. Therefore, the polymer chains tend to circumvent this situation and increase the distance to surfaces. This mechanism leads to a ‘cavity’ close to the nanoparticles that generates a (virtual) attractive force, called depletion force, by which the particles can agglomerate. We assume that the low viscosity in the mixture of polymer, particles and solvent promotes this process.

2.3 In Situ Intercalative Polymerization Method

The layered silicate is swollen in the liquid monomer or a monomer solution. Then, appropriate catalysts, e.g. heat, radiation, etc. can initiate polymerization that occurs between the intercalated sheets. Compared to the previous intercalation from polymer solution, the particles are again better dispersed. Currently, this technique seems to mark the optimum.

3 Properties of Nanocomposites

Nanocomposites consisting of a layered silicate and a polymer can show drastically enhanced properties. Hereafter, a few of them are summarized.

3.1 Mechanical Properties

One very famous technique is dynamical mechanical analysis (DMA). It measures the response of the material to an oscillatory deformation. (More details on the method are presented in Chap. C6 of this textbook.) Within the present chapter, we focus on the storage modulus, $G'$, the loss modulus, $G''$, and $\tan \delta = G''/G'$. $G'$ measures the stored energy, i.e. representing the elastic fraction, and $G''$ the energy dissipated as heat, representing the viscous fraction. Many authors use $\tan \delta$, because it simply allows observing changes in the molecular mobility, maybe
caused by the glass transition.

Fig. 4 (a) shows a typical example using a mixture of the polymer polylactide (PLA) and MMT, plotting $G'$, $G''$, and $\tan \delta$ as a function of the temperature. The unfilled material, PLA, is compared with the nanocomposites, with a MMT fraction of 3 (PLACN1), 5 (PLACN2), and 7 wt% (PLACN3). We observe an enhancement of $G'$ by increasing the clay fraction. Inspecting the data sets in detail shows a greater enhancement at $T > T_g$ [13]. A mechanical $T_g$ can be defined using the maximum of $\tan \delta$. Fig. 5 demonstrates that the increase of the modulus is a systematic function of the MMT fraction, taking the modulus at $T = 120^\circ C$.

Up to now, the enhancement of the modulus, by adding nanoparticles is not fully understood. Currently, it is an up-to-date topic under debate and extensive research is carried out [26].
Fig. 6: Modulus as a function of the MMT fraction at $T = 120 \, ^\circ C$. (Reproduced from ref. [20] by permission of John Wiley & Sons Ltd)

3.2 Heat Distortion Temperature

The head distortion temperature (HDT), sometimes referred to as heat deflection temperature, is the temperature at which a polymer sample deforms under a specific load. Due to its importance for product design, engineering and manufacturing of products using thermoplastic components, the testing procedure is standardized in the document ASTM D648 or similarly in ISO 75. The abbreviation ASTM stands for American Society for Testing and Material, which is an international organization that develops technical standards for a wide range of materials. The European equivalent is the International Organization for Standardization (ISO).

Fig. 7: Head distortion temperature (HDT) as a function of the silicate fraction. (Reprinted with permission from [21]. Copyright 1997 Elsevier)

Fig. 6 compares the HDTs of a neat PLA with those of nanocomposites with different MMT fractions. A constant load of 0.98 MPa was applied during the experiment. The result indicates an increase of the HDT from 65 (neat PLA) to 111 °C.
It is worth to note that the HDT of nanocomposites is greater than the value in microcomposites [13]. When we recall Fig. 2, we realize that clay platelets possess a high aspect ratio between the thickness and the size of the platelets. The literature revealed that the HDT also depends on that ratio between diameter and thickness of the platelets [14]. Furthermore, the authors conclude that strong hydrogen bonds between polymer chains and solid surfaces of the clay particles determine the HDT.

### 3.3 Thermal Stability and Fire Retardant Properties

One tool to measure the thermal stability is thermogravimetric analysis (TGA). It simply measures the weight loss of the material during heating. The literature reports a weight loss shifted to higher temperatures when adding nanoparticles. Typically, the degradation occurs at temperatures 50 °C higher than in the pure polymer [13]. Even with a fraction of 0.1 wt% of clay only, a significant change occurs. Both intercalated and exfoliated materials show an increase of the temperature. It may be explained by introducing barrier properties due to the incorporation of silicate. Details can be found below.

The thermal stability of materials is very important for applications, in particular if a fire occurs. Meanwhile, materials based on the fire retardant properties of nanocomposites, particularly, those based on clays, may help to improve the materials performance. In fact, there are many parameters that can be improved, e. g. the heat release rate (HRR), heat peak HRR, smoke production, etc.

One tool to measure fire retardant properties is the so-called Cone calorimeter. It is a tool that measures the smoke optically and the soot gravimetrically. Details on the method can be found in the respective literature, e. g. Refs. [15, 16]. Fig. 7 presents the enhancement of HRR by the addition of silicates, i. e. a reduced flammability. It shows also a difference for exfoliated and intercalated clays. It is another indication that intercalated materials are more effective than exfoliated polymers. Furthermore, the literature reports that perfect dispersion is essential to show an enhanced HRR [17].

**Fig. 8:** Heat release rate (HRR) as a function of the time for various composites with 3 % clay fraction for different clays. (Reprinted with permission from Ref. [22]. Copyright 2001 American Chemical Society.)
3.4 Gas Barrier Properties

In Section 1 of the present Chapter, we became aware of the requirement to control the gas barrier properties in materials, e.g. for having a perfect 90 minutes soccer game. To study this water vapor permeability tests of nanocomposites films are suitable (ASTM E96-95) [23]. For that purpose dry nanocomposite films very used to seal the open flange of bottles and put it under certain conditions, such as a constant temperature and humidity. From the weight of the bottle the water transmission rate can be calculated and from that the permeability.

Fig. 9 shows the relative gas permeability $P_c/P_0$, i.e. the gas permeability $P_c$ divided by the gas permeability of the pure material $P_0$. The symbols show a significant reduction of the gas permeability with increasing the silicate fraction. The theoretical lines assume well dispersed nanoparticles and evaluate the predictions using different aspect ratios $\alpha = 300$, and 1000.

From such experiments, it became clear that clays introduce barrier properties [23]. Furthermore, the barrier properties seem to be different when the clays form intercalated or exfoliated structures [24]. This observation is important, because it indicates that besides the trivial change due to the increase of the particle fraction the structure or eventually the orientation plays an important role.

![Fig. 9: Relative water permeability as a function of the silicate volume fraction of silicate. The symbols are experimental values and the full lines are calculated. (Reprinted with permission from Ref. [23]. Copyright 2001 American Chemical Society.)](image)

In order to relate the morphology with the gas permeability, simulations are very useful [24]. Fig. 10 shows the influence of the orientation of platelets, as described by the order parameter $S$. The simulations reveal that the relative permeability depends on the order parameter $S$. Additionally the dependence on the diameters $L$ of the platelets is visualized. The thickness $W = 1$ is kept constant. Furthermore, the literature shows that the intercalated structure is less desired compared to the exfoliated structure, when low permeabilities required [24].
Fig. 10: Influence of the platelet orientation described by the order parameter $S$ on the relative permeability for various diameters $L$ of the platelets. (Reprinted with permission from Ref. [24]. Copyright 2001 American Chemical Society.)
3.5 Optical Transparency

Obviously, the properties presented depend on the nanoscale dispersion of the clays into the material. Besides these enhancements, going from micro to nanoparticles changes the optical properties from opaque to transparent. For example, due to diameters much smaller than the wavelength of visible light, light is not scattered and therefore true nanocomposites are optically transparent. This speculation can be simply tested by UV/vis transmission spectra, recording the transmittance as a function of the wavelength. The experimental data show no or almost no changes within the region of visible light (400 – 700 nm). It also shows that for smaller wavelengths the absorption is affected, because here the clay size starts to play an important role.

![UV/vis transmission spectra as a function of the wavelength, for different silicate fractions. (Reprinted with permission from Ref. [25]. Copyright 2000 American Chemical Society.)](image)

**Fig. 11:** UV/vis transmission spectra as a function of the wavelength, for different silicate fractions. (Reprinted with permission from Ref. [25]. Copyright 2000 American Chemical Society.)

3.6 Conclusions

The successful stories of nanocomposites could be continued, e.g. possible changes in ionic conductivity, biodegradability, crystallization, etc. Most likely, these few examples, will be accompanied by many novel and unprecedented properties that we can not imagine today. Therefore, the research on nanocomposites will continue and contribute to novel and important applications in the future.
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1 Introduction

Microemulsions are both: ideal systems for academic research and technical solutions for cleaning processes. Classically, the emulsion is a related system that reaches kinetic stability by an amphiphile that mediates between water and oily substances. For many applications the time-limited stability is sufficient, such as food products, cosmetics, and paints. Either the degradation is wanted, or simple stirring can restore the initial state. Microemulsions are thermodynamically stable. This facilitates the formulation, because all times the same state is obtained. For academic research this is highly important to make experiments reproducible and highly precise. For industrial products the stability is also desirable. The introduced paint remover often stays at home for longer periods before it is used another time. Each time, the product performs equally good.

Microemulsions consist of three elementary substances: water, oil and a surfactant. The surfactant mediates between the two immiscible components and allows for a stable mixture. This is directly seen visually, by obtaining a transparent liquid. Microscopically, there are still domains of water and oil, and the surfactant forms a thin film between the two domains. The structures are in the nanometer range, and this is why scattering experiments are the ideal tools for resolving the structure.

Amphiphilic polymers have been found to be ideal additives to microemulsions. The efficiency of the surfactant is dramatically increased, and so large amounts of surfactant can be saved. This makes applications cost effective, because surfactants are usually expensive. Furthermore, the cleaning abilities might be increased as well.

The other advantage of microemulsions is the structural size that is highly reproducible by formulating the complex fluid specifically. This is needed, if chemical reactions take place in one of the aqueous of oily domains. Nano-reactors host reactions for nano-scale products that have determined size and low polydispersity [1]. Apart from that, specific foams can be obtained with well defined and small bubbles. So, very good thermal insulators can be obtained at low cost [2]. Also for water-fuel mixtures that inhibit large amounts of soot and oxides of nitrogen the droplet size of the water droplets matters: In the combustion, the fuel sprays more homogenously for smaller droplets [3]. Many of these applications wait for inexpensive solutions where the structure needs to be resolved using scattering experiments.

In this manuscript there are concepts presented first: for aqueous surfactant systems and for microemulsions. The basic terms are introduced and related by the underlying concepts. The three most often used phase diagrams are presented and their meaning to science and applications is discussed. The most important additive, the amphiphilic polymer, is discussed in detail: conceptually and with respect to applications. Apart from that, the studies of microemulsions adjacent to planar walls open new perspectives of tailoring microemulsions for specific applications.

2 Concepts for Aqueous Surfactant Solutions

Surfactants can be divided into two major classes: Ionic surfactants possess a ionic head group with a counterion while non-ionic surfactants have no charges. In the first case, the ionic head group is soluble in water, and the counterion dissociates. One for research important surfactant is the sodium dodecyl sulfate (SDS, see Fig. 1). The SDS is an anionic surfactant because the sulfate head group is an anion. The tail of the SDS molecule is a hydrocarbon, which is typical
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Fig. 1: Top: Conceptual drawing of a surfactant molecule. The hydrophilic head is blue while the hydrophobic tail is red. Middle: Chemical structure of sodium dodecyl sulfate (SDS). The head and tail groups are just below the conceptual drawing. Bottom: Chemical structure of tetraethyleneglycolmonodecylether (C\textsubscript{10}E\textsubscript{4}). The head group is four glycol groups long.

for most of the surfactants. A representative for the non-ionic surfactants is tetraethyleneglycolmonodecylether (C\textsubscript{10}E\textsubscript{4}, the indices count the carbon atoms and ethylene oxide groups, see Fig. 1). The head group is not charged; but the oxygen atoms along the head group give rise to hydrogen bonding, which is favorable for the water solubility. For this type of surfactant the molecule ends can vary in length, but also in chemical structure. For instance the hydrophobic tails can possess different amounts of saturated carbon-carbon bonds. This is important for lipids, which are natural ionic surfactants forming cell membranes. Lipids often have two hydrophobic tails. The number of double-bonds in the tails determines the thermodynamic state of the membrane. Many unsaturated tails give rise to crystalline order of the hydrophobic tails [4]. Apart from the tails, the head groups may possess two oppositely charged groups; then the surfactant is called amphoteric. The whole concept of hydrophilic and hydrophobic can be extended by a third type of philicity: The polymer Teflon (fluorinated carbon chains) is known to be neither water soluble nor oil soluble. If fluorinated carbon chains are used as hydrophobic tails a new class of surfactants is obtained\textsuperscript{1}. Throughout this manuscript we limit ourselves to the simple twofold concept of hydrophilicity and lipophilicity. The interested reader may find further information about fluorinated surfactants in the literature [5].

We now consider aqueous solutions of a single surfactant type. It is known that at very low concentrations the surfactant molecules are dissolved independently. The reason for this behavior is the entropy, which favors dissociated molecules. But because the hydrophobic tail causes some enthalpic violation, at the critical micelle concentration (CMC) the surfactant molecules associate and form small spherical micelles. The hydrophobic tails are in the center and the hydrophilic heads surround the micelle. The hydrophobic neighborhood of the hydrocarbon chains can be monitored by NMR [6] and so very precise values for the CMC can be given. The effect of the CMC is a volume effect and is thus determined for large volumes. At the surface, the surfactant molecules can also be found. These studies focus on Langmuir-Blodgett films for instance, but this topic will lead too far.

The formation of micelles corresponds to the condensation of gases to small droplets with one difference: The micellar dimensions are determined by the molecular size of the surfact-\textsuperscript{1}Fluorinated surfactants allow for CO\textsubscript{2} to be used as hydrophobic component in microemulsions for instance.
Table 1: *The different micellar structures predicted on the basis of the packing parameter.*

<table>
<thead>
<tr>
<th>$P$</th>
<th>molecule geometry</th>
<th>micelle structure</th>
<th>symmetry</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt; \frac{1}{3}$</td>
<td>cone</td>
<td>sphere</td>
<td>point-like</td>
</tr>
<tr>
<td>$\frac{1}{3}$ to $\frac{1}{2}$</td>
<td>wedge</td>
<td>cylinder</td>
<td>cylinder</td>
</tr>
<tr>
<td>$\frac{1}{2}$ to 1</td>
<td>wedge</td>
<td>vesicle (double layer)</td>
<td>point-like</td>
</tr>
<tr>
<td>1</td>
<td>cylinder</td>
<td>planar double layer</td>
<td>plane-like</td>
</tr>
</tbody>
</table>

Fig. 2: *Molecule geometries for different packing parameters.*

The next question focuses on the state or structure of the micelles in solution. Different structures can be classified and shall be explained on the basis of a simple model, which mainly focuses on ionic surfactants. The parameter of interest is the packing parameter [7], which is defined as follows:

$$P = \frac{v}{a \cdot l}$$

In this equation the parameter $v$ is the volume of the whole molecule, $a$ is the area of the head group, and $l$ is the length of the chain. This packing parameter can vary between values below $\frac{1}{3}$ and 1 (see Table 1). For values below $\frac{1}{3}$ the micelles are spherical, then for $P$ up to $\frac{1}{2}$ the micelles are elongated cylinders. For $P$ up to 1 the micelles form closed double layers, i.e. spherical hollow membranes; they are called vesicles. For $P = 1$ the membranes become planar. The formed structures have a high degree of symmetry. Only fluctuations might destroy the high degree of symmetry. So for instance very long cylindrical micelles start to bend and a worm-like micelle is formed [8]. For the purpose of this lecture we restrict the considerations of $P$ to a maximum of 1.

An experimental phase diagram is depicted in Fig. 3. We first restrict ourselves to the temperature of 20°C (see Fig. 3). The CMC is found at concentrations of around 0.005%. At higher concentrations up to ca. 1% spherical micelles are found. In between 1 and 10% the micelles become cylindrical. Going up in temperature now, their length grows until the phase boundary at $\sim 33°C$ is reached. A clear line between spherical and cylindrical micelles is not given in the phase diagram because the phase transition smears out, and usually a coexistence between the two morphologies is found. The long micelles are usually wormlike because of the fluctuations. At higher concentrations the worms can even form networks. All these effects take place in the one-phase region ($1\Phi$ or $L_1$). The temperature has an effect on the micelle shape because at lower temperatures water penetrates the head group of the non-ionic surfactant.

So far we did not consider the case, that the micelles can be reversed. At low water concentra-
Fig. 3: An experimental phase diagram of the non-ionic surfactant \( C_{12}E_5 \) in water [9, 10]. Following a horizontal line at ca. \( 20^\circ C \) from low to higher concentrations one finds the CMC at around 0.005% and the one-phase (1\( \Phi \)) region. Below \( \sim 1\% \) the micelles are spherical and uncorrelated. Between 1 and 10\% the micelles become cylindrical. Their length increases with temperature until the phase boundary at around 33\(^\circ C\) is reached. Interestingly, more phases are found than predicted by the simple packing parameter approach. 2-phase coexistence is indicated by 2\( \Phi \). The hexagonal phase is indicated by \( H_1 \) and the lamellar phase by \( L_a \). The \( L_3 \)-phase is the sponge phase. To the right the same diagram is shown on linear scale and more schematically [9]. The abbreviations for the different phases are discussed in the text below (see also Table 2).

In Fig. 3 there are also two-phase regions marked. In this region two phases coexist, so either the sample gets turbid because of many small domains or, after a long time, the sample forms a meniscus between the two clear phases. The horizontal lines indicate the corresponding co-
existing phases, so from a given overall concentration one follows the tie-lines to the right and left, and reads off the properties of the coexisting phases. The lines are horizontal, because the vertical axis is the temperature. For more complicated phase diagrams (we shall see later) the tie lines can be tilted. The example \( L_3 + W \) or \( L_1 + L_3 \) indicates a coexistence of the sponge phase \( L_3 \) with a highly water rich phase. The example \( L'_1 + L''_2 \) or \( 2\Phi \) indicates two coexisting micellar phases. One of them contains spherical and the other one cylindrical or wormlike micelles.

In summary, for the aqueous surfactant systems, the following points shall be clear: The CMC separates the highly diluted from the diluted region. The entropy favors unimeric surfactant molecules while the enthalpy favors micelles. The concept of packing explains the micellar shapes. These shapes have a high degree of symmetry, because each surfactant molecule is identical. The shapes range from spherical over cylindrical to lamellar. At higher concentrations, the interactions between the micelles lead to lyotropic (or liquid crystalline) phases. There exist phases with the same micellar shapes of the diluted region, but also ordered phases with new unit cells (see \( V_1 \)). The interactions are sterically repulsive for non-ionic surfactants and Coulomb-like for ionic surfactants. Theoretical concepts of the interactions will be given in the following chapter. The parameter temperature comes into play here because enthalpic and entropic contributions are weighted differently.

### 3 Concepts for Microemulsions

So far we have been focusing on two-phase systems. For cleaning processes the uptake of oil is an important issue. Then microemulsions will be formed. It is known that on a microscopic level there are domains of (nearly) pure water and oil, and the surfactant is at the interface. In this sense, the surfactant mediates between the hydrophilic and hydrophobic components, which leads to macroscopically homogenous fluids. Thus, microemulsions are mostly optically clear, which is one criterion for phase diagram measurements.
Fig. 5: Left: A transmission electron micrograph of the microemulsion containing water, octane, and \(C_{12}E_5\). The surfactant content was 7 wt% (see Ref. [12]). The indicated bar shows a scale of 1 \(\mu\)m. Right: A real space picture of the bicontinuous microemulsion according to computer simulations [13]. Actually the surfactant film is shown with the surface color being red for oil facing surface and yellow for water facing surface.

Fig. 6: A more schematic phase triangle with most typical lyotropic phases [14]. At the bottom there is the three-phase coexistence region (black) surrounded by two-phase coexistence regions. Above there is the large \(L_1\)-region with droplets, cylinders and the bicontinuous phase. In the upper half there are many lyotropic phases such as the hexagonal \(H_3\), the cubic \(V_3\), the lamellar \(L_\alpha\), and the fcc or bcc cubic \(I_1\) phase.
A rather simple phase diagram is shown in Fig. 4. There are now one-phase, two-phase, and three-phase coexistence regions, since now three components are used. The most interesting region is the small one-phase region almost in the center of the phase triangle. Here the bicontinuous microemulsion is found. The components oil and water both form a sponge-like structure, i.e. each of the sponge hosts the other one. In this sense the phase is bi-continuous (see also Fig. 5). This can for instance be proven by conductivity measurements. The grey three phase coexistence region in the bottom of the triangle indicates a coexistence of a water-rich, an oil-rich, and a bicontinuous phase. Here the concept of tie-lines breaks down. Contrarily, all two-phase regions are filled with tie-lines, which are tilted now. At very low surfactant concentrations the droplet phase is found. This phase is nearly invisible on the current scale. A more schematic phase diagram with lyotropic phases is depicted in Fig. 6. One important point is the large $L_1$ phase where droplets, cylinders, and the bicontinuous phase are included. Entropic contributions destroy clear phase transitions between the distinct structures, and so coexistence is possible. On the bottom right the reversed micelles are found. Another point of this scheme is the indication the most important lyotropic phases. Their real space pictures are indicated around the phase triangle. The structures show closed micelles with the hydrophobic component inside. In principle, the reversed micelles are possible as well. After we have seen that different authors use different abbreviations for the same phases a list of all possible abbreviations should be given. A first attempt was made by Tiddy [4] that we now extend for our own purposes (see Table 2).

While the theoretical concept for aqueous surfactant systems describes the micelles as bulky objects the most widely accepted concept for microemulsions bases on the theory of Helfrich [16]. Here it is assumed that the surfactant forms a membrane and the free energy of the overall system is dominated by the elastic properties of the membrane. The free energy reads then:

$$F = \int dS \left( \gamma + \frac{1}{2} \kappa (c_1 + c_2 - 2c_0)^2 + \bar{\kappa} c_1 c_2 \right)$$

The first addend describes the surface tension of the membrane. In principle the surfactant might vary the formed surface by different tilt angles (the molecules are not oriented perpendicular) or by crystallization of the hydrophobic tails. For our purposes we assume a liquid membrane, and neglect variations of the overall surface. The next summand is a product of the bending rigidity $\kappa$ and the deviation of the mean curvature $\frac{1}{2}(c_1 + c_2)$ from the equilibrium curvature $c_0$. The curvature arises from a tangential construction at a given membrane point (see Fig. 7).

Namely, two perpendicular circles describe the tangent. Their reciprocal radius is the curvature, i.e. $c_i = R_i^{-1}$. A positive curvature means a curvature towards the oil domain. The middle summand is sensitive to deviations of the mean curvature from the equilibrium curvature. The last addend is a product of the saddle splay modulus $\bar{\kappa}$ and the Gaussian curvature $c_1 c_2$. A saddle shape for instance has a negative Gaussian curvature, while for a sphere the Gaussian curvature is positive, i.e. $c_1 c_2 = R^{-2}$. One finds typical values of $\kappa \approx 1...10 k_B T$ and $\bar{\kappa} \approx -\kappa$ for soft to rigid membranes. On this basis, predictions for the phase behavior can be made as we will see below.

The first problem to tackle is the $L_1$ phase. As we have seen, there exist spherical and cylindrical micelles. The lamellar phase $L_\alpha$ will be taken into account as well. The problem was treated by Safran [17] for the first time by comparing the free energies for the three different cases. Since the bodies were assumed to be ideally shaped the calculations were kept quite simple, i.e. all surface integrals are carried out for constant curvatures. He found that the three different shapes are separated by distinct phases. The same problem was described by Blokhuis [18]...
Table 2: A survey about symbols for the different phases in aqueous surfactant systems and microemulsions. A first attempt was introduced by Tiddy [4]. Especially more exotic examples are given there. The second column gives symbols for polymeric systems [15] for curiosity.

<table>
<thead>
<tr>
<th>symbol used here</th>
<th>symbol (polymers)</th>
<th>alternative symbols</th>
<th>explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 1Φ</td>
<td>L1 or L2</td>
<td>L1 or L2</td>
<td>micelles &amp; fluctuating bicontinuous phase</td>
</tr>
<tr>
<td>2, 2Φ</td>
<td>L' + L''</td>
<td>micelles &amp; fluctuating bicontinuous phase</td>
<td></td>
</tr>
<tr>
<td>3, 3Φ</td>
<td>L1 + L2 + L3, ...</td>
<td>micelles &amp; fluctuating bicontinuous phase</td>
<td></td>
</tr>
<tr>
<td>L1</td>
<td>M1</td>
<td></td>
<td>micelles, hydrophobic part inside</td>
</tr>
<tr>
<td>L2</td>
<td>M2</td>
<td></td>
<td>reversed micelles, hydrophilic part inside</td>
</tr>
<tr>
<td>L3</td>
<td></td>
<td></td>
<td>bicontinuous phase</td>
</tr>
<tr>
<td>Lα</td>
<td>L</td>
<td>D, G</td>
<td>lamellar phase, ordered</td>
</tr>
<tr>
<td>H1, H2</td>
<td>E, H1, M1</td>
<td></td>
<td>hexagonal phase, ordered</td>
</tr>
<tr>
<td>I1</td>
<td>Q1, S1c</td>
<td></td>
<td>reversed hexagonal phase, ordered</td>
</tr>
<tr>
<td>I2</td>
<td>Q11</td>
<td></td>
<td>cubic phase \text{fcc, bcc} with spherical micelles</td>
</tr>
<tr>
<td>V1</td>
<td>I1, Q1</td>
<td></td>
<td>cubic phase \text{fcc, bcc} with rev. spher. micelles</td>
</tr>
<tr>
<td>V2</td>
<td>I2, Q11</td>
<td></td>
<td>cubic phase with bicontinuous structure</td>
</tr>
<tr>
<td>G1</td>
<td></td>
<td></td>
<td>cubic phase with rev. bicontinuous structure</td>
</tr>
<tr>
<td>G2</td>
<td></td>
<td></td>
<td>cubic gyroid phase</td>
</tr>
</tbody>
</table>

Fig. 7: An example of a surface with the two principal radii indicated. This construction can be done for any point of the surface.

Fig. 8: Microemulsion phase diagram [18]. The parameter $\omega/R_0$ is given by the ratio of the total volume and the membrane surface and the equilibrium curvature, i.e. $\omega/R_0 = \frac{V_{\text{tot}}}{S_{\text{tot}}} \cdot c_0$. The x-axis shows the ratio of the two moduli $\kappa_\parallel/\kappa$.
in a slightly extended way: Emulsification failure and coexistence of the two micelle types was taken into account. The results are shown in Fig. 8. On the y-axis the dimensionless $\omega/R_0$ is used. It bases on the ratio of the toal volume and the total membrane area, i.e. $\omega = V_{\text{tot}}/S_{\text{tot}}$, and the equilibrium radius $R_0 = c_0^{-1}$. The x-axis is spanned by the ratio of the two moduli $\bar{\kappa}/\kappa$. From small to large surfactant concentrations one passes from the two phase coexistence ($2\varphi$) over the micellar shapes (spheres/cylinders) to the lamellar phase. The choice of the micellar shape is driven by the ratio of $\bar{\kappa}/\kappa$. This means if $\bar{\kappa}$ is strongly negative the spherical micelles are favored. Cylinders (with no Gaussian curvature) are favored from slightly negative to positive $\bar{\kappa}$-values. The theory of Blockhuis was extended to include the translational entropy and polydispersity of the geometrical dimensions. This example shows nicely that entropy smears out the transition between spherical and cylindrical micelles. At this stage of the theory the micelles do not interact.

The interactions to be considered are either stericly repulsive or long ranged Coulomb interactions. The treatment usually involves approximations in different ways. We will introduce two different methods in this manuscript. Schwarz and Gompper [19, 20] considered different minimal surfaces on a cubic lattice. The principal structures are known already (see Fig. 9). For such surfaces the elastic energy as given in equation 2 is minimal with respect to the boundary conditions. In principle, such surfaces were also used as decorative architecture, for instance for the Olympic stadium in Munich. They can be understood as soap bubbles, which form the shape due to the surrounding (boundary condition) and the surface tension. The different minimal surface energies of the cubic symmetry need to be calculated and compared for the different structures. Interestingly, thermal fluctuations can approximately be taken into account. The additional free energy term reads then:

$$F_{\text{steric}} \propto c_0^{-2} \left( \frac{k_B T}{\kappa} \right)^2 \frac{\phi_{\text{oil}}^3}{(1 - \phi_{\text{oil}})^2}$$

This energy depends on the bending rigidity $\kappa$ and the oil volume fraction $\phi_{\text{oil}}$. For large $\kappa$ the fluctuations are suppressed, and the additional free energy becomes small. Small equilibrium curvatures $c_0$ and large oil fractions $\phi_{\text{oil}}$ may make the steric term large. The result of this calculations is that the cubic structures $G, D$, and $P$ are favored with respect to the other cubic structures taken into account (see Fig. 9).

The example of eq. 3 for steric repulsion of membranes without charges was first derived for planar membranes [21]. The principal interaction is called Helfrich interaction and takes the following expression:

$$V_{\text{steric}}(r) = \frac{\beta (k_B T)^2}{\kappa} r^{-4}$$

It bases on the fluctuations of the neighboring membranes that interact through steric repulsion. Following the arguments of Helfrich, $\beta$ takes the value $9\pi^2/128 \approx 0.68$, but from Monte Carlo simulations a lower value of 0.32 was found. Apart from that, for charged planar membranes the following interaction potential is obtained:

$$V_{\text{el}}(r) = \frac{\pi k_B T}{4\lambda_B} r^{-3}$$

with the Bjerrum length being $\lambda_B = e^2/(\epsilon k_B T)$, which takes ca. 7Å in the case of water. This potential arises from a pure electrostatic approach which neglects the thermal fluctuations of
Another approach for describing phase diagrams of microemulsions bases on a Landau expansion. For this purpose the order parameter $\Phi$ needs to be defined. Inside the whole sample the function $\Phi(r)$ takes values between $-1$ and $+1$. The extreme cases indicate pure oil and pure water domains. Since the function is continuous intermediate values exist in between. These values are usually interpreted as the presence of surfactant. Pure surfactant would mean $\Phi = 0$ while intermediate values are interpreted as mixtures of oil or water with the surfactant. This modeling is contradicting in two aspects: First, the domains of oil and water have usually sharp boundaries and the order parameter would be discontinuous. Second, the nearly incompressible fluid would actually need two order parameters to describe the physics completely. For simplicity reasons and due to its success, the simple model is still often used in the literature [22]. Generally, the Landau approach is very successful in describing fluctuations and phase transitions in solid state physics, soft matter physics and more remote fields. The free energy functional was kept dimensionless in reference [22], and it reads:

$$F[\Phi] = \int dV \left( -\frac{\chi}{2} \Phi^2 + \frac{1}{2} \ln \frac{1 - \Phi}{2} + \frac{1 + \Phi}{2} \ln \frac{1 + \Phi}{2} - \frac{1}{2} (\nabla \Phi)^2 + \frac{1}{2} (\nabla^2 \Phi)^2 - \mu \Phi \right)$$  \hspace{1cm} (6)$$

The first addend is a simplified treatment of interactions on the basis of a point like interaction with the interaction parameter $\chi$. It is fully correct for steric repulsions, and also for polymeric systems with only next neighbor interactions. Coulomb interactions would need a distance dependent interaction. The next two terms arise from the translational entropy of the oil and water domains (The size of the molecules is assumed to be identical). Actually, these two terms do not follow strictly the concept of a Landau approach, because then only a Taylor expansion of this expression would appear. The next two terms arise from the functional expansion of the order parameter. Odd terms do not appear due to the high symmetry of the system (usually assumed; for instance a gradient term could describe gravity effects). The gradient term describes the low surface tension of the system. The negative sign means that certain surfaces between domains are favored (especially on large length scales). The next order correction sets a limit to these surfaces (at small length scales the homogenous state is favored). The last order describes the chemical potential describing the conjugated field [23]. In this way the phase diagram can be displayed as a function of the mean order parameter or the conjugated field. The direct prediction is the existence of lamellar $L_\alpha$ and hexagonal $H_1$ and $H_2$ fields (see Fig. 10). For such a phase diagram either different ordered fields $\Phi(r)$ with sinusodial oscillations are assumed analytically and their free energy is compared on the basis of the integral (eq. 6). A better approach is obtained by computer calculations of $\Phi(r)$ on a lattice. The computer can take higher order oscillations into account more easily. Furthermore, a computer can simulate thermal fluctuations relatively straight forward, while analytically the effort is often relatively high, especially for the ordered phases. The left diagram (Fig. 10a) shows the phase diagram as a function of a scaled reciprocal temperature (i.e. the interaction parameter $\chi$ and the composition $\Phi = -1 + 2\phi_{oil}$). There are different regions indicated by $D$ for disordered, $L$ for lamellar, and $H$ for hexagonal, and further coexistence regions. This phase diagram has a prominent disordered region, which would mean that oil and water do not form separated domains. For polymers this is possible as we will see later in the manuscript. For microemulsions the interaction parameter would be rather large such that mainly ordered phases exist, at least in this sense that oil and water domains are formed. Equation 6 is quite oversimplified to describe the
frequency structures. These structures are not realized often. Graphs from [19, 20]. lines in (a) denote triple lines and dashed lines in (b) denote the (metastable) L-D transitions, prominent structures in a cubic phase. Especially the $D_4.12H$.

**Fig. 9:** Left: The most prominent structure: The gyroid phase $G_1 (G)$. Middle: The next most prominent structures in a cubic phase. Especially the $D$ and $P (V_1)$ are realized. Right: Double frequency structures. These structures are not realized often. Graphs from [19, 20].

**Fig. 10:** Two-dimensional bulk phase diagram [22], showing disordered ($D$), lamellar ($L$), and hexagonal ($H$) phases, as a function of the interaction parameter $\chi$. The x-axis is spanned by (a) the average order parameter $\Phi = -1 + 2\phi_{oil}$, and (b) the chemical potential $\mu$. Dashed lines in (a) denote triple lines and dashed lines in (b) denote the (metastable) L-D transitions, which exhibit tricritical points (denoted by solid circles).
complex behavior of microemulsions. So there exist more detailed approximations (see Ref. [24, 25]), which aim at better descriptions, but on the other hand the more complicated algebra cannot be discussed in this manuscript. It should be mentioned that Ref. [25] treats Coulomb interactions quite explicitly.

In summary, similar to the aqueous surfactant systems, we have seen that the Helfrich free energy explains already simple micellar structures with a high degree of symmetry although this concept deviates from the concept of the packing parameter for aqueous surfactant systems. Interactions between neighboring membranes play an important role for liquid crystalline phases. They have translational symmetry in addition. Using a simple order parameter as a long wavelength approach, the Landau expansion is capable of predicting ordered phases in parallel. At this point, the experimental and theoretical access to the underlying coefficients of the different approaches still needs to be made clear.

4 Phase Diagrams of Microemulsions

We have already seen the Gibbs representation of a phase diagram for microemulsions at constant temperature. The next important parameter to be taken into account is the temperature as a third axis. An example for such a phase diagram in displayed in Fig. 11 which is rather realistic for non-ionic surfactants [26]. There are coexistence regions that arise from unfavorable interactions between the components. At high temperatures, the hydrogen bonds are weaker and especially break between the non-ionic surfactant head (ethylene-oxide groups) and water. Thus, the 2-phase region comes in from the top on the water-surfactant face. Similarly, the oil-surfactant tail interactions become unfavorable at low temperatures. In the ultimate limit, they describe the formation of wax crystals due to enthalpic interactions. The third and most important immiscibility persists between oil and water, and stays nearly unchanged for all temperatures. The latter immiscibility gives rise to a big region on the water-oil face. Interestingly, at intermediate temperatures, the surfactant is capable of partially mixing large fractions of water and oil in the three-phase-coexistence region (dark grey) within the surrounding two-phase coexistence regions. Apart from that, towards higher surfactant concentrations, the one-phase microemulsion is observed. Further phases to this end were already discussed before (previous section, see Figs. 4 and 6) and are neglected here.

For many experimental studies and for simplicity reasons, one limits the description of the phase diagrams to two-dimensional plots. If temperature needs to be included, there is the $\omega$-cut that is mostly applied for observing oil in water microemulsions. The fraction $\omega = m_{\text{surf}}/m_{\text{water}}$ between surfactant and water is kept constant, while sequentially more and more oil is added, such that $w_B = m_{\text{oil}}/(m_{\text{water}} + m_{\text{oil}} + m_{\text{surf}})$ is increased. A wider temperature range opens up for the one-phase droplet microemulsion at low oil concentrations, and then becomes narrow towards the high oil concentrations. Using small angle neutron scattering, it can be shown that the oil droplet dimensions increase with increasing $w_B$.

Another cut is called isopleth. It keeps the fraction $\phi = m_{\text{water}}/(m_{\text{water}} + m_{\text{oil}})$ between water and oil constant. The amount of surfactant $\gamma = m_{\text{surf}}/(m_{\text{water}} + m_{\text{oil}} + m_{\text{surf}})$ is sequentially increased such that the solubility between water and oil is increased. First, there is the unimeric solubility of the surfactant (determined by the critical micelle concentration $\gamma_0$), then the three-phase coexistence region, and finally the one-phase microemulsion. The scheme of such a $\phi$-cut fish phase diagram is displayed in Fig. 12. The observation of different coexisting phases is schematically displayed by the test tubes with two or three phases. The experimental
Fig. 11: The next dimension to the Gibbs phase triangle spans a prism [26]. The bottom still has the classical corners of water, oil, and surfactant. The coexistence regions are displayed in this sketch with many tie lines, and the principal appearances of phases are indicated on the right by 2 for an excess water phase with a microemulsion, 3 for three-phase-coexistence of water, oil and a microemulsion, and 2 for an excess oil phase with a microemulsion. The cuts through the phase prism (shaded grey) are discussed in the main text.

Fig. 12: The isopleth cut of a microemulsion phase diagram: Temperature versus surfactant content [27]. The two- and three-phase coexistence are indicated by 2, 2 and 3 with the appearance of phases in a test tube. The phases are (a) excess water, (b) excess oil, and (c) microemulsion. Finally, at highest surfactant amounts, the one-phase microemulsion (1) is found.
determination of the three-phase coexistence boundary (fish body) is exactly observed by the coexistence of the three phases, which disappear differently in different directions of the phase diagram. The highest and lowest temperatures of the fish body are called $T_u$ and $T_l$. Along the vertical axis there is a high degree of symmetry due to the change of the spontaneous curvature $c_0$ with temperature, which is found best for non-ionic surfactants of the C_i,E_j-type. At the phase inversion temperature $\tilde{T}$ the spontaneous curvature $c_0$ is zero. Here, the solubility between water and oil is found to be best, which can be seen by the one-phase region. It extends to the lowest surfactant amount $\tilde{\gamma}$ at the fish tail point $\tilde{X} = (\tilde{\gamma}, \tilde{T})$. Especially, the one-phase microemulsion with its phase boundaries is of high interest for characterizing the microemulsion system, because (a) the surfactant efficiency is determined by $\tilde{\gamma}$, and (b) the experimental preparation of these systems is easy here due to the thermodynamic stability. Contrarily, the observation of the three-phase coexistence in equilibrium takes days.

The amount of surfactant introduces a certain amount of interface between the water and oil domains. From the elementary understanding of Helfrich’s model (Eq. 2) there is an invariance of the phase stability with surfactant amount\(^2\) [28]. This means that at any given surfactant amount the same phase would appear with only the difference of length scales. Experimentally, this is not the case (see Fig. 12). At constant temperature along different surfactant amounts $\gamma$ there are clearly different phases observed. The reason for this is the thermal fluctuations. A fluctuating membrane does not keep the original orientation of an arbitrary central point. Within the persistence length $\xi_p$ the membrane is nearly flat, which is also called a patch. This patch size is given by\(^3\):

$$\xi_p = a \exp(2\pi \kappa / k_B T)$$  (7)

with the molecular length $a$ of ca. 1nm. Beyond this distance, the continuous membrane has ‘forgotten’ about the original orientation and takes a different direction. So the bicontinuous microemulsion consists of many patches that are connected to form a continuous membrane. This concept of persistence lengths is known from polymers, which form random coils on large length scales, but appear locally rigid or rod-like. The rigid step is elementary and is repeated sequentially with differing, random orientations. So the fluctuating membrane is something like a random walk extending to two dimensions.

The view of patches can also be reverted to a renormalized contribution to the bending rigidity that is length scale dependent (i.e. on $L$). A schematic solving of Eq. 7 for $\kappa$ would approximately express an additive term like:

$$\Delta \kappa = -\alpha \frac{k_B T}{4\pi} \ln(L/a) = \alpha \frac{k_B T}{4\pi} \ln(\Psi)$$  (8)

with $\alpha = 3$ and the membrane volume fraction $\Psi = a S / V = a / L$.\(^4\) Experimentally, the membrane volume fraction $\Psi \equiv \gamma$ is the surfactant content. This finding gives a new connection to the $\gamma$ axis in Fig. 12, the isopleth cut. On the one hand, when changing the surfactant content within the one-phase region the effective bending rigidity would change. We will see below that there is experimental evidence for such an interpretation. For the fish body, there are tie lines for the microemulsion phase towards the right boundary, or more relaxed to the fish tail point.

\(^2\)The vertical axis of Fig. 8 is $\omega = V / (SR_0)$ which also contains the scale invariance of the Helfrich energy with scaling the size $R_0$.

\(^3\)This relation was derived for a slightly excited flat membrane using the Helfrich energy and the equipartition theorem between different modes. The latter looks on undulation modes in reciprocal space.

\(^4\)The surface per volume $S/V$ can in principle be observed by scattering experiments.
Thus, all microemulsion phases in the three phase coexistence have (nearly) the same surfactant concentration \( \sim \tilde{\gamma} \). I.e., only when the minimum of surfactant concentration is reached, the system can transit to the one-phase microemulsion and change the domain sizes accordingly. Or the surfactant is only capable of stabilizing a maximum domain size. Finally, there are more phases observed at higher surfactant amounts (see Fig. 6), which also arise from the renormalization dependent bending rigidities.

To summarize this section, we have seen two most important cuts for phase diagrams of microemulsions. The \( \omega \)-cut was useful for droplet microemulsions, and the fish phase diagram was useful for bicontinuous microemulsions. In the case of non-ionic surfactants of \( C_{x}E_{y} \)-type, the coordinates, especially for the fish phase diagram, are easily described. Here, we saw that the temperature axis is simply connected to the mean curvature \( c_{0} \). The surfactant amount gives rise to a renormalization of the bending rigidity and takes the scale invariance away. Only then, the different phases along the surfactant amount axis can be explained theoretically. This view on thermal fluctuations is a little different from the effective interactions between neighboring, fluctuating membranes through the Helfrich interaction. In either way, fluctuations are highly important to explain the phase behavior of microemulsions.

5 Polymer Boosting Effect

The polymer boosting effect was first observed by phase diagram measurements [29, 30]. For characterizing the efficiency of a surfactant equal amounts of water and oil are mixed with a variable amount of surfactant \( \phi_{C} \equiv \gamma \). Then the phases are determined as a function of temperature for each \( \phi_{C} \equiv \gamma \). Such a phase diagram is displayed in Fig. 13. Without polymer there is a one-phase region (fish tail) with a minimum amount of surfactant, which is needed to solubilize the water and oil. This surfactant amount is a characteristic figure for the efficiency of a surfactant. When adding polymer as a fourth component the total amphiphile concentration \( \phi_{C+D} \) is the considered variable. The relative amount of the polymer is given in units \( \delta = m_{\text{polymer}} / (m_{\text{surf}} + m_{\text{polymer}}) \), which takes values of 1.4 to 10\%. However, the absolute values in the overall microemulsion are tiny and take values from 0.2 to 0.4\%. Nonetheless, these small amounts of polymer are responsible for the one-phase region to move to smaller amphiphile concentrations. This means the diblock copolymer makes the surfactant more efficient. Using small angle neutron scattering experiments under contrast variation [31] it could be proved that the diblock copolymer is anchored in the surfactant membrane. So each block finds the way in the domain where it is soluble, and takes a mushroom-like conformation. Due to its anchoring the polymer exerts a pressure on the membrane, which is responsible for an effectively higher membrane rigidity. This leads to the formation of larger domains with a better surface to volume ratio. This is the quick explanation for the polymer boosting effect, which we shall discuss in more details now.

We have already seen that the free energy of a microemulsion is dominated by the elastic behavior of the membrane [16]. There are two moduli \( \kappa \) and \( \bar{\kappa} \), which describe the energy needed to deform the membrane with a certain mean curvature and a saddle splay curvature. For simplicity, we assume that the equilibrium curvature \( c_{0} \) is zero, which is true for the phase inversion temperature, the temperature of the fish tail point. The bending rigidity depends on different physical contributions as we will see now [32]:

\[
\beta \phi = \frac{\tilde{\gamma}}{V} \left[ \ln \left( \frac{\phi}{\phi_{C}} \right) - 1 \right] - \frac{V}{2} \ln \left( \frac{\phi}{\phi_{C}} \right)
\]
Fig. 13: Phase diagram: Temperature as a function of the amphiphile content $\phi_{C+D}$. The phase diagram without polymer (●) shows different regions: At high and low temperatures there are two-phase coexistence regions ($\bar{2}$ and 2). For intermediate temperatures at higher surfactant contents there is the one-phase bicontinuous microemulsion (1). For intermediate temperatures at low surfactant contents there is the three-phase coexistence region (3) with a microemulsion coexisting with a water-rich and an oil-rich phase. Furthermore, there are the one-phase boundaries (fish tails) shown for additions of amphiphilic diblock copolymer at concentrations of $\delta = 0.014(\bigcirc)$, $0.048(\blacktriangle)$ and $0.097(\blacktriangledown)$. The added polymer was PEP$_{10}$-PEO$_{10}$.

Fig. 14: Scheme of homopolymers and diblock copolymers at a surfactant membrane in a microemulsion. The homopolymer favors membrane fluctuations while the diblock copolymer exerts a pressure on the membrane, which causes flattening.

\begin{align}
\frac{\kappa_R}{k_B T} &= \frac{\kappa_0}{k_B T} \\
&+ \frac{\alpha}{4\pi} \ln(\psi) \\
&- \beta \phi_p (R^3_{hW} + R^3_{hO}) \\
&+ \Xi \sigma (R^2_{dW} + R^2_{dO})
\end{align}

The first contribution arises from the membrane itself. The surfactant molecules withstand deformations due to their molecular structure. The next addend describes the spatial renormalization. Due to the fluctuations of the membrane the membrane looks less rigid on larger length scales ($\alpha = 3$). The negative sign arises from the logarithm of the membrane volume fraction $\psi = \phi_C - 0.01 < 1$, which is the total surfactant content minus the unimERICally dissolved sur-
factant. While corrugated paper looks more stiff on larger length scales the membrane shows the opposite effect. The next contribution describes the homopolymer effect. It is proportional to the homopolymer concentration $\phi_p$, the cubed end-to-end distances of the water and oil soluble polymers $R_{hw}$ and $R_{ho}$ and the reciprocal volume of the polymer $V_p$. The last addend is the diblock copolymer contribution. It is proportional to the grafting density $\sigma$ (no. of polymers per membrane area) and the squared end-to-end distances of the water and oil soluble blocks $R_{dw}$ and $R_{do}$. The theoretical effect is also depicted in Fig. 14 where diblock copolymers exert a pressure on the membrane, which leads to flattening. Contrarily, homopolymers facilitate the fluctuations of the membrane. The saddle splay modulus in principle has the same dependency as $\kappa$, according to:

$$
\frac{\bar{\kappa}_R}{k_B T} = \frac{\bar{\kappa}_0}{k_B T} + \frac{\bar{\alpha}}{4\pi} \ln(\psi) + \beta \frac{\phi_p (R_{hw}^3 + R_{ho}^3)}{V_p} - \Xi\sigma(R_{dw}^2 + R_{do}^2)
$$

It should be emphasized that the three contributions from fluctuations ($\bar{\alpha} = -10/3$), and the polymers are very similar in magnitude but they have opposite signs as for $\kappa$. So one can roughly say that $\kappa$ and $\bar{\kappa}$ have the same value but opposite signs. The moduli now have to be connected to observable effects in order to compare them. From molecular dynamics simulations the saddle splay modulus takes a certain value at the fish tail point, i.e. $\bar{\kappa}_R = \bar{\kappa}_{FTP}$. This value is much smaller than the intrinsic surfactant molecule contribution $\bar{\kappa}_0$, and so $\bar{\kappa}_{FTP}$ can be neglected. So equation 10 can be solved for the surfactant content, which will read then:

$$
\psi = \psi_0 \exp \left( \beta \frac{\phi_p (R_{hw}^3 + R_{ho}^3)}{V_p} - \Xi\sigma(R_{dw}^2 + R_{do}^2) \right)
$$

The minimum surfactant concentration of the pure system arises from the constant $\bar{\kappa}_0$, and can be measured directly. The coefficients $\bar{\beta}$ and $\Xi$ are derived from equation 10 by dividing by $\bar{\alpha}$. It is directly obvious that adding diblock copolymer leads to smaller amounts of surfactant needed to solubilize oil and water while homopolymers show the opposite effect. Thus, starting from the Helfrich free energy we have explained how the polymer boosting effect works. But we are still left with the connection of $\kappa$ to experiments. If one conducts small angle neutron scattering experiment on bicontinuous microemulsions one observes typical scattering curves as depicted in Fig. 15. There is a pronounced peak at a scattering vector $q^*$, which is connected with the domain spacing $d \approx 2\pi/q^*$. The width of the peak is proportional to the reciprocal correlation length $\xi$. At small angles there is still considerable forward scattering. So, the microemulsion does not have alternating domains with a periodicity $d$, but also long range fluctuations. This arises from local enrichments of water or oil because the surfactant does not fully make sure that the local concentration is the overall concentration. The forward scattering is also directly proportional to the reciprocal osmotic compressibility. At large $q$ there is the Porod law $I(q) \propto P q^{-4}$, which comes from the sharp surfaces of the water and oil domains. The Porod constant $P$ is proportional to the surface per volume $S_{tot}/V_{tot}$, and, therefore, is proportional to the membrane volume content $\psi$. The overall scattering function is well described by the following formula:

---

5 In theory $\beta = 0.0238$.
6 In theory $\Xi = (1 + \pi/2)/12$.
7 In theory $\beta = 0.0211$ and $\Xi = 1/6$.
Fig. 15: A typical scattering pattern of a bi-continuous microemulsion (intensity vs. q) in bulk contrast, i.e. with D₂O, hydrogenated oil and hydrogenated surfactant [34]. From the peak position the domain spacing is derived, while the peak width indicates the correlation length. The grey curve shows the fit with the Teubner-Strey theory. The solid line is a fit with the extended theory of equation 12.

Fig. 16: The bending rigidity κ as a function of the scaled diblock copolymer amount [30]. According to equation 9 this function is linear. It shows that the membrane becomes more rigid with the diblock copolymer addition. Different symbols arise from different molar masses of the polymer.

\[ I(q) = \frac{d\Sigma}{d\Omega}(q) = \frac{8\pi\langle \nu^2 \rangle / \xi}{q^4 - 2(k_0^2 - \xi^{-2})q^2 + (k_0^2 + \xi^{-2})^2} \]

\[ + \frac{G \cdot \text{erf} 12(1.06qR_g/\sqrt{6})}{1.5q^4R_g^4} \exp(-\sigma^2q^2) + b_{\text{backgr}} \] (12)

The normalized intensity \( I(q) \) is given by the macroscopic scattering cross section \( d\Sigma/d\Omega \). The first fraction in the top line of equation 12 describes the long wavelength behavior for wavelengths down to approximately \( q^* \), i.e. the domain spacing. This expression is known as the Teubner-Strey theory [33]. The term arises from a Landau description of the order parameter, similar to eq. 6. The Landau approach assumes that the free energy can be described as a functional expansion of the order parameter(s). From symmetry considerations, and considerations about the highest order terms needed, one usually arrives at rather simple expressions. Using the Fluctuation-Dissipation Theorem the scattering function can be calculated from the free energy. This basically leads to the fourth order polynomial in the denominator. From the real space correlation function it then can be judged, which structural information is found in the coefficients [31]. Here the real wave number \( k_0 = 2\pi/d \) appears, which is only approximately the peak position \( q^* \). The correlation length \( \xi \) is also well defined now. The numerator is connected to the scattering length density difference \( \Delta \rho \) and the water-water correlation average, according to \( \langle \nu^2 \rangle = (\Delta \rho)^2 \phi_W(1 - \phi_W) \) with \( \phi_W \) being the water content. The second
fraction in equation 12 describes additional surface [34], which is not expressed by the Landau approach, which is obvious because the approach comes from long wavelengths and does not cover the exact domain structure. So the sharp transition from water (+1) to oil (−1) is not well described, and the short wavelength fluctuations shorter than the domain spacing are not well covered either. The expression is rather phenomenological, but was motivated in another context with fractal structures by Beaucage. His approach described the long wavelength behavior by a Guinier approach, and the short wavelength behavior was exactly this term we find here, except that we restricted ourselves to the Porod behavior for sharp surfaces. Here, the radius of gyration \( R_g \) describes the size of a single domain (i.e. \( R_g \sim d/2 \)). The amplitude \( G \) is correlated with the amount of additional surface while the overall Porod constant is given by \( P = 8\pi \langle \nu^2 \rangle / \xi + G/(1.5R_g^3) \). The error function \( \text{erf}(x) \) is connected to the integral of a Gauss peak. In case that the surfactant molecules are slightly excited individually, the exponential factor takes care of this. Usually, this kind of roughness is described by a length of \( \sigma = 2\AA \), which is practically invisible for most of the examples. The last addend describes the incoherent background. Mostly, the scattering curves are measured for large enough \( q \), such that the constant level \( b_{\text{backgr}} \) is well defined. From the scattering experiment we obtain the structural parameters \( k_0 \) and \( \xi \). The Gaussian random fields theory [31] connects the structural parameters with the bending rigidity according to:

\[
\frac{\kappa_R}{k_BT} = \frac{5\sqrt{3}}{64} k_0 \xi
\]  

Within the derivation the assumption was made that the bending rigidity is large enough, otherwise a more complicated function will appear. From practical applications formula 13 appeared quite precise [31]. Now, the obtained bending rigidity \( \kappa \) can be compared with the model (see Fig. 16). We obtain a linear increase as a function of the scaled polymer amount. This means that diblock copolymers stiffen the membrane. From literature [31] it is known that the logarithm of the minimum surfactant amount shows the same linear behavior according to eq. 11. This shows that two different observations (scattering and phase diagram) can be compared on the same level through the microscopic interpretation via the Helfrich free energy.
While diblock copolymers are quite expensive for industrial applications a simpler way for synthesizing amphiphilic polymers was found. Starting from a linear long alcohol (like dodecanol) the water soluble block can be polymerized quite easily. This yields an amphiphilic polymer with a short hydrophobic part ($C_{12}$) and a polymer-like water soluble part. This kind of polymer is cheap to produce and it is highly water soluble. The latter is important for formulations because the symmetric diblock copolymer dissolves only very slowly. The slight asymmetry results in a small equilibrium curvature, which is compensated by slightly higher temperatures. So, even for applications a suitable polymer was found and a real product was brought to the marked: The paint remover *Clou* (see Fig. 17).

Apartment from the application, several asymmetric polymers were analyzed in more detail using SANS, neutron spin echo spectroscopy (NSE), and phase diagram measurements [35]. The technique NSE measures the relaxations of thermal excitations of the membranes and, therefore, gives another access to the bending rigidity $\kappa$. The experimental results for the polymer sensitivities $\Xi$, $\Xi_{NSE}$, $\Upsilon$, and $\hat{\Xi}$ on the parameters $\kappa$, $\kappa_{NSE}$, $c_0$, and $\bar{\kappa}$ are displayed in Fig. 18. One observes rather constant coefficients $\Upsilon$ and $\hat{\Xi}$. For the coefficients $\Xi$ and $\Xi_{NSE}$ there is agreement for the symmetric diblock copolymer and the rather symmetric Y-shaped polymer with two hydrophilic arms and one hydrophobic arm. The asymmetric polymers cause a splay of the two coefficients $\Xi$ and $\Xi_{NSE}$. The explanation is the renormalization of the observed bending rigidity using SANS and NSE. For NSE the membrane patches are big enough to host several polymers, and the polymers are enriched at the preferred curvature. While for SANS the polymers cause additionally small pinches in the membrane and pretend stronger fluctuations that finally lead to a decreased $\kappa$ within the SANS experiment. The first renormalization is thermodynamically real, and agrees with the unchanged polymer boosting of asymmetric polymers. The second renormalization is an experimental effect that possibly does not play a major role.
Fig. 20: A real space image of a microemulsion near a planar hydrophilic wall from a computer simulation [36]. The surfactant layer is depicted with blue and red facing the water and oil domains. Close to the surface a lamellar order is formed while in the volume the microemulsion is bicontinuous.

6 Microemulsions Near Planar Walls

Surfaces are highly important for the application of microemulsions. This is obvious for cleaning processes because the fluid shall take up the dirt from the surface. But also in enhanced oil recovery applications there are huge surfaces from the sandstone where the oil is located. For instance the cracking fluid is an aqueous surfactant system with wormlike micelles. The micelle network leads to a high viscosity. With this high viscosity the pressure energy can be deposited in the sandstone, which leads to crack formation. To the cracks sand particles (the proppant) are transported to avoid the collapse of the cracks after the application. The aqueous surfactant solution forms a microemulsion in contact with oil, which has a low viscosity. After the application oil can be produced at a higher speed.

So, one important model system to study is a bicontinuous microemulsion adjacent to a hydrophilic planar wall [36]. This question was addressed by computer simulations [36]. A real space picture is shown in Fig. 20. One can see the lamellar order near the surface and the bicontinuous microemulsion in the volume. A kind of order parameter is obtained by laterally averaging the structure as a function of the depth (Fig. 21). Here, two perfect lamellae are observed before the order decays into the volume where an average is reached. This decay is what one would expect for a lamellar order induced by a surface. The real question is how the decaying order of the lamellae is realized. From the lateral cuts in the bottom of Fig. 21 we see that there are perforations in the lamellae, which lead to the decreasing order.

A microemulsion was studied by grazing incidence small angle neutron scattering (GISANS) and reflectometry experimentally. The reflectometry measurements basically confirm the decaying order parameter of the simulations. The GISANS experiments are also sensitive to the lateral structures and so there were contributions from the bicontinuous region as well (Fig. 22). Small angle scattering with grazing incidence leads to an evanescent (tunneling) wave in the sample. So the sample is illuminated with a variable depth. This depth depends on the scattering length density difference of the silicon block, which provides the solid-liquid surface and the overall microemulsion. Furthermore, the incident angle allows for fine-tuning the penetration depth of the evanescent wave. In the current study the penetration depth \( \Lambda \) was
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Fig. 21: Top: The laterally averaged structure of the microemulsion near a planar wall. This function looks like an order parameter of a decaying lamellar order. Bottom: Lateral cuts in different depths (<100, ~300, and 1000Å). There is a) perfect lamellar order, b) perforated lamellae, and c) bicontinuous microemulsion.

varied between ca. 400 and 1000Å. For small Λ the surface scattering dominates the signal, and the lamellar structure appears only weakly with a Bragg peak. At intermediate Λ ≈ 660Å the Bragg peak becomes more prominent. At higher Λ the bicontinuous microemulsion becomes visible as well. From this experiment the integral intensities of the Bragg peak and the Debye-Scherrer ring are determined. Their ratio is plotted in Fig. 23. The experimental points show an increasing linear behavior from penetration depths of 400Å on where the bicontinuous phase starts to be visible. So the well ordered lamellar phase covers the first 400Å. For the computer simulations the same plot shows that the characteristic depth is ca. 200Å. From the real space structure it is known that from this depth on the perforated lamellae expand. The reason is that the typical length scale of the perforations is nearly the same as for the bicontinuous structure (see Fig. 21). So the GISANS experiment determines the beginning of the perforated lamellae because it appears like an isotropic structure.

The whole concept of depth resolved scattering experiments was transferred to NSE, a spectroscopic method, in oder to observe the thermal excitations of the microemulsion near a planar wall [37, 38]. The highlighting of a certain depth using the evanescent (tunneling) wave is the same as for GISANS. The NSE method shows the relaxation of the structure in the time domain, and delivers a typical time, the relaxation time τ - in principle as a function of the scattering vector Q. Due to very low intensities in this experiments, we limited ourselves to a single \( Q = 0.08Å^{-1} \). The results of the microemulsion, that we considered in this section so far, is displayed by orange symbols in Fig. 24. We see that the relaxation time is slower in the bulk than close to the surface (approx. 3 times accelerated). All intermediate relaxation times can be interpolated using the intensity ratio of Fig. 23. This means, that in the dynamic experiment the same structure is observed that in the static GISANS experiment.

The acceleration is understood by the confinement of the enclosed water volume between the
Fig. 22: GISANS patterns at different penetration depths $\Lambda$. For 440Å there is a rather strong surface scattering background in the center and a lamellar peak is only slightly indicated in the middle top. For 660Å the lamellar peak becomes stronger. For 850Å both the lamellar peak and the bicontinuous Debye-Scherrer ring are visible.

Fig. 23: The integral intensity ratio of the bicontinuous and the lamellar structure as obtained from GISANS experiments ($\blackBox$). At a penetration depth (scattering depth) $\Lambda$ of ca. 400Å the ratio starts to grow linearly. This value indicates the beginning of the perforated lamellae. For the simulations ($\circ$) the ratio starts to grow already at 200Å where the perforated lamellae are found explicitly.

wall and the first membrane. This confinement leads to a different, faster hydrodynamic response to the membrane close to the wall. This accelerated feedback is directly observed as a faster relaxation time. The principal concept was elaborated by Seifert, and is discussed in more detail in Ref. [37].

Another question arouse for the polymer additive: How does a boosted microemulsion behave at a planar wall? For this, we used the symmetric diblock copolymer and studied the structure and dynamics employing grazing incidence SANS and NSE experiments [38]. For the static structure we observed that there is a polymer enrichment close to the wall. The dynamics showed a rather weakly slower relaxation compared to the bulk (Fig. 24). But the splay at small distances from the wall between the polymer free and polymer doped microemulsion is clearly visible. The polymer decorated membrane at the surface is more stabilized with respect to thermal fluctuations, i.e. the membrane is simply more rigid. For a more rigid membrane it is simply more difficult to move in a hydrodynamic environment, and therefore the relaxation time is reduced.

The practical benefit of this study is the polymer enrichment at the solid surface. The emul-
Fig. 24: The relaxation times of a microemulsion adjacent to a planar wall as a function of the scattering depth. The orange symbols correspond to the polymer free microemulsion. The interpolation line arises from the scattering intensities of Fig. 23. The green and black symbols arise from a microemulsion with a symmetric diblock copolymer additive carried out on different NSE instruments.

Sification ability is increased due to the boosting effect and means that contaminants can be removed from solid surfaces more easily. In applications like soil cleaning (environmental soil remediation) this effect could be highly beneficial.

7 Summary

We have described the theoretical concepts of microemulsions that base on the ideas of Helfrich. A very suitable additive was identified: an amphiphilic polymer that anchors to the surfactant membrane. Especially, the asymmetric polymer is extremely suitable for applications and a first product is on the marked using this additive. Looking at microemulsions adjacent to solid surfaces reveals additionally many interesting aspects that are important for cleaning processes, for instance the soil remediation.
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1 Introduction

Materials have classically been studied either in equilibrium, or close to equilibrium. Often, the driving force comes from outside, either in form of moving boundaries as in a shear plate rheometer, or from an external field like gravity.

Active materials are intrinsically out of equilibrium. They consume energy internally on the scale of the microscopic constituents. Materials can be active in many ways. For one, internal forces can create stresses that create spontaneous flows, as in collections of microswimmers (F7) and active gels (F8).

A different route to active materials that we want to address here, is breaking mass conservation. A material that locally generates and destroys itself. Examples are polymerizing gels or cellular tissues. In this lecture, we will focus on cellular tissues, but many aspects are more generic and can be applied to any material that has a stress dependent self generation.

From a biological point of view, the notion has spread that "Mechanosensitivity in one form or another appears to be a property shared by all cells of the body and by all phyla from mammals to bacteria." [4] Examples of mechanical feedback range across all organisms found on earth: In the development of an embryo tissues grow and large scale motions of tissues reorganize the growing embryo [5]. Many of these are proven to have a strong mechanical contribution. Dorsal closure in drosophila development is mediated via tensile stresses in the amnioserosa, gastrula-
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Fig. 2: Soft mechanical pressure as a possible route for treatment of cancer has tried already in the early 19th century. This device from Walshe in 1846 [3] exerts a “constant, equable, and uniform pressure” on the tumor.

tion is caused by a spontaneous curvature of a certain group of cells[6]. Also the human adult body undergoes a constant cell turnover. For example our intestine is under constant renewal. Again, mechanics are speculated to be the cause of the observed patterns [7, 2]. Finally, cancer, the “emperor of all maladies” [8] is a disease of growth. A notion that mechanics may play a role and could be used for treatment has appeared early on [3] (See Fig. 2), but only recently received much more attention [9, 10, 11].

Thus, understanding the mechanics of growth can not only help us understand the development of an organism, it will also help to understand and treat diseases or even design artificial tissues. Indeed tissue engineering and organ printing are becoming thriving fields of research. We begin to understand, that mechanical properties of the environment are key players when growing an artificial organ.

In this lecture we will address some simple key concepts of modeling the mechanics of tissue growth. We begin with a simple continuum model in the spirit of hydrodynamics, followed by a particle based model similarly inspired by particle based hydrodynamics. Subsequently we study growth and competition and mechanical response with those models. Finally, we address an experimental setup that can be well compared with the models.
We can then expand the growth rates around this homeostatic state [14]. To account for growth and death, a source term is added to the continuity equation

$$ \partial_t \rho + \text{div}(\vec{J}) = (k_d - k_a)\rho $$

(1)

with $k_d$ and $k_a$ the division and apoptosis rate respectively and $\vec{J}$ the flux of cells. Here, we will study the effect of mechanical forces on growth. Certainly, growth depends on the biochemical environment, but we will assume this to be constant across the system at hand. Instead, we will ask ourselves which effect mechanical stress has on growth. A simple assumption, is the existence of a homeostatic state, where division and apoptosis are balanced. Homeostasis is the tissue dynamics equivalent of a steady state. We will assume that the homeostatic state is characterized by a homeostatic density or a homeostatic pressure, the two being coupled to each other via the tissues equation of state. Pressure in this context, is the force felt by the cells hindering growth, not to be confused with the hydrostatic pressure. In terms of thermodynamics, it is the conjugate force to cell volume. The homeostatic pressure (or stress) $P_H = -\sigma_H$ and density $\rho_H$ is the pressure (density) at which division is balanced by apoptosis.

We can then expand the growth rates around this homeostatic state [14]

$$ \sigma = \chi^{-1}(\rho - \rho_H) + \sigma_H $$

(2)

$$ (k_d - k_a) = \kappa'(\rho - \rho_H) $$

(3)

$$ (k_d - k_a) = \kappa(\sigma - \sigma_H). $$

(4)

---

1 Active stresses by cells, and stresses generated by divisions and apoptosis events can also significantly contribute, and even change the appropriate material laws. We will consider some of those later in the lecture.

---

**Fig. 3:** Gedankenexperiment to the homeostatic pressure. (top) A tissue inside a finite compartment permeable to nutrients, but impermeable to cells will grow to fill the available space. If one of the walls is a movable piston connected to a spring, the tissue will press on the spring, until the restoration force is strong enough to hinder further growth. This is the homeostatic pressure. (bottom) If the spring of the second compartment is replaced by a tissue of different homeostatic pressure, the pressure in the chamber evolves to an intermediate pressure. The weaker cells die, while the stronger tissue grows. Eventually, the stronger tissue completely takes over the compartment.

**2 Homeostatic pressure**

When considering the mechanics of growing tissues, growth is the key difference to the otherwise classic mechanics of liquids or solids [12, 13]. To account for growth and death, a source term is added to the continuity equation

$$ \partial_t \rho + \text{div}(\vec{J}) = (k_d - k_a)\rho $$

(1)

with $k_d$ and $k_a$ the division and apoptosis rate respectively and $\vec{J}$ the flux of cells. Here, we will study the effect of mechanical forces on growth. Certainly, growth depends on the biochemical environment, but we will assume this to be constant across the system at hand. Instead, we will ask ourselves which effect mechanical stress has on growth. A simple assumption, is the existence of a homeostatic state, where division and apoptosis are balanced. Homeostasis is the tissue dynamics equivalent of a steady state. We will assume that the homeostatic state is characterized by a homeostatic density or a homeostatic pressure, the two being coupled to each other via the tissues equation of state. Pressure in this context, is the force felt by the cells hindering growth, not to be confused with the hydrostatic pressure. In terms of thermodynamics, it is the conjugate force to cell volume. The homeostatic pressure (or stress) $P_H = -\sigma_H$ and density $\rho_H$ is the pressure (density) at which division is balanced by apoptosis.

We can then expand the growth rates around this homeostatic state [14]

$$ \sigma = \chi^{-1}(\rho - \rho_H) + \sigma_H $$

(2)

$$ (k_d - k_a) = \kappa'(\rho - \rho_H) $$

(3)

$$ (k_d - k_a) = \kappa(\sigma - \sigma_H). $$

(4)

---

1 Active stresses by cells, and stresses generated by divisions and apoptosis events can also significantly contribute, and even change the appropriate material laws. We will consider some of those later in the lecture.
Fig. 4: *Tissues are modeled as collection of sticky soft colloids. Two particles representing a cell expand actively. Once a critical size is reached, the cell divides, creating new particles.*

This implies that a tissue, left in a finite compartment grows to its homeostatic density, exerting its homeostatic pressure on the surrounding (See Fig. 3).

3 Particle based Modeling

Particle based modeling has been used since a long time to model materials in general and fluids in particular. One key concept is to introduce simplified particles and interactions to capture the right dynamics on more mesoscopic length and time scales. For example both multi particle collision dynamics and dissipative particle dynamics (See B3 by R. Winkler) use very simple, but also very different interactions. However, because they both satisfy momentum balance locally, they result in the Navier Stokes equation on larger length-scales. In the same spirit, we introduce a simplified particle based model for tissue growth. One cell is represented by two point particles $i$ and $j$ at positions $\vec{r}_i$ and $\vec{r}_j$, that repel each other with a growth force:

$$\vec{F}_{ij}^{\text{g}} = \frac{B}{(r_{ij}^5 + r_0^5)^2} \hat{r}_{ij},$$

with a growth strength $B$. $\vec{r}_{ij} = \vec{r}_i - \vec{r}_j$ is shorthand for the vector connecting particles $i$ and $j$. This growth force drives the particles constituting one cell apart. Motivated by the “size checkpoint” of real cells, virtual cells divide, once the particles reach a critical distance $R_c$. For division, two new particles are inserted in the immediate surrounding of the constituents of the mother cell to form the daughters. This is the key active mechanism where mechanics feed back on growth. If the surrounding medium provides additional (mechanical) resistance to growth (due to pressure for example), the process slows down. The second active process is cell apoptosis or death. In the spirit of minimal modeling, apoptosis is introduced by a constant rate of cell removal. In principle this rate could also change through a mechanic feedback, however, this would introduce further parameters.

The rest of the particle based growth model is “classic” soft colloids. A soft repulsive potential of strength $f_0$ prevents overlap of particles belonging to different cells:

$$\vec{F}_{ij}^{\text{v}} = f_0 \left( \frac{r_{ij}^5}{r_{ij}^5} - 1 \right) \hat{r}_{ij}$$

Where all interactions are set to zero beyond a cut off distance $R_{pp}$. Adhesion between cells is modeled by a simple constant attractive force

$$\vec{F}_{ij}^{\text{a}} = -f_1 \hat{r}_{ij}.$$
Finally, as in all simulations of active systems, energy has to be dissipated. Here, a Dissipative Particle Dynamics (DPD) -Thermostat (See B3) offers simultaneously momentum conserving dissipation $\vec{F}_{ij}^{d}$, and random fluctuations $\vec{F}_{ij}^{r}$.

$$\vec{F}_{ij}^{r} = \sigma \omega^{R}(r_{ij})\xi_{ij}\hat{r}_{ij}$$  \hspace{1cm} (5)$$

$$\vec{F}_{ij}^{d} = -\gamma \omega^{D}(r_{ij})(\hat{v}_{ij} \cdot \hat{r}_{ij})\hat{r}_{ij}.$$  \hspace{1cm} (6)

where $\sigma$ and $\gamma$ are the amplitudes of fluctuations and dissipation, $\xi_{ij} = \xi_{ji}$, a symmetric gaussian random variable with zero mean and unit variance and a weight functions $\omega(r_{ij})$ as in DPD. In total, the force between particles reads

$$\vec{F}_{i} = \vec{F}_{ik}^{g} + \vec{F}_{ik}^{d} + \vec{F}_{ik}^{r} + \sum_{j} \left( \vec{F}_{ij}^{w} + \vec{F}_{ij}^{a} + \vec{F}_{ij}^{d} + \vec{F}_{ij}^{r} \right) + \vec{F}_{i}^{b}$$  \hspace{1cm} (7)

On large enough time and length-scales, this model reproduces the concept of homeostatic pressure. A tissue confined by a piston grows to a steady state pressure. When the tissue is compressed, the division rate goes down and apoptosis reduces the number of cells, until the pressure is back at its homeostatic value. Close to the homeostatic pressure, growth rates indeed follow the linear expansion postulated in eq. 2 (See Fig. 5). However, they also indicate strong nonlinearities as the pressure further deviates from the homeostatic one.

Finally, a note on parameters and interpretation. Similar to fluid models, where particles are not representing water molecules, the analogy of two particles describing a cell is just an interpretation to simplify the explanation. When interpreting data from particle based simulations, a simulation cell, could represent many real cells, or vice versa. It is important to match the right mesoscopic quantities when interpreting simulation results in light of experiments.

**Fig. 5:** Net growth rate $k_{b} = k_{d} - k_{a}$ as a function of the difference between the imposed pressure $P^{i}$ and the homeostatic pressure $P_{H}^{b}$. Close to the homeostatic pressure, the growth rate is indeed a linear function of the pressure differences. The slope across different parameters is also very similar. However, for larger pressure differences, nonlinearities appear.
Fig. 6: Two tissues in a finite compartment face competition for space. (top) In isolation, tissue 1 grows faster, but tissue 2 reaches a higher homeostatic pressure. (bottom) In competition, the compartment reaches a pressure intermediate of the two homeostatic pressures. This causes tissue 1 to shrink, and tissue 2 to grow, until the compartment is completely taken over by tissue 2.

4 Competition

If two tissues are present in a finite compartment, they enter competition. One of the two tissues will take over the compartment eliminating the other.

Using the theory of homeostatic pressure, we can understand the general dynamics. Assuming the tissue as incompressible and negligible elastic and viscous forces, competition can be expressed by simple number balance. The division rates of both tissues are determined by the stress

$$k_i = \kappa (\sigma - \sigma_{H_i}), \quad (8)$$

where we abbreviated the net growth rate of tissue $i$ as $k_i = (k_{di} - k_{ai})$. Due to incompressibility the compartment has space for a total number $N_{tot} = N_1 + N_2$ cells of tissue 1 and 2. The total number of cells will be constant over time, i.e.

$$0 = \partial_t N_{tot} = k_1 N_1 + k_2 N_2 \quad (9)$$

This is easily solved for the stress

$$\sigma = \frac{N_1 \sigma_{H_1} + N_2 \sigma_{H_2}}{N_1 + N_2} \quad (10)$$

and the growth-rates:

$$N_1 k_1 = \kappa \frac{N_1 N_2 (\sigma_{H_1} - \sigma_{H_2})}{N_1 + N_2} = -N_2 k_2 \quad (11)$$
If we define $\phi = N_1/N_{tot}$ as the fraction of 1-cells and the difference in homeostatic pressure as $\Delta \sigma = (\sigma_{H1} - \sigma_{H2})$, this simplifies to

$$\partial_t \phi = \kappa \Delta \sigma (1 - \phi)$$

(12)

i.e. a simple logistic growth on time scales $\kappa \Delta \sigma$.

In a particle based simulation, we can study the more complex behavior of a three dimensional competition and more generic parameters. In particular, we can compare tissues that have a higher division rate if unconstrained, versus tissues with a lower division rate, but a higher homeostatic pressure. As predicted by the analytic model, even in this extreme example, it is the tissue with the higher homeostatic pressure that wins the competition (see Fig. 6). Even though these tissues are neither incompressible nor do they have the same $\kappa$, the shape of the curve is still well reproduced by a logistic growth predicted by the simple number balance equation (12).

5 Fluid or Solid

Real tissues have a very complex viscoelastic behavior. On timescales of seconds or minutes, the rheological properties can be measured in a relative straightforward extension of classical rheological experiments. However, growth happens on very long timescales, that are difficult to access experimentally. Extrapolating from short timescales to the long term behavior is difficult, but we can exploit the long timescales to predict some generic features. The timescale of growth, is the longest timescale in the system, much longer than any other cellular timescale like attachment and detachment of cellular adhesion proteins. One can thus already guess that on the timescales of growth, the tissue behaves as a viscous fluid. Even if the tissue behaves like an elastic solid on short timescales, division and apoptosis relax stress, leading to fluid behavior on long timescales. Combining these simple arguments with a simple Maxwell model for viscoelastic behavior results in a rather good prediction for the tissue viscosity $\eta$. 

Fig. 7: Rheology of three dimensional tissues in the particle based model. Results from an in-silico rheology experiment. In a tissue one layer $0 < z < 1$ is pulled in the $x-$direction, a second layer is pulled in the opposite direction. (left) Without cell division and apoptosis the tissue behaves like a yield stress solid. Only above a critical stress does the tissue begin to flow. (right) With cell division and apoptosis, the tissue flows for any given force.
In the Maxwell model, the product of the elastic modulus $E$ and the relaxation time $\tau$ give the viscosity

$$\eta = E\tau. \quad (13)$$

Arguing that the relaxation time is proportional to the cell turnover time, we get

$$\eta = E\tau \approx E/k \quad (14)$$

with cell turnover $k = k_a = k_d$. Using the particle based simulations, these arguments can be tested with a very different approach. First, consider a tissue in periodic boundary conditions, one layer is pulled up, and another downwards. A liquid material would display a linear velocity gradient between the two layers, while an elastic material would show no velocity, but a strain gradient. Indeed, if apoptosis is disabled by setting the apoptosis rate $k_a = 0$, division stops automatically when the finite compartment is densely packed with cells. In this situation, the particles behave like a colloidal glass. Below a critical shear stress, no continuous motion can be observed. Above a critical stress, the tissue yields, and starts to flow with rather small velocities (See Fig. 7). With apoptosis, the tissue is in a homeostatic state with continuous cell turnover $k = k_a = k_d$. Each division and apoptosis event locally relax some stress, leading to a viscous behavior.

To really understand the rheological behavior different types of rheology experiments have to be performed. The simplest one is the shear plate experiment: The tissue is confined between two parallel plates, and the top one is moved by a constant velocity. This imposes a shear on the tissue. If the shear rate is larger than the cell turnover rate, the rheology is dominated by the yielding behavior described above for no cell turnover. The effective viscosity is dominated by the yield-stress. If the cell turnover-rate $k$ is larger than the shear rate, the stress-relaxation via cell-turnover becomes important, and the effective viscosity is well predicted by Eq.(14).
On a more quantitative level, oscillatory shear experiments can be performed. A simple way to implement these, is to impose an oscillating (in space and time) force density. From these, the full complex viscosity $\eta_C$ can be extracted for different frequencies.

6 Spheroids

Experimentally measuring the mechanical properties of tissues on long timescales is very challenging indeed. The tissue has to experience the same mechanic stimulus over the course of many days or weeks, while keeping the biochemical environment constant. One such experiment is growing tissue spheroids under isotropic osmotic stress. Cells are placed in a dialysis bag. The bag is put in a standard growth medium, with an added high molecular weight dextran. The dialysis membrane is permeable to all the relevant nutrients, but not to the bag. The bag is put in a standard growth medium, with an added high molecular weight dextran is added to the growth medium to exert an osmotic pressure via the bag on the spheroids. After 12 days most spheroids are sacrificed for cryosections. Two spheroids are allowed to continue to grow. They grow to the same final volume after pressure is released. From [15]

Fig. 9: Growth of tissue spheroids in dialysis bags. Cells from a colon carcinoma cell line (CT26) are placed inside a dialysis bag. Large molecular weight dextran is added to the growth medium to exert an osmotic pressure via the bag on the spheroids. After 12 days most spheroids are sacrificed for cryosections. Two spheroids are allowed to continue to grow. They grow to the same final volume after pressure is released. From [15]

Unfortunately this approach is very time consuming, because of difficulties in handling spheroids in dialysis bags. A simpler approach, is to use the outer cell membrane as dialysis membrane. The bag is put in a standard growth medium, with an added high molecular weight dextran polymer. The dialysis membrane is permeable to all the relevant nutrients, but not to the dextran. The resulting osmotic pressure of the dextran is transmitted over the membrane onto the spheroid. It turns out that indeed pressures as low as 500 Pa are able to significantly slow growth.

At the concentrations necessary to exert pressures of the order of many kPa dextran does not effect cells if grown on substrates. One can thus assume it has no poisonous effect. Also, it can not penetrate into the spheroid. Thus, the main effect of dextran in the growth medium is to exert a well controlled mechanic stress on the growing spheroid. These experiments can be performed on a much larger number of spheroids, and significant statistics can be obtained. The results (See Fig. 10) confirm the growth reducing effect of pressure. However, some details come at a surprise. First of all, the tissue never shrinks due to pressure. Equation 1 would predict an exponential growth or shrinkage linearly depending on pressure. However, the growth...
Fig. 10: Growth of tissue spheroids under isotropic pressure. Cells from a colon carcinoma cell line (CT26) are placed in wells, and grown with standard growth medium with added dextran. The dextran exerts a well defined isotropic pressure on the spheroids. Volume is measured over the course of two weeks. From [15]

reducing effect seems to saturate above 5kPa. Furthermore the growth is clearly not exponential. The answer is, that while pressure is constant across the system, the biochemical, but also the biomechanical, environment is not. While the first certainly has some effects, it is the latter that we focus on here.

Particle based simulations can proof the existence of the biomechanical differences in the environment. With the right parameters, the growth under pressure can be well reproduced. Because biochemistry is assumed uniform in the simulation, there is a mechanical explanation that accounts for the observed growth phenomena.

In order to increase volume, a cell has to deform its surrounding. I.e. it builds up a strain dipole. Insertion of a strain dipole in an elastic medium is much easier close to a free surface, than it is in bulk. Thus divisions at the surface are favored mechanically over divisions in bulk.

Indeed both simulations and experiments exhibit increased division close to the surface (See Fig. 11). Simulations allow for a much more detailed analysis of the division profile. The simulation data suggests that division is enhanced in a thin layer close to the interface, but than saturates below (!) the apoptotic rate. This finally explains the growth curves. On average, cells die more than they divide \((k = (k_d - k_a) < 0)\) but in a thin layer close to the surface, division is strongly increased \((\delta k_s)\). Using simple cell number balance, we arrive at an equation for the growth of the spheroid:

\[
\partial_t N = kN + N_s \delta k_s \tag{15}
\]

with \(N_s\) the number of cells in the surface layer that is favored for division. Assuming a constant density, and a constant surface layer thickness \(\lambda\), we get

\[
\partial_t V = kV + \lambda \delta k_s (V^{2/3}(36\pi)^{1/3}) \tag{16}
\]

Fitting Eq. 16 to the growth curves of simulations and experiments is able to reproduce the growth curves quite well, and allows to extract how the different growth rates depend on pressure. It turns out, that the surface rate \(\lambda \delta k_s\) is largely unaffected, while \(k\) is negative for all applied pressures and decreases further with increasing pressure (See Fig. 12).
Fig. 11: Cryosections and virtual cryosections of growing spheroids. In experiments, spheroids are sacrificed, frozen and cut into thin slices. By labeling Ki67 cell divisions are marked in cyan. In simulations, recently divided cells are marked in cyan, others in grey. Independent of pressure, most divisions happen at the surface, while the division is strongly suppressed by pressure in the bulk. From [16]

Fig. 12: Growth rates extracted from growth curves by fitting eq 16. The growth rate at the surface $\delta k_s$ is much less effected than the bulk growth rate $k_d$. From [16]
The negative growth rate in the bulk of the spheroid, and division at the surface naturally lead to a stable steady state where a flow of cells from the surface balances the net death in the bulk. For an incompressible fluid of cells this flow can be estimated analytically. The conservation equation reads

$$\nabla \bar{v}(r) = k(r), \quad (17)$$

where we assumed radial symmetry. As above, the growth rate $k(r)$ is $k$ in the bulk, and increased by $\delta k_s$ within a range $\lambda$ of the surface at position $R(t)$, i.e. $k(r) = k + \delta k_s \Theta(R(t) - r - \lambda)$ with $\Theta$ the heavyside step function. With the boundary condition of zero velocity at the center, we can solve for $v$ and get:

$$v_r = \begin{cases} 
\frac{1}{3}kr & \text{if } r < R(t) - \lambda \\
\frac{1}{3}(k + \delta k_s) r - \frac{1}{3}\delta k_s \frac{(R(t) - \lambda)^3}{r^3} & \text{if } r > R(t) - \lambda 
\end{cases} \quad (18)$$

The spheroid grows with the velocity at the surface $\partial_t R(t) = v_r(R)$. Note that expanding $\partial_t R$ to first order leads back to equation (16). Thus both equations predict the same steady state size

$$R_\infty = -3\delta k_s \lambda / k \quad (19)$$

The flow of cells predicted by equation (18) can be measured experimentally by marking cells at the surface, and following them over the course of time[17]. This fit allows an independent measurement of the growth rates from the growth curves, and leads to very similar values.

## 7 Conclusions

Growing materials display a set of phenomena completely unknown to conventional materials. Key aspects are a self developed homeostatic stress, viscous behavior due to material turnover and competition. To understand the dynamics of growing materials continuum mechanics very similar to classic viscoelastic materials can be used. The main difference comes from an additional source (or sink) term in the continuity equation. Mesoscopic particle based simulations can bridge the difficult gap between analytic theory and real experiments, but more importantly provide a third perspective on the problems at hand.

The field of growing materials is still young, and many aspects have not been addressed yet. For example, both simulations and analytic model here, have a source term in the continuity equation, while of course in reality matter remains conserved. The truth is that nutrients and fluid (the “interstitial fluid” pass between the cells, and gets turned into tissue material. Thus the growth (and death) rate is indeed a conversion rate from interstitial fluid to tissue material. See for example Ref. [18] for a further discussion.
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1 Introduction

It is still one of the great unsolved problems in life science that we do not understand in detail how an amino acid sequence of a polypeptide chain is transformed into a well defined three-dimensional protein structure (also called folding problem). This fundamental process and the attempts to establish a more complete understanding of the so called protein folding, is a prominent topic in the field of biophysical chemistry and biochemistry. In addition the analysis of protein folding and stability has also become more and more relevant for medicine and biotechnology. There are at least three major reasons that an increasing theoretical and experimental interest in protein folding exists [1, 2]: (i) Due to efforts on genome sequencing projects the acquisition of DNA sequences is increasingly faster nowadays. Compared to that, the acquisition of three-dimensional proteins structures is still slow, limited by the time consuming process of searching for proper crystallization conditions. In this respect the knowledge how the linear sequence of amino acids is translated into spatial information is the missing link. (ii) There is a tremendous interest in the over-expression of recombinant proteins for industrial, biotechnological, and research applications. (iii) Incorrect folding or misfolding of proteins is often related to protein aggregation and fibrillogenesis, which is connected to a number of serious diseases, such as BSE, or Huntingtons and Alzheimer diseases. Essentially the folding problem can be subdivided in three basic problems [3]. First, there is the question of the folding code. What are the forces that dictate the protein structure for a given amino acid sequence? Second, there is the challenge of a protein structure prediction. How can we predict a native three-dimensional protein structure from its amino acid sequence? And a third aspect deals with the understanding of the folding process itself. How are the routes or pathways during protein folding and why does the folding happens in some cases very fast and in others much slower (folding kinetics)? All these aspects are still intensively under investigation which is also supported by the fact that the number of research reports and review articles on various aspects of protein folding has increased dramatically over the last decades [4].

Herein we discus the state-of-the-art concepts and models in protein folding with an emphasis on single-molecules studies which give access to a detailed characteristics of the folding pathways. Another focus deals with inter-molecular binding of various interaction partners, like ions, substrates, or macromolecular ligands which can have a profound impact on the properties of the underlying folding process. Finally the folding of proteins under in vivo conditions is discussed which is supported by cellular chaperones helping proteins in the cell to achieve more efficiently to reach the native state.

2 Folding Pathways

2.1 mechanisms of Protein Folding

A variety of studies have shown that the folding of many small proteins can be characterized by considering solely two states, where only fully unfolded and completely folded states are occupied with any significant population. In theses cases there is no buildup of intermediated states as folding occurs. However, most proteins, particularly larger ones, do not exhibit such a simple folding behaviour. Instead, folding involves intermediate states, which are partially folded structures that are stable, although only transiently. Various models illustrate schematically how different folding events occur sequentially in a so-called folding pathway (Fig. 1). Since na-
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Proteins usually contain substantial amounts of secondary structure, it seems reasonable to assume that such structures would form early in the folding process.

Fig. 1: Models for protein folding. (a) In the framework model protein folding is thought to start with the formation of elements of secondary structure. These elements form independently of tertiary structure, or at least before tertiary structure is locked in place. The elements then assemble into the tightly packed native tertiary structure by diffusion and collision. (b) In the hydrophobic collapse model for folding the initial event of the folding reaction is thought to be a relatively uniform collapse of the protein molecule, mainly driven by the hydrophobic effect, i.e., the tendency of non-polar groups dissolved in water to cluster together. Stable secondary structure elements can only form in the resulting collapsed state. (c) In the nucleation-condensation mechanism early formation of a folding nucleus catalyzes further folding. The nucleus is diffuse, but comprises secondary structure interactions and approximately correct tertiary structure interactions. This model is consistent with the funnel model (see Section 2.2) which focuses on the rapid decrease of the conformational dispersity in the course of the reaction. Taken from [2]

Indeed, various studies showed that local structures, like helices or harpins, form fast relative to the time of the complete folding process (framework or diffusion collision model). However, from other studies we learned that various distant segments of the polypeptide chain come together without forming secondary structure, stabilized instead by sidechain interactions (nucleation-condensation mechanism). Apparently, the order in which secondary and tertiary
interactions are formed can vary from protein to protein [5]. There are at least two facts related to the "folding problem" for which the existence of intermediate states is of specific importance. (i) In the late sixties of the previous century Cyrus Leventhal pointed out that protein folding cannot be explained by an exhaustive search of conformational space. The number of possible conformations is so large that is would take more than the age of the universe to sample them all (Leventhal’s paradox). Hence protein folding must occur by some directed process, for example by forming intermediate states which makes protein folding a hierarchical process. (ii) The unfolded state is characterized by a pronounced structural flexibility resulting in a heterogeneity of conformational states present in an ensemble of molecules in the sample volume. As a consequence folding routes of individual proteins can be quite different in the folding process caused by different "starting structures of the unfolded state". Therefore the application of single molecule techniques is of particular importance, since these techniques can unravel details of the folding pathways which are hidden in data obtained from bulk measurements (see Section 3 and 4).

2.2 Thermodynamic Hypothesis and Free-Energy Landscapes

The idea that polypeptide chains include already all of the information necessary to fold and that the folding process itself is thermodynamically driven is known as the thermodynamic hypothesis. In this respect the thermodynamic hypothesis states that the native structure of a protein corresponds to a minimum in the free energy of a protein (Fig. 2).

Fig. 2: (a) Free energy profile for a two-state reaction where the native N and the unfolded U state are separated by a free energy barrier (transition state T). (b) Schematic presentation of a folding energy landscape (folding funnel). Unfolded states of a protein are characterized by a higher level of free energy (shown at the top of the funnel). Some of the proteins are trapped transiently in intermediate states (here shown as molten globules) before they reach the one and only global minimum of the native state.

For the simple case of a reversible two-state process (see above) transition state theory allows a
Protein Folding

A straightforward description relating the difference in free energy $\Delta G^0$

$$\Delta G^0 = G^U - G^N = \Delta H - T \Delta S$$

(1)

to folding and unfolding rates, $k_f$ and $k_u$, respectively (Fig. 2a). As shown in equation 1, the protein stabilization is determined by entropic as well as by enthalpic contributions. While enthalpic contributions often play a role through intermolecular bonds (H-bonds, S-S-bonds, salt bridges) the entropy change upon folding is dominated by the conformational freedom of the protein structure and by the interaction of the protein with hydration water. A protein structure is controlled by a subtle balance of stabilizing and destabilizing forces, and the resulting energy (i.e. $\Delta G^0$) which shifts the equilibrium to the native state (under physiological conditions) is often not larger than 1-4 kJ/mol (i.e. a few $RT$ at 25° C). All the above mentioned considerations hold for the case of reversible processes. The height of the transition state barrier ($T$) determines how fast the system will reach equilibrium.

The folding of a protein involves formation and breakage of a multitude of intra-molecular contacts. Due to this fact a single-trajectory view (i.e. one more or less well defined route from the unfolded to the native state) of protein folding is an over-simplification of the folding process at a molecular level. A more realistic view is given by a perception of protein folding that is characterized by a myriad of many different folding routes. Such a picture emerges from a multidimensional rugged energy landscape with a funnel like shape (see Fig. 2b) in which individual molecules find different routes from the unfolded to the native state. For proteins that would fold without observable intermediates (i.e. long-lived states) the energy surface would be rather smooth. The relevance of intermediates in the folding process is still in debate. In some cases intermediate states represent important structures with a high content of native contacts which are assumed to be productive to reach the final native state (on-pathway intermediates). In other cases mainly non-native interactions are trapped and therefore these states are called off-pathway intermediates. However, also off-pathway intermediates are of interest since they reflect properties of the energy landscape and might represent substrates for chaperones (folding helper proteins) or play a role for protein aggregation in the cellular context (see Section 5).

3 Monitoring Folding Pathways in Time and in Space

Experimentally properties of the folding process are often studied by pushing the equilibrium between the native and the non-native state(s) (or unfolded state), which favors under physiological conditions the native state (see Fig. 2), towards the non-native states. In this manner unfolded states (as well as intermediate states) are getting more and more populated and the time course of the transitions and the structural as well as dynamical properties of non-native states can be characterized in detail. For this purpose in most cases increased temperatures (i.e. thermal unfolding) or solutions with a high concentrations of chemical denaturants, like urea or guanidine hydrochlorid (i.e. chemical unfolding), are employed. By varying these environmental parameters unfolding as well as folding transitions can be induced. In addition by keeping the sample at a intermediate value (mid concentration of the chemical denaturant or melting temperature) we will obtain permanent and repetitive transitions of individual molecules between two states, an approach often employed in single molecule studies.
3.1 Folding Kinetics and Related Time Scales

The knowledge about the kinetics of the folding process is extremely valuable for the understanding of the energy landscape, for example in terms of local saddle points (transition states) or of local minima (intermediates). Assuming a simple two-state process the free energy barrier separating the native and the unfolded state is essentially rate limiting the process. The unfolding and the folding rate constants, \( k_u \) and \( k_f \), are given by:

\[
  k_u = k_0 \cdot e^{-\frac{\Delta G_{u}^{eq}}{RT}}, \quad k_f = k_0 \cdot e^{-\frac{\Delta G_{f}^{eq}}{RT}}
\]  

In this equation \( k_0 \) represents the pre-exponential factor and \( \Delta G_{u}^{eq} \) the free energy of the unfolding barrier (see Figure 2). Examples of unfolding kinetics, induced by chemical denaturants follow a mono-exponential behavior (see equation 2). In a similar manner the folding rate constant \( k_f \) is related to the free energy barrier height \( \Delta G_{f}^{eq} \), as shown in Figure 3 (right upper panel). Assuming a reversible process we obtain an equilibrium constant

\[
  K_{eq} = \frac{[N]_{eq}}{[U]_{eq}} = \frac{k_f}{k_u}
\]

which is related to the free energy \( \Delta G^0 \) stabilizing the native state under given conditions:

\[
  \Delta G^0 = -RT \ln \cdot K_{eq} = -RT \cdot \ln \left( \frac{k_f}{k_u} \right)
\]  

**Fig. 3:** For proteins that do refold reversibly, there are widespread assays available to study protein stability and folding kinetics. For such assays, conditions must be identified where folding is reversible. Under these conditions, the free energy of folding (\( \Delta G^0 \)) can be determined either from equilibrium denaturation measurements (left; green) or from kinetic measurements of rate constants (\( k_f \) and \( k_u \)) (right; blue). Taken from [6].
The experimental determination of \( \Delta G^0 \) is often accomplished by measuring the fraction of folded and unfolded protein ([\( N \)], [\( U \)]) or by measuring the corresponding transition rates \( (k_u, \ k_f) \) as a function of the denaturant concentration \([D]\). It was found empirically that the obtained \( \Delta G^0 \) depends linearly on \([D]\) with

\[
\Delta G^0 = \Delta C^0 (H_2O) + m_{eq} \cdot [D]
\]  

Here \( m_{eq} \) describes the difference in the solvent accessibility to the surface between the folded and the unfolded state. As demonstrated in a so-called Chevron-plot (lower right panel in Fig. 3) the dependence of \( k_u \) and \( k_f \) on the concentration of GndHCl is described by the following relation:

\[
k_u = k_u^w \cdot e^{m_u[D]}, \ k_f = k_f^w \cdot e^{m_f[D]}
\]

with \( m_{eq} = m_u + m_f \). Furthermore, \( k_u^w \) and \( k_f^w \) are the corresponding rates for unfolding and folding in the absence of denaturant.

The discussed models of transition state theory were introduced by Eyring for simple reactions in the gas phase [7] and for these cases the pre-exponential factor (i.e. a fundamental rate constant, see equation 2) was given by

\[
k_0 = \kappa k_B T / h \approx 6 \cdot 10^{12} \text{s}^{-1}
\]

at 25°C. Here \( \kappa \) is the transmission factor (typically assumed to be one), \( k_B \) is the Boltzmann constant, \( h \) is the Planck constant, and \( T \) the absolute temperature. In contrast to assumptions made in the Eyring theory, protein folding/unfolding transitions involve formation and breakage of many weak intramolecular interactions rather than a formation or cleavage of a single covalent bond. Therefore the above given value of \( k_0 \) will not be useful for our kind of analysis. For protein folding/unfolding reactions segmental diffusion processes of polypeptide chain fragments and internal friction will determine the rate limitation. In principle this factor can be quite different for individual proteins. Most probably it will also depend on the polypeptide chain length (i.e. on the proteins size). As an improvement in this respect, Kramers developed a theory on how chemical reaction rates are influenced by the viscosity of the medium. Kramers’ theory assumes that the dynamics can be described by one-dimensional diffusion along a reaction coordinate in which both the reactant wells and the barrier top are parabolic (Figure 4A). The corresponding (folding) rate constant is given by:

\[
k_f = \frac{2 \pi k_B T}{\omega_{min} \omega_{max} D_{max}} \cdot e^{-\frac{\Delta G^0}{RT}}
\]

where \( \omega_{min} \) and \( \omega_{max} \) are frequencies that characterize the curvature of the free energy profile at the unfolded well and (inverted) barrier top, respectively, and \( D_{max} \) is the diffusion constant at the barrier top. As shown by Monte Carlo simulations the accuracy of equation 8 is not declined if we assume \( \omega_{min} = \omega_{max} \) and \( D_{min} = D_{max} \). This approximation leads to

\[
k_f = \frac{2 \pi k_B T}{\omega_{min}^2 D_{max}} \cdot e^{-\frac{\Delta G^0}{RT}}
\]

and can be used to obtain the pre-exponential factor and therefore to determine the speed limit of the folding process (for more details see [8]).
Eaton and co-workers showed recently that the Kramers diffusion coefficient and the free-energy barrier can be characterized by measuring the temperature- and viscosity-dependence of the transition path time for protein folding [9]. The transition path is the small fraction of an equilibrium trajectory for a single molecule when the free-energy barrier separating two states is actually crossed (see shaded area in Fig. 4A). Its duration, the transition path time, can now be determined from single protein molecules undergoing folding/unfolding transitions (Fig. 4B).

**Fig. 4:** Folding transition path for a two-state protein. (A) The kinetics of protein folding is described by energy landscape theory as diffusion on a one-dimensional free-energy surface with an order parameter ($x$) as a reaction coordinate. (B) FRET efficiency trajectory. In the typical experiment, the donor and acceptor FRET fluorophores are attached to cysteine residues, which are closer on average in the folded state (higher FRET efficiency) than in the unfolded state (lower FRET efficiency). Taken from [9].

In particular time resolved single molecule Förster resonance energy transfer (FRET) studies can reveal valuable information in this respect (for methodical details see for example Chapter C3, Single-Molecule Fluorescence Spectroscopy). As shown in Figure 4B it is quite straightforward to obtain the transition rate constants ($k_u$ and $k_f$) from single molecule trajectories, which measures the frequency how often a transition occurs. In contrast it is much more elaborative to determine the transition-path time which is the duration of a successful barrier-crossing event. However, successful studies revealed that for two small proteins which differ by four orders of magnitude in $k_f$ ($10^4 s^{-1}$ and $1 s^{-1}$) the corresponding transition path-times differ by less than five-fold ($2 \mu s$ and $< 10 \mu s$). This interesting result supports model predictions which claim that the barrier height is not affecting the transition path-times. In fact the latter are strongly determined by the roughness of the underlying energy landscape which is closely related to the internal friction of the polypeptide chain [9].

### 3.2 Multi-Pathways and State Connectivity

For a long time it was assumed that proteins fold through distinct intermediates and in pre-determined pathways. By establishing funnel-shaped energy landscapes another more statistical
picture of protein folding emerged which assumes multiple unpredictable folding routes and intermediate conformations. In particular the folding of larger multi-domain proteins can occur in a complex network of on and off-pathway intermediates. Recent theoretical as well as experimental methodological advances made it possible to given answers to the question whether proteins fold through a limited number of distinct obligatory intermediate states in an ordered kinetic sequence or through a more heterogeneous collection of independent multiple routes [10].

The most impressive results in this respect are coming again from single molecule studies. As a major technique in single molecule studies, optical traps or tweezers are ideally suited to measure rather weak forces (below pN) which allows for a detailed study of protein folding pathways. By using optical tweezers experiments on full length calmodulin it was shown that the folding pathway involves at least 6 states connected by 6 transition pathways [11]. In so-called constant force experiments both the folded and the unfolded states are populated and protein folding/unfolding transitions occur, which are measured by abrupt length changes (Fig. 5A,B).

**Fig. 5:** (A) Schematic of a dual-trap setup for pulling experiments using optical tweezers. Beads trapped by the foci of two laser beams bound to DNA handles which are connected to the protein can be used to exerted a pull on the protein structure. By means of this setup lengths in the nanometer regime and pN forces can be measured. (B) Example of a measured trace performed with a single molecule held at constant load over a long period of time and equilibrium fluctuations in extension reflecting folding/unfolding transitions can be observed in a real-time. (C) Full kinetic network of calmodulin folding and unfolding. Arrows show all observed transitions. The percentage values provided for each transition give the fraction of transitions along the respective pathways out of each state. Distances in the lower part are differences in contour length. Taken from [11].

The resulting occupation probabilities and the dwell time distributions of individual states can be used to calculate force-dependent microscopic kinetic rate constants and equilibrium free en-
ergies. For calmodulin this approach revealed a detailed picture (Fig. 5C) with two off pathway intermediates (F23, F123) which exhibit non-native interdomain interactions and compete with the very fast productive folding pathway (via F12 and F34).

In another example, employing single molecule FRET, the folding landscape of adenylate kinase was investigated. In this study single molecule trajectories (see Fig. 6B) were measured with surface tethered proteins which were kept at different concentrations of a chemical denaturant, ensuring to populate native as well as non-native states. By using hidden Markov modelling six metastable intermediates were identified [12]. Adenylate kinase consists of three domains strongly interacting with each other (Fig. 6A). Therefore the individual domains cannot be seen as individual folding units, which is reflected in a complexity of the folding dynamics already reported in some earlier studies. This complex behaviour was unveiled in more detail by an extensive analysis of thousands of single molecule trajectories. The important outcome of the study is given by the fact that the connectivity of intermediate states depends on the denaturant concentration, where only at low concentrations multiple intersecting folding pathways co-exist.

![Fig. 6:](image)

(A) An individual adenylate kinase molecule (not drawn to scale with the vesicle), double-labelled for FRET, is encapsulated in vesicles tethered to a glass-supported bilayer using biotin-streptavidin chemistry. (B) Example of a fluorescence trajectory of individual proteins, showing transitions between three different FRET efficiency levels. (C) Example of a transition map at 0.65 M GndHCl concentration, constructed from the experimental data using hidden Markov modelling analysis results. Taken from [12].

With increasing denaturant concentration the folding landscape becomes more and more sequential. Additional complexity in the folding process shows up if the folding reaction takes places in the presence of ligands, as we will see in the next Section.

## 4 Coupling of Inter-molecular Binding and Folding

As known from various studies different types of ligands can have an impact on protein folding. In this respect small ligands like metal ions are known for a long time to be part of the native
structure and are often even required to reach the native state (see Fig. 7A).

Fig. 7: Examples of coupling between binding and protein folding: (A) Zn-finger peptide undergoes folding transition upon metal binding. (B) Coupled binding and folding of ACTR of p160 nuclear hormone receptor and NCBD of CBP/p300 transcriptional coactivator (for details see [14]). (C) Schemes of the folding after binding (similar to induced fit model) and of the conformational selection mechanism. Taken from [15].

In the recent past numerous proteins have been identified which are to large degree disordered and show a transition to a more ordered (native) structure mainly in conjunction with binding partner interactions. The understanding of the functional role in biology of these intrinsically disordered regions in proteins or intrinsically disordered proteins (IDRs and IDPs, respectively) is a relatively new field in structural biology and requires a new perspective and new tools for successful investigations [13]. Often both interaction partners are proteins which both exhibit disordered structures if they reside isolated, but associate with a high affinity and form cooperatively folded structures (see example Fig. 7B). Key questions in this topic are for example whether folding or binding occurs first or whether the reaction mechanism involves multiple states and folding intermediates.

In order to characterize the underlying mechanisms of coupled binding and folding reactions time-resolved experimental approaches are required. In principle two extreme mechanisms describing the sequence of reactions are given by kinetic mechanisms shown in Figure 7C. In the folding-after-binding mechanism binding to the ligand occurs to an unfolded or partially folded state and folding occurs subsequently in the complex. In the conformational selection mecha-
nism the low populated folded state selectively binds to the ligand, which results effectively in the stabilization of the native state [15].

A distinction between the mechanisms is possible by various experimental approaches employing time resolved optical spectroscopy. Here the most straightforward method is to induce folding by mixing the unfolded protein with its ligand and to monitor the reaction. In addition NMR relaxation dispersion experiments provide an alternative method to discriminate between both reaction mechanisms. Most experimental studies indicate that typically unfolded or partially folded states interact with the ligand and that the major folding barrier is generally crossed when the protein is bound to the ligand. This observation, supporting the folding after binding or induced fit model, was also made for various IDPs. Besides NMR relaxation dynamics and MD simulations, also single molecule FRET studies were successfully employed not only to resolve binding and folding reactions, but also to characterize the structural flexibility of the various states occurring on the folding pathway (see for example [16]). In particular for IDPs the observed ligand induced order-disorder transition is believed to play a crucial role in the functional manifoldness of these proteins. Related to the fact that IDRs can interact with multiple binding partners the idea of binding-modulated functions of the IDPs emerged and specific classes of proteins, such like hub proteins or scaffold proteins, were already identified to operate in this manner (see [13] and references therein).

5 Chaperone-assisted Folding

During the vectorial appearance of newly synthesized polypeptide chains at the tunnel exit of the ribosome, hydrophobic residues are exposed to the cytosol. Because folding occurs in a highly crowded environment (300 - 400 g l\(^{-1}\)), these exposed residues can interact with a multitude of cellular components before they gain their native structure. These undesired interactions often irreversibly impair the folding process (see Fig. 8A).

In contrast to the relative fast formation of secondary structures (on the microsecond time scale) folding into the tertiary structure may need up to minutes. Therefore a high risk of misfolding and of aggregation exists, which can also lead the formation of amyloid fibrils which are assumed to be toxic to cells and give rise to some neurodegenerative diseases. In order to lower the risk of pathological interactions, the cell is equipped with numerous types of molecular chaperones [18, 19]. For this purpose a network of cooperating chaperones, which in \(E.\ coli\) include the Trigger factor (TF), the ATP-dependent DnaK, and GroEL/GroES systems, assist in de novo folding (Fig. 8A). ATP-independent chaperones such as the TF or small heat shock proteins are believed to suppress the aggregation of exposed polypeptide chains and to delay the folding. They are the only chaperones known to utilize a ribosome docking site for nascent chain handling. Small nascent chains (\(~ 70\%\) of the total number of proteins) probably interact generally with the TF and may fold rapidly during synthesis (i.e. co-translational folding) without further assistance. Longer chains interact subsequently with the DnaK/DnaJ system and fold upon one or several cycles of ATP-dependent binding and release. Finally the GroEL/GroES system acts posttranslationally promoting the last assisted step in protein folding. The degree by which chaperones are needed varies from protein to protein. It is assumed that for small single domain proteins the engagement of chaperones is less crucial as compared to larger multi domain proteins. Furthermore the above mentioned systems for assisted folding exhibit functional redundancy which is also related to the fact that TF and DnaK are dispensible at moderate temperatures. Interestingly, at temperatures above 30 °C cells missing TF and DnaK exhibit
massive aggregation which can be compensated by the overproduction of GroEL/GroES (for
details see [19] and references therein).

As mentioned above GroEL acts protstranslationally and receives its substrate (a uncompletely
folded polypeptide chain) through transfer from upstream chaperones, here the DnaK/DnaJ
chaperonin. The basic mechanism of GroEL and its cofactor GroES involves encapsulation
of a single substrate molecule in a cage-like structure (Fig. 8B). Here the double ring of GroEL
14mers and the GroES 7mer which act as a ATP controlled lid ensure a reversible closing and
opening of the cage. In this so called "Anfinsen cage" GroEL catalyzes the rescue of kinetically
trapped states of the protein and provides a confined folding space in an environment free of
aggregation. By this the environment of the cage appears to modulate the energy landscape
and the trajectories along which folding proceeds, resulting in an accelerated folding process.
Interestingly, substrates can shuttle bidirectionally between DnaK and GroEL indicating that
these interconnections setup a flexible network of chaperones.

Understanding the mechanisms underlying the process of folding in vivo, requires information
about the substrate (protein) conformations populated along the chaperone assisted folding path-

**Fig. 8:** (A) Scheme for chaperone-assisted folding of newly synthesized polypeptides in the cy-
tosol of bacteria. (B) Chaperone mechanism in promoting folding through kinetic partitioning.
Reaction cycle of the GroEL/GroES system with switching between high- and low-affinity states
for unfolded and partially folded protein by ATP binding and hydrolysis. Taken from [17].
way. In a single molecule FRET study a specific mutant of the maltose binding protein (double mutant V8G and Y283D) was studied with respect to its folding properties (Fig. 9). This mutant (DM-MBP) is an ideal substrate for investigating how GroEL/GroES systems accelerate protein folding, as the lone DM-MBP folds spontaneously over several minutes. In contrast, chaperone assisted folding is 13 times faster [20]. This study shed light on details how GroEL and GroES determine the progression of folding. While the denatured state exhibit an expanded structure (having a low FRET efficiency with $f_E \sim 0.1$) the successfully refolded structures (spontaneously and chaperone assisted) show a rather compact structure ($f_E \sim 0.85$), as shown in Figure 9. The important intermediate state, where DM-MBP is still bound to GroEL (in the absence of GroES) shows a heterogeneous conformational distribution of substrate molecules. Obviously the interaction of the substrate with GroEL induces substrate molecules populating both compact ($f_E \sim 0.66$) and at least locally expanded (unfolded with $f_E \sim 0.06$) structures. Subsequent ATP binding to GroEL initiates GroES bonding and release of the substrate to inner volume of the folding cavity (see also Fig. 8B). By further ATP binding the substrate is released upon GroES dissociation. If the released substrate is still incompletely folded a new cycle can be started. Here the underlying concept is to enclose unfolded or only partly folded proteins, one molecule at the time, in a specialized folding compartment which provides an effective solution to overcome the aggregation problem.

**Fig. 9:** On the left side both domains of the maltose-binding protein (MBP) are shown together with positions of engineered cysteines used for dye attachments in single molecule FRET studies. On the right side single molecule FRET histograms are shown for MBP labeled at positions 52 and 298. Chemically denatured protein was diluted either in buffer alone (Spontaneously refolded) or into a buffer containing the full chaperonin system (GroEL/GroES assisted) to allow refolding in both cases. Furthermore data is shown for samples kept unfolded at 3 M GdnHCl (Denatured) or which were transferred in buffer containing GroEL alone (GroEL-bound). Taken from [20].

A further key aspect in resolving the mechanism of GroEL/GroES assisted protein folding is the conformational dynamics of the chaperonin system itself. In this respect several studies were performed which focussed not only on conformational changes of the GroEL complex but also on GroEL-GroES binding and unbinding during the working cycle (for details see [18] and references therein). In addition to fluorescence based single molecule techniques also force based
single molecule methods, like atomic force microscopy or optical tweezers contribute already significantly to understand chaperone assisted folding [21].

Since the ultimate goal in protein folding is to understand how protein folding takes place \textit{in vivo}, the consideration of cellular chaperones is of great importance. However, several further relevant aspects have to be considered for a deeper understanding of cellular protein folding [22]. Besides the fact that in the cell proteins typically start to fold already during their synthesis (co-translational folding) the folding in crowded conditions is accompanied by many possible interactions, including interplays with the ribosome and ribosome-associated proteins. In this respect the coupling between the synthesis rate of aminoacids of the polypeptide chain and the folding of the nascent chain is most probable the most significant difference to the classical \textit{in vitro} refolding scenario [23].
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1 Introduction

Proteins are biological macromolecules present in all cells and in body liquids. They work as nanomachines of live to produce material, move objects to the place where they are needed, degrade toxic chemicals, regulate the velocity of processes or protect the cell e.g. from viruses as part of the immune system. Proteins are synthesized as linear polypeptides of 21 different amino acids that are connected by peptide bonds. The primary structure of the protein as the sequence of amino acids is coded in the sequence of DNA. The side chain defines the amino acid properties as acidic or base, hydrophilic or hydrophobic, polar or nonpolar. During the protein synthesis the protein strand folds to a unique 3 dimensional structure (e.g. α-helices, β-sheets, disordered regions, hairpin). The structures is mainly stabilized by hydrogen bonds, hydrophobic amino acids in the core of a domain and hydrophilic amino acids at the surface. Protein domains are preserved regions of the protein structure with hydrophobic core and hydrophilic shell and can evolve function even if separated from the protein. The domain size reaches from 40 amino acids to several hundred amino acids with an average of approximately 100 [1,2]. Domains of similar structure are found in different species and similar functions show often similar domain structure, which is conserved during evolution and one speaks of domain families conserved during molecular evolution [3].

Activity of proteins is often related to an active center where actual function takes place. This can be catalysis of a chemical reaction, binding of a substrate or the change of a chemical potential. An early model about protein activity and specificity was the “lock and key” model, which assumes an exact fit of the protein active site to the substrate due to complementary geometrical shapes but with a rigid conformation as found in crystal structures [4]. To explain also the stabilization of the transition state with bound substrate in a different configuration compared to the unbound state the later “induced fit” model [5] allows a reshaping of the binding site to the substrate including local configurational changes of amino acids or large structural changes as for allosteric transitions. Still the protein is viewed as a rigid structure in liganded and unliganded case. Today it is realized that proteins are quite flexible objects, which show configurational changes on all length- and timescales. To reach a buried active site it is often necessary to open a cleft that the substrate can enter and to release the product. Binding of substrates in specific pockets allows to bring them close together in a specific configuration for e.g. phosphate or hydrogen transfer in a protected environment. Necessary conformational changes can be the rate-limiting step in catalysis. In other cases as for kinesin walk on myesin the configurational change is the aim of a chemical process to allow transport of cargo [6]. Therefore protein dynamics on all length scales is a key to understand how conformational changes are related to function and which mechanisms are involved to allow the rich functionality of proteins.

There are two different but linked types of dynamic motions. In terms of an energy landscape view thermal motions are motions that cover the configurational space at thermal energy kT in equilibrium [7]. The accessible configurational space can spread over a single deep minimum or a broader rugged valley where in both the depth defines the occupancy of a configuration in the valley within Boltzmann distribution. Kinetic motions try to find the equilibrium from a higher energy level and are directed towards equilibrium. The higher energy level can be due to an excitation (e.g. photolysis) or binding of a ligand that changes the local energy landscape. Nevertheless thermal motions occur also in the excited state and may help to overcome energy barriers on the kinetic pathway. The fastest motions in proteins are bond vibrations, side chain rotation at the protein surface or torsion of buried methyl groups with sub-angstrom amplitudes on picosecond timescales. Rearrangements of amino acids to adjust the orientation of functional groups may require local flexibility of neighboring amino acids in a cooperative manner that slows down the
process. Movements of secondary structure elements or rearrangement of groups of amino acids on nanosecond timescale allow the adaption of the protein structure to bind specific ligands. Slower motions with larger angstrom amplitudes are relative motions of complete domains as hinge bending movements or swapping of domains depends strongly on the local environment and can be fast as several nanoseconds or slow as up to seconds dependent on the needed rearrangements and the involved interactions. Allosteric transitions, functional conformational changes, folding and unfolding will happen on microsecond timescale and nanometer length scales. In general all these motions are dependent on each other and are coupled. The local atomic fluctuations lubricate the domain motions on larger length scales and domain motions change the shape of the protein.

In the following an overview over some configurational movements is given together with a basic explanation of experimental techniques allowing detecting timescale and amplitude.

2 Local movements

Local movements comprise movements of single atoms or small atom groups. Due to thermal excitation bonded atoms show vibrating movements as eigenmodes of their specific configuration. Each sidechain of an amino acid can have different configurations with respect to the backbone dependent on the space required for a change e.g. in orientation. Amino acids at the surface have more configurational freedom compared to completely buried amino acids. Configurational changes can be due to thermal movements or due to specific processes as binding of a substrate.

2.1 Atomic vibration

The fastest movements with highest energy are atomic vibrations as they are common for any molecule. Fig.1a shows as an example the geometry of torsion around the C-C bond of a methyl group, a symmetric stretching of the C-H bonds and a symmetric bending of the c-H bonds of the sidechain of alanine. These are only a few possible vibrations of alanine sidechain and each amino acid has different vibrational frequencies dependent on the atomic structure. For an overview see Barth et al [8]. The exact frequency depends not only on the geometry as for free molecules of the same architecture, but also on the direct environment and neighboring amino acids. Hydrogen bonds or polar interactions alter the vibration frequency. Fig.1c shows an example spectrum of (PPG)_n an synthetic polypeptide with a similar structure to natural collagen [9]. The frequency range reaches from 100 cm\(^{-1}\) to about 2000 cm\(^{-1}\) (12.4 meV – 250 meV) describing motions on a timescale of 0.01ps to 0.3 ps. The difference in the spectra is related to a partial deuteration that changes the frequency and the amplitude of specific vibrations due to the change of the hydrogen mass. In this way the specific exchange allows to separate some of the vibrational modes present in the sample. Typical instruments with the necessary large energy transfer are neutron time of flight instruments.

For proteins the Amide I absorption band between 1600 cm\(^{-1}\) and 1700 cm\(^{-1}\) is of importance because it allows the determination of the relative content of secondary structure in the protein. It can be measured by infrared spectroscopy (e.g. FTIR). In this absorption band the C=O stretch vibration of the peptide backbone is dominant [10]. As shown in Fig.1b the hydrogen bond between the C=O and the N-H of a different amino acid stabilize the secondary structure elements. A specific hydrogen bond modifies the stretching vibration in a way that is characteristic for the local geometry defined by the secondary structure.
Measuring the different contributions allows extracting the fractional content of secondary structure elements.

**Fig. 1:** Example geometries of torsion, symmetric stretching or bending vibrations of a methyl group as the side group of alanine. b) Secondary structure elements \(\beta\)-sheets and \(\alpha\)-helices (in yellow, red) with side chain elements. The secondary structure is stabilized by the hydrogen bonds (thin blue lines). c) Vibrational spectrum of synthetic polypeptide (PPG)\(n\) associated in a right-handed supercoiled triple helical arrangement as found in natural collagen measured at the time-focused crystal analyzer spectrometer (TFXA) at ISIS, UK by Middendorf et al. [9].

### 2.2 Sidechain movements with Atomic Resolution: Time Resolved X-ray Crystallography.

Conventional x-ray crystallography measures the diffraction patterns in different orientations of a single crystal with hundreds to thousands of Bragg-reflexes from which the three-dimensional electron density is calculated. The crystal structure of atom positions is generated as found e.g. in the Brookhaven Protein Databank (PDB). Configurational changes due to activity can only be examined if it is possible to grow a crystal in both states as e.g. liganded with the substrate or an inactive replacement of the substrate and without the substrate. Diffusion trapping can be used to find the binding site of a substrate that is able to diffuse into a substrate free crystal. A larger configurational change due to substrate binding is difficult to access in this way and the timescale of a process cannot be accessed.

Time resolved crystallography tries to measure diffraction patterns with a delay time to observe the time evolution of a process. To access a dynamical process the protein must be active in the crystalline state and the process needs to be triggered inside the crystal with some reasonable amount of concentration. One way is to use a pump-probe method with measurements after a trigger event. Measurements with defined time delay relative to the trigger event e.g. photolysis of a process by a laser pulse allows to follow the process with different delays. On the other hand a complete series with defined delays can be acquired if the repetition rate for a measurement is high enough. To overcome the need of different orientations for sub-second resolution a polychromatic Laue X-ray diffraction technique can be used [11]. Larger motions as domain movements cannot be observed as the crystal structure limits the configurational freedom to move over larger distances.
Schotte et al. have reported 100 picosecond time resolution x-ray crystallography of a myoglobin mutant after photolysis by an orange laser flash [12]. Fig.2A shows the electron density map of the unphotolyzed myoglobin and 100ps after the flash showing 3 larger configurational changes (arrows) and distributed smaller changes in the protein.

![Electron density map of myoglobin before (magenta) and after photolysis (green). Overlapping densities are shown in white. The stick model included shows the unphotolyzed state. Large arrows indicate 3 large changes while small arrows indicate small rearrangements in the whole protein. Sequence of an enlarged view of A. B-E) Times are 100 ps, 316 ps, 1 ns, 3,16 ns, after the laser flash. F and G are 31.6ns and 3.16 µs after a longer ns laser flash. Circles indicate location of CO molecules. Figure from [12].](image)

Fig.2 B-E shows a sequence of delay times after the laser flash. The CO molecule dissociates and is trapped 2Å apart from the original binding site (positions 2 + 3). Phe29 is displaced but relaxes back to its original position within 316 ps. After several nanoseconds His64 relax to their deoxy position and the CO molecule has migrated to position 4 and 5 where it is trapped for several microseconds.

Here the conformational change due to photolysis is demonstrated with a correlated motion of sidechains rapidly sweeping away the CO molecule from its preferred binding site. The experiment demonstrates that fast sub nanosecond reorientations are possible even in a restricted Crystal structure.

### 2.3 Microsecond dynamics of Sidechains and Picosecond Dynamics of the Backbone observed by Nuclear Magnetic Resonance Spectroscopy

Nuclear magnetic resonance measures the resonance frequency characteristic for a spin flip in a magnetic field, which depends on the respective atom type ($^1$H, $^{13}$C, $^{15}$N) and e.g. the local electronic environment leading to the chemical shift (dependent on binding partners, bond length and angles) or J-coupling (interaction of different spins). Chemical exchange
phenomena as conformational changes, exchange with the solvent or ligand binding modifies this local environment. Fig. 3 shows as an example for a two site chemical exchange the chemical shift dependence on the rate of exchange relative to the measurement time.

**Fig. 3:** An overview over timescale in NMR for the case of a two site chemical exchange with a population of 3:1 between A and B. The difference in chemical shifts $\Delta \omega \approx \omega_A - \omega_B = 100\text{Hz}$ determines a “shutter time” as the NMR time scale by $\sqrt{2/\pi \Delta \omega}$. a) The exchange time $(k_{AB}+k_{BA})^{-1}$ (indicated as times in the figure) is slower allowing to detect 2 separate peaks with intensities related to population of A and B. b) The exchange is on same timescale showing coalescence to a single broadened peak at population averaged position, because within the measurement time single transitions are likely. c) The exchange is much faster and a single sharp peak is observed. Within the measurement time the transition occurs several times. The position depends on population of A and B. For known chemical shifts of A and B the peak position can be used to determine the populations. Figure used from [13].

Microsecond-millisecond changes can be detected due to modification of the chemical environment and lead to a change of the specific chemical shift. Molecular motions on picoseconds to nanoseconds as sidechain vibrations can be detected by measuring spin relaxation. 2D-NMR measures the coupling between spins of different atoms in a molecule. Methods like correlation spectroscopy (COSY), ECOSY, HSQC, EXSY allow the detection of correlations between atoms that are connected over several bonds. E.g. Nuclear Overhauser effect spectroscopy (NOESY) allows detecting correlations that are not connected by a bond, but which are not to far separate in space.

Fig. 4 shows as an example magnetization exchange spectroscopy (EXSY) for the observation of a slow process on the second timescale. For different configurations two peaks are observed with a cross peak as a direct indication of transition between configurations within the measurement time.

Measuring with a delay time allows the determination of rate constants related to the transition. Faster motions on the pico-nanosecond timescale are accessible by spin relaxation spectroscopy. The relaxation rate depends on molecular motions of atoms in the local environment that interact via dipole-dipole interactions or by chemical shift anisotropy and the global rotational motion [13]. Bond vector motions (e.g. amide N-H bond of the backbone in a $^1\text{H}-^{15}\text{N}$ experiment) are separated into contribution from global rotation on the timescale of nanoseconds, which is equal for all residues, and internal dynamics on the picosecond
timescale to extract local backbone dynamics. Limitations arise when the dynamics of internal motion becomes slow and reaches the timescale of rotational motion.

Fig. 4: Magnetization exchange spectroscopy (EXSY) can observe the slow exchange between conformational states A and B. In a standard correlation experiment observing the backbone amide, the magnetization is transferred from $^1H$ to $^{15}N$, the $^{15}N$ chemical shift is measured and afterwards the magnetization is transferred back to measure the $^1H$ magnetization by complex RF-pulse sequences. Dependent on the configuration correlation peaks A or B are observed (equivalent to b) $T=0$). In the EXSY experiment the $^1H$ experiment is done after a delay time $T>0$ (see a) and a cross peak is observed in cases were during the delay time a transition between A and B occurred (b $T>0$). Varying the delay time allows measurement of the relaxation between the two configurations A and B. c) The time dependence of a relaxation with decreasing intensities for A and B. The cross peak intensity increases at short times. All intensities decrease at long times because of spin relaxation. From the relaxation the forward and reverse rate constants can be extracted. The technique is applicable for rate constants in the range from 0.5 $s^{-1}$ to 50 $s^{-1}$. Figure used from [13].

Configurational Transition in ClpP on Second Timescale
A slow transition in the oligomeric protease ClpP, consisting of 14 subunits arranged in a heptameric ring with a total mass of 300kDa, was observed by magnetization exchange spectroscopy (EXSY)[15]. ClpP is a cylindrical self-subdividing protease with a chamber containing the proteolytic active site were through axial pores the already unfolded substrate is inserted and proteolysis takes place (see Fig.6a).
Fig. 5: Spin relaxation: a) At equilibrium the spins are aligned to the magnetic field. After a specific perturbation (RF pulse) the spin is aligned antiparallel for longitudinal magnetization $R_1$ or perpendicular for transverse magnetization $R_2$. After a delay time allowing relaxation an inversion pulse is applied and after a further delay the non-relaxed magnetization can be measured. b+c) The magnetization is interpreted in a model free approach by $S^2 + (1-S^2) \exp(-t/\tau)$ \cite{36}. c) $R_1$ relaxation depends on global tumbling e.g. due to rotational diffusion and local fluctuations. $R_2$ depends only on the local relaxations. Local relaxations can be extracted by combined measurements. Figure used from \cite{13}.

The assignment of the $\delta_1$ methyl peaks for I149 and I151 shown in Fig. 6b was done by site directed mutagenesis and presents two peaks for each of the residues, a broad and a narrow peak indicated as F and S for fast and slow relaxing. By EXSY it was established that the two peaks correspond to two different configurations and that a transition occurs with a rate constant of 60 $s^{-1}$ at 0.5 °C. Both residues show the same rate constants suggesting that the same process is observed. I149 and I151 are present in all monomers building a ring at the connecting interface between the heptameric rings. The observed configurational change could be related to opening of pores, which allow the release of the product after proteolysis. This was tested by mutagenesis in introducing at position 153 a cysteine that can build a disulfide bridge between monomers if oxidized. A series of kinetic measurements showed fast product release from the reduced form, but product release was not observed in the oxidized form. The disulfide bridges quench the release process. The relaxation process observed by NMR is likely related to the release of the proteolysis products through pores in the equatorial plane.

Fig. 6: a) ClpP Protease with two monomers shown in yellow and blue. Isoleucines are indicated as red and green circles. Blue arrows indicate substrate-entering pores. b) TROSY correlation spectrum with the two $\delta_1$ methyl peaks (indicated F and S for fast and slow in the magnification on left of the small rectangle right) of I149 and I151 residue. The occurrence of two peaks is a result of the slow exchange between two conformations. c) Relaxation of the peak intensities with the relaxation of the cross peak. All relaxation rates are approximately equal. Figures from \cite{14,15}.
By EXSY it was established that the two peaks correspond to two different configurations and that a transition occurs with a rate constant of 60 s\(^{-1}\) at 0.5 °C. Both residues show the same rate constants suggesting that the same process is observed. I149 and I151 are present in all monomers building a ring at the connecting interface between the heptameric rings. The observed configurational change could be related to opening of pores, which allow the release of the product after proteolysis. This was tested by mutagenesis in introducing at position 153 a cysteine that can build a disulfide bridge between monomers if oxidized. A series of kinetic measurements showed fast product release from the reduced form, but product release was not observed in the oxidized form. The disulfide bridges quench the release process. The relaxation process observed by NMR is likely related to the release of the proteolysis products through pores in the equatorial plane.

**Amide \(^{15}\text{N} \)** Backbone Dynamics in Adenylate Kinase

Atomic fluctuations on picosecond-nanosecond timescale can facilitate larger motions on slower timescale as was shown for adenylate kinase by spin relaxation spectroscopy of the \(^{15}\text{N} \) bonds by Henzler-Wildman et al. [16]. A mesophilic and thermophilic homologue were examined at different temperatures. The measured spin relaxation spectra were analyzed by models derived from model free analysis, determining the order parameter \(S^2 \) and a relaxation time from the relaxation curve of each residue. In the basic model relaxation is described by 
\[
C(t) = S^2 + (1-S^2) \exp(-t/\tau)
\]
The \(S^2 \) describes the change from completely rigid structures (\(S^2=1\)) over flexible structures (0.85 for secondary structure or 0.5 for unstructured regions) to completely uncorrelated motions (\(S^2=0\)) and is most sensitive to local packing [17]. Different models and additional measurements were used to remove contributions from lid movements on \(\mu\)s scale, anisotropic diffusion or coupled motions. Rotational correlation time was found as 14 ns\(^{-1}\) and 18 ns\(^{-1}\) at 20°C for thermophilic adenylate kinase in open and closed configuration in accordance to calculation of HYDRONMR [18] based on the PDB structure.

**Fig. 7:**  
a) Flexibility of the mesophilic adenylate kinase at 20°C. Colors indicate the value of the order parameter \(S^2 \) with grey for residues for which \(S^2 \) cannot be measured (due to fast hydrogen exchange or spectral overlap). b) Temperature dependence of \(S^2 \) for the thermophilic adenylate kinase at 20°C (blue), 50°C (black) and 80°C (red). Numbers with arrows indicate in both plots identified hinges. Figures from [16].
Because of the absence of unpaired electrons in proteins, spin labels have to be increased temperature the overall flexibility increases. At 20°C the thermophilic adenylate kinase shows smaller order parameter values compared to the mesophilic homologue. Similar order parameters for both homologues are found if both are measure in the same distance fluctuations are related to stability.

3 Domain motions

Domain motions are correlated motions between different domains or inside of domains like bending and torsion of the domain. The mechanisms are described as shear motions along an interface or hinge motions where such an interface is missing, but unclassifiable motions are allowed. The connection between domains can be a broad soft hinge as in the case of phosphoglycerate kinase, a single $\alpha$-helix as in the case of lactoferrin or a disordered amino acid sequence of the protein chain as in the case of immunoglobulin G1 or mercury ion reductase.

Configurational changes changing the shape of a protein by rearranging complete domains can be observed by methods, which allow the detection of correlated motions over larger distances. Förster resonance energy transfer (FRET) measures the distance distribution of chromophores attached to cysteines at specific sites on the protein surface or introduced by site directed mutagenesis [19]. The excitation of the donor is followed by a transfer of the energy to the acceptor – overlap of absorption and emission spectra is essential - and detection of the later emission. The efficiency of energy transfer is dependent on the distance and allows measuring a distance distribution between the chromophores respectively the points where the chromophores are bound to the protein. Single molecule fluorescence polarization anisotropy (smFPA) measures dynamic changes of the orientation via time resolved polarization measurements and yields information about size, shape and rotational dynamics [20]. Electron spin resonance can be used to measure the interaction between two unpaired spins similar to NMR, but because of the stronger interaction the distances can be larger [21]. Because of the absence of unpaired electrons in proteins, spin labels have to be inserted by site directed mutagenesis. Another technique is small angle scattering by neutrons or x-rays (SANS, SAXS). Both techniques allow examination of the low-resolution structure and the ability to compare structural changes in solution due to changes of pH, salt concentrations, temperature or substrate addition. Time resolved SAXS can reach sub-millisecond resolution and can be combined with stopped flow experiments or trigger events as in time resolved x-ray crystallography [22].

Neutron spin echo spectroscopy (NSE) is a technique that is able to access the timescales from 0.1 up to several hundred nanoseconds and simultaneously covers the length scale relevant for protein domain movements as in SAXS or SANS of several nanometers distance between domains [23]. NSE measures the temporal correlation of configurational changes under utilization of the neutron spin to detect tiny velocity changes during the scattering process. The measured intermediate scattering function can be interpreted as a time correlation between small angle scattering patterns with nanosecond resolution. Main
Contributions to the correlation come from translational and rotational diffusion due to the spatial correlation of different proteins diffusing in the solution and internal domain dynamics on nanosecond timescale. In the following we present exemplary results to demonstrate a small variety of possible motional patterns.

3.1 Phosphoglycerate kinase as a classical hinge

Phosphoglycerate kinase (PGK) is an enzyme that is involved in glycolysis. It relocates a phosphate group from 1,3-biphosphoglycerate, an intermediate product in glycolysis, to ADP to synthesize ATP [24]. PGK is composed of two separated domains connected by a hinge region as shown in Figure 8 [25]. 1,3-biphosphoglycerate and ADP are bound at opposite positions in the cleft at the two domains. The active site is located at the hinge between the C-terminal and N-terminal domains. Evidence for a hinge bending motion induced by substrate binding was found by Bernstein at al. by comparing crystallographic structures of different species with and without bound substrates bringing the substrates closer together [26]. The crystal structure without substrate has an open cleft configuration with key residues Arg-39 and Gly-376 in the active center separated by about 1.18 nm. The proposed mechanism of induced fit due to substrate binding closes the cleft by a 32° hinge closure to the active configuration with bound substrate. This cleft closing motion mainly brings key residues Arg-39 and Gly-376 of the active center together with the substrates to a distance of 0.35 nm as found in the closed cleft crystal structure.

Fig. 8 shows SANS measurements of PGK in solution with and without substrate demonstrating that the solution structures are different from the substrate bound crystal structure [27]. Modeling the structure by deformations along softest elastic normal modes (torsion and 2 perpendicular bends of the hinge) allowed modeling of the deformation due to substrate binding in solution. The distance between the active residues was reduced from 1.14 nm without substrate to 0.82 nm with bound substrate, but still to far to allow activity within a static structure.

Fig. 8: Form factor measured by SANS from PGK and PGKsub (Kratky plot: Q versus Q²I(Q)). Lines show the calculated form factor from the crystal structure (blue) and from structures deformed along the softest normal modes to fit the experimental data. The inset shows the protein with the hinge in yellow, the main domains in blue and red and the substrates as spheres. Figure from [27].

NSE measurements show the relaxation of the intermediate scattering function dependent on diffusion and internal dynamics as shown in Fig.9 left. At low scattering vectors Q (observing large length scales) the protein looks point like and a single exponential relaxation is
of the energy landscape and the exploration of the large conformational space are driven by even a rigid 3D structure. For these properties dynamics is essential. Specifically the sampling environmental changes or other macromolecules allowing them to fold into different states or extended and flexible loops to fully disordered polypeptide chains. The biological role of the dynamic properties reach from very soft structures over folded elements connected by exhibit any well-defined folded structure that could be crystallized. Their structural and about 40% of all proteins in the human body are intrinsically disordered. These IDP’s do not

In summary, the NSE investigation has demonstrated that the approach to a functional configuration of PGK needs to be attributed to the dynamic fluctuations of the main domains instead of an earlier proposed induced fit by substrate binding. Thus, in the case of PGK, hinge dynamics enables function.

**Fig. 9:** Left: Semi logarithmic plot of $I(Q,t)/I(Q,t=0)$ for selected $Q$ values (PGK, black and red; PGKsub, green; data are shifted for clarity and are equal 1 for $t=0$). Red and green dashed lines represent the initial slope extrapolated to long times. The blue and black dashed lines represent the long-time limit extrapolated to $t=0$. The long-time limit corresponds to rigid-body diffusion including inter-particle effects. The difference between extrapolated long time diffusion at $t=0$ to the initial slope amplitude is the internal dynamics contribution $A(Q)\exp(-t/\tau)$. Right: $Q$ dependence of $A(Q)$ compared to model calculations Figure from [27].

### 3.2 Intrinsically Disordered Proteins (IDP)

About 40% of all proteins in the human body are intrinsically disordered. These IDP’s do not exhibit any well-defined folded structure that could be crystallized. Their structural and dynamic properties reach from very soft structures over folded elements connected by extended and flexible loops to fully disordered polypeptide chains. The biological role of the IDP is founded in their high conformational adaptivity, enabling them to respond rapidly to environmental changes or other macromolecules allowing them to fold into different states or even a rigid 3D structure. For these properties dynamics is essential. Specifically the sampling of the energy landscape and the exploration of the large conformational space are driven by
conformational motions of the unfolded peptide chain. On the other hand IDPs show the same dynamics as proteins during the early stage of folding. Since the intrinsic disorder prevents crystalline structure determination, only low resolution SANS and SAXS information about the average structure in the disordered state exists.

Myelin basic protein (MBP) is a major component of the Myelin sheaths in the central nervous system [28]. In the human body MBP is of significant importance as there are many neurological disorders, as e.g. multiple sclerosis, that are related to MBP mal function. Lipid free MBP is not completely unfolded but retains some elements of the alpha helix and beta sheet (about 60% of the protein is unfolded) [29].

Fig. 10a+b display X-ray form factors of MBP that display strong similarities to polymer form factors as the high Q data show a power law close to $Q^{-2}$ that is characteristic for Gaussian chain polymers in theta solvents. The small increase visible in the Kratky plot at high Q indicates a length scale where the random oriented character vanishes and the linear character of short chain segments becomes visible. A Monte Carlo simulation was used to generate a coarse grained ensemble representing the structural characteristics of and a ensemble was selected that represent the SAXS data [30]. The resulting characteristic molecular shapes are displayed in Fig.10c. The model conformations indicate an elongated structure with a relatively compact core and flexible ends on both sites. Fig.11 at left displays NSE spectra from 54 mg/ml solutions (times up to 140 ns could be accessed). Inspecting this figure the two component structure of the NSE spectra at Q-values above 0.9 nm$^{-1}$ is visible. Thus, we deal with long time rigid body motion augmented by internal dynamics with relaxation times below 10 ns.

Fig. 10: SANS data from MBP at 4.5 mg/ml. a) The red solid lines is a fit with the Debye equation for a Gaussian chain. (b) Kratky plot. The line is a result of the scattering from the most probable conformational ensembles shown in c. c) Representative coarse-grained conformations of MBP as determined by inverse Monte Carlo. The structures are rotated by 90 °C in the lower part of the figure. The color code relates to six different realizations of the ensemble, which represent the data best. Figure from [31].

The structural models based on SAXS analysis were used to describe the long time translational and rotational diffusion combined with a Q-dependent motional amplitude $A(Q)$ and an internal mode relaxation time. The characteristic internal relaxation time $\tau_{\text{int}}=8.4\pm 2.0$ ns is found for the whole structural ensemble and the corresponding amplitude $A(Q)$ is
displayed in Fig.11 at the right. Normal mode analysis was used to describe the deformation of the structural models. Fig.11 middle shows the first two normal modes as a bending of the structure, which already give a satisfactory description of the observed amplitudes. Comparing the normal modes with the structural models in Fig. 10c it can be concluded that the normal modes describe approximately the motion from one structural model to the next. Here it is shown that even for very flexible structure as the amino acid chain still low frequency collective stretching and bending motions of the outer part of the structure describe the essential features of the large-scale dynamics.

**Fig. 11:** Left) NSE Data for MBP: All spectra start at unity but are shifted consecutively by a factor of 0.8 for clarity shown up to 50 ns. Solid lines are fits to the NSE data with the structural model. The dashed lines are exponential fits for t>20 ns to extrapolate the long time rigid body dynamics. A clear separation between the internal and the global dynamics is obvious. Middle) Displacement pattern of the normal modes 7 (upper part, bending) and 8 (lower part, stretching) from the structural model according to normal mode analysis. The lengths of the vectors are increased for better visibility. Right) Amplitude of the internal protein dynamics as obtained from the fit. The solid and dashed lines are the calculated mode amplitude according to equation 4. Figures from [31].

### 3.3 Cooperative Rotation of the F1-ATPase Motor

Adachi et al. demonstrated the stepping rotation of the F-ATPase motor through angle-resolved smFPA [32]. F-ATPase is a membrane protein complex that synthesizes ATP. A proton gradient between membrane sides is used to drive the reaction as the protons cross the membrane in a transport reaction in the membrane bound F0-ATPase, which acts as a rotor. F0-ATPase reaches into the stator F1 by a shaft (dotted line, see Fig.12). A fluorescent probe was attached on top of F0 reaching through F1 to monitor the polarization of emitted or absorbed light during activity.

Fig.12 shows on the right the intensity course during activity with the calculated orientation and corresponding revolution angle. The time evolution of a continuous motion is shown for comparison as a red line.

The stepwise character of the motion is demonstrated as a true property of the ATPase and further analysis results in 120° steps with a dwell time dependent on ATP concentration in the solution as e.g. 5.5s at 20nM ATP.
4 Summary

In the past the function of biological assemblies was discussed in terms of structure, which was in most cases derived by X-ray crystallography. In recent years the biological community became more and more aware of the importance of motions and dynamics in proteins that can play an important role in understanding function. The importance of protein dynamics may be highlighted in the frame of drug design. While in the past in general the development of drugs was done using static crystallographic structures implying the lock-and-key model, during the last 10 years the state-of-the-art involves ensemble docking. Ensemble docking considers conformational changes and searches for conformations where a drug can bind to the active site of the protein, meaning that metastable protein states identified in molecular dynamics (MD) simulation are individually targeted [33–35].
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1 Introduction

Amyloids are fibrils made by proteins in a $\beta$-strand conformation that lay perpendicular to the fibril axis [1, 2]. They are normally formed by two or more $\beta$-sheets which aggregate laterally to form the final fibrils. This structure is called cross-$\beta$ because of its characteristic X-ray diffraction pattern with a reflection at 4.8 Å corresponding to the distance between $\beta$-strands in a sheet, and a second reflection at $\sim$ 10 Å corresponding to the distance between $\beta$-sheets. The essential characteristics of amyloids are summarized in figure 1. It has been hypothesized that most proteins can form amyloids in the right environment [3], but most proteins in physiological conditions do not form amyloids. Proteins that form amyloids in physiological conditions have a high $\beta$-sheet propensity and their monomers are usually disordered.

Amyloids have been extensively studied because of their association with various diseases. In particular, the deposits found in the brains of patients with Alzheimer’s or Parkinson’s disease are composed of amyloids. A list of some of the diseases related to amyloids can be seen in table 1. Even though amyloids are related to many diseases, it is still unclear what role they play in these diseases. Notably, it has been observed that the concentration of fibrils does not correlate with the stage of the disease [5]. However, the concentration of soluble oligomers, made up of only a few peptides, have a stronger correlation with the stage of the disease. This has led to the hypothesis that it is not amyloid fibrils but soluble oligomers which are the toxic species [6]. It has also provoked the extensive study of amyloid aggregation, which was found to be a very complex process with many intermediate species (see figure 2 for the aggregation mechanism proposed for $\beta$-amyloid). It is also still unclear why these oligomers are the toxic species. For the moment, the hypothesis with the strongest experimental evidence is that these oligomers are toxic because of their interactions with cell membranes.

Most amyloids are associated to diseases. However, the last few years have seen the discovery of amyloids which have normal physiological roles. These amyloids are called functional amyloids. This lecture concentrates on these recently discovered amyloids. In particular, it covers both functional amyloids which are found in nature, and those in nanomaterials, which have been recently designed taking advantage of the amyloid fold.

2 Functional Amyloids in Nature

The discovery of functional amyloids has changed our understanding of the amyloid fold. Today, we know that functional amyloids can be found in almost every kingdom (see table 2). The functions of these amyloids are diverse and include storage of peptides, scaffold for melanin formation, adhesives, or biofilms.

The first functional amyloid was found in the fungus *Podospora anserina* in 1997 and is made of the HET-s protein [13]. *Podospora anserina* is a filamentous fungus which can have heterokaryon cells, i.e., cells with two different nuclei. Such condition occurs when two cells undergo vegetative cell fusion, which can happen within the same individual but also between...
Table 1: Disease-related amyloids.

<table>
<thead>
<tr>
<th>Protein</th>
<th>Disease</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>β-amyloid</td>
<td>Alzheimer’s disease</td>
<td>Benilova et al. [7]</td>
</tr>
<tr>
<td>α-synuclein</td>
<td>Parkinson’s disease</td>
<td>Irwin et al. [8]</td>
</tr>
<tr>
<td>IAPP (amylin)</td>
<td>Diabetes mellitus type 2</td>
<td>Westermack et al. [9]</td>
</tr>
<tr>
<td>Huntingtin</td>
<td>Huntington’s disease</td>
<td>Perutz [10]</td>
</tr>
</tbody>
</table>

Fig. 2: Aggregation pathway of monomers of β-amyloid to amyloid fibrils. Monomers are usually unstructured. These monomers can form off-pathways aggregates such as amylospheroids. Monomers can also form partially structured monomers which later form paranuclei on the path to amyloid fibrils. These paranuclei aggregate into protofibrils, which in turn assemble into fibrils [12]. This figure is reproduced from [12].

has led to the hypothesis that it is not amyloid fibrils but soluble oligomers which are the toxic species [6]. It has also provoked the extensive study of amyloid aggregation, which was found to be a very complex process with many intermediate species (see figure 2 for the aggregation mechanism proposed for β-amyloid). It is also still unclear why these oligomers are the toxic species. For the moment, the hypothesis with the strongest experimental evidence is that these oligomers are toxic because of their interactions with cell membranes.

Most amyloids are associated to diseases. However, the last few years have seen the discovery of amyloids which have normal physiological roles. These amyloids are called functional amyloids. This lecture concentrates on these recently discovered amyloids. In particular, it covers both functional amyloids which are found in nature, and those in nanomaterials, which have been recently designed taking advantage of the amyloid fold.

2 Functional Amyloids in Nature

The discovery of functional amyloids has changed our understanding of the amyloid fold. Today, we know that functional amyloids can be found in almost every kingdom (see table 2). The functions of these amyloids are diverse and include storage of peptides, scaffold for melanin formation, adhesives, or biofilms.

The first functional amyloid was found in the fungus Podospora anserina in 1997 and is made of the HET-s protein [13]. Podospora anserina is a filamentous fungus which can have heterokaryon cells, i.e., cells with two different nuclei. Such condition occurs when two cells undergo vegetative cell fusion, which can happen within the same individual but also between
Table 2: Functional amyloids in biology.

<table>
<thead>
<tr>
<th>Protein</th>
<th>Organism</th>
<th>Function</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>HET-s</td>
<td><em>Podospora anserina</em></td>
<td>Heterokaryon incompatibility</td>
<td>Costou et al. [13]</td>
</tr>
<tr>
<td>Curli</td>
<td><em>Escherichia coli</em></td>
<td>Extracellular adhesion, invasion and biofilm formation</td>
<td>Chapman et al. [14]</td>
</tr>
<tr>
<td>Pmel17</td>
<td><em>Homo sapiens</em></td>
<td>Melanin scaffold</td>
<td>Fowler et al. [15]</td>
</tr>
<tr>
<td>Peptides hormones</td>
<td>Mammalia and Amphibia</td>
<td>Storage and release of hormones</td>
<td>Maji et al. [16]</td>
</tr>
<tr>
<td>RIP1/RIP3</td>
<td><em>Homo sapiens</em></td>
<td>Signalling complex for programmed necrosis</td>
<td>Li et al. [17]</td>
</tr>
<tr>
<td>CPEB</td>
<td><em>Aplysia</em> (mollusca)</td>
<td>Long-term memory</td>
<td>Si et al. [18]</td>
</tr>
</tbody>
</table>

Fig. 3: Structure of the Het-s amyloid fibrils from (A) side-view and (B) top-view [19]. Each monomer forms two windings and is represented by a different color.

different individuals. However, to limit infections, such cell fusion must be tightly controlled. In particular, cells must check if the two nuclei are incompatible. To check such incompatibility, fungi have certain loci to control the viability of the heterokaryon cell. One such locus is the HET-s protein. If two different antagonistic alleles are expressed in the same cytoplasm, the cell is killed. Different alleles code for proteins which differ in 14 amino acids, but only one difference is enough to kill the cell. Coustou et al. [13] showed that Het-s can form heterooligomers which have an amyloid structure. These amyloids formed by proteins from different alleles cause the death of the cell. Wasmer et al. [19] determined the structure for the section 218-289 of the Het-s protein (see figure 3). As other amyloids, Het-s has a very high \( \beta \)-sheet content. However, instead of forming two \( \beta \)-sheets it forms a \( \beta \)-solenoid, where each protein forms two windings. Such structure is obtained from the pseudo-repeat primary structure. This structure is much more complex than that of aberrant amyloids and it resembles the complexity of folded proteins [19]. Such organization is in concordance with the fact that HET-s is not polymorphic as many aberrant amyloids are. Furthermore, it exemplifies the fact that HET-s has evolved for its role, in opposition to aberrant amyloids which are caused by misfolded proteins.

Functional amyloids were also discovered in bacteria such as *Escherichia coli* [14]. *Escherichia coli* produces different proteinaceous filaments which are used extracellularly to promote col-
Functional Amyloids

Fig. 4: Pmel17 forms amyloids inside melanosomes. Later, melanin precursors are activated through tyrosinases. Pmel17 amyloids template the aggregation of the activated melanin precursors [15]. This figure is reproduced from [15].

The first functional amyloids found in mammals was Pmel17 [15]. Pmel17 is a protein that is essential for the production of melanosomes. Melanosomes are large organelles which store melanin, a pigment which is found in the skin and is responsible for the protection from UV rays. Melanin is formed by the aggregation of melanin precursors, which first must be activated by tyrosinases. Pmel17 forms amyloid fibrils which serve as a scaffold for such aggregation. A sketch of the process can be seen in figure 4. Considering that melanin precursors are toxic, melanin formation must be strictly regulated and Pmel17 plays a role in this regulation mechanism. Furthermore, amyloids may even be toxic themselves and they also need to be highly regulated. In fact, Pmel17 is trafficked to melanosomes as a transmembrane protein that cannot aggregate. Later, the Mα section of the protein, which is the section that aggregates, is secreted through proteolysis. This section then aggregates and forms amyloids. This process is very similar to the pathway in which Alzheimer’s β-amyloid is created. One of the most interesting characteristics of Pmel17 aggregation is that it is much faster than the aggregation of toxic amyloid such as β-amyloid or α-synuclein. This is one of the possible mechanisms for amyloids to avoid being in the oligomer state and diminish their toxicity.

Furthermore, a number of peptide hormones have been found to be stored as functional amyloids [16]. These hormones are stored in the Golgi apparatus and later transported in secretory granules to the extracellular space where these amyloid disaggregate into monomers, which are the active species. This process is illustrated in figure 5. In this case, the amyloid fold is an excellent fold for such a role as hormones can be stored in a high concentration. Storing peptides in such a manner will help for a rapid secretion, as the synthesis of the peptide would take much longer. The amyloid fold can also explain how secretory granules are composed of single peptide species, as amyloid formation is sequence specific. Maji et al. [16] observed that the hormones aggregate only under certain environmental conditions, such as at a specific
Fig. 5: Sketch of how hormone peptides are stored as functional amyloids. Hormones are stored as amyloids in the Golgi apparatus. Later, they are transported in secretory granules to the extracellular space. When outside the cell, the amyloids dissolve and hormone monomers become active [16]. This figure is reproduced from the Supporting Material of [16].

pH or in the presence of helper molecules such as glycosaminoglycans (GAGs). Such delicate environmental conditions could be relevant to how these functional amyloids avoid being toxic.

The last functional amyloid discovered in humans was a heterooligomeric amyloid signalling complex formed by RIP1 and RIP3 kinases [17]. These kinases are required for programmed necrosis and function in a feed forward mechanism where kinase activation and RIP1/RIP3 aggregation reinforce each other. When RIP1 and RIP3 are not phosphorylated they do not aggregate but when phosphorylated they form amyloids. Interestingly, when aberrant amyloids, such as \( \tau \)-protein and \( \alpha \)-synuclein, are phosphorylated they aggregate faster too. As these kinases are signalling for programmed necrosis, it has been hypothesised that these amyloids are the ones that kill the cell.

Finally, one of the most fascinating functionalities in which amyloids may play a role is long-term memory [18, 20]. Long-term memory, unlike short-term memory, needs the creation of new synapse pathways between neurons. The creation of new synapses is mediated by serotonin, a monoamine neurotransmitter. However, these changes must be made permanent and how this happens has been challenging to understand. Considering that amyloid fibrils are much more stable than most proteins, it has been suggested that they play a role in long-term memory. In particular, Si et al. [18, 20] showed that the cytoplasmic polyadenylation element binding protein (CPEB), which is related to long-term memory in Aplysia (a sea slug usually studied by neurobiologists because it has only around 20,000 neurons), forms amyloids. In particular, CPEB appears to be in two different states: a first one which is not active and does not aggregate, and a second one in which it is active and aggregates into a prion-like amyloid. In the prion-like state, it stimulates other non-active CPEB to become active and aggregate, and later bind to RNA. Serotonin increases the production of CPEB. There are still many open questions in how amyloids relate to long-term memory. Furthermore, it would be interesting to observe how this translates into the human brain, which is much more complex than the one from Aplysia.
3 Functional Amyloids as Nanomaterials

Since the discovery of functional amyloids, scientists and engineers have been thinking about taking advantage of the amyloid fold to create nanobiomaterials [21]. Amyloids are very stable, biocompatible (at least in their functional roles), self-aggregating and can have varied functionality. They can also be as rigid as some of the most rigid natural materials such as silk and bones (see figure 6). Moreover, they assemble from soluble precursors and could be built in a bottom-up way from simple building blocks. These properties make them very appealing for many industrial applications (see table 3). Moreover, amyloids can be combined with more traditional nanomaterials such as carbon nanotubes to produce hybrid materials [22].

Table 3: Functional amyloids as nanomaterials.

<table>
<thead>
<tr>
<th>Function</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long-acting drugs</td>
<td>Maji et al. [23]</td>
</tr>
<tr>
<td>Nanowires</td>
<td>Baldwin et al. [24]</td>
</tr>
<tr>
<td>Nanostructured films</td>
<td>Fowler et al. [25]</td>
</tr>
<tr>
<td>Catalytic amyloids</td>
<td>Rufo et al. [26]</td>
</tr>
<tr>
<td>Carbon dioxide capture</td>
<td>Li et al. [27]</td>
</tr>
</tbody>
</table>

One of the possible applications of functional amyloids is drug delivery. Many pharmacological drugs must be administered regularly to have a lasting and durable effect. This poses no problem for drugs that can be administered orally. However, many drugs cannot withstand the acid and enzyme-rich environment of the digestive system. Therefore, these drugs are usually given through injections. However, it is not convenient to inject patients regularly, sometimes more than once a day, particularly if they are not in an in-hospital situation. Therefore, it would be of great benefit to have drugs that are injected sparingly and whose effects last long. One of the
such as cytochromes. Cytochromes are proteins which have a heme group (i.e., they contain peptide such as the tandem repeat of the SH3 domain. The second section is a metalloprotein composed of two linked sections must be synthesized. The first section is an amyloidogenic on its own. This has been used for the production of nanowires [24]. For this purpose, a protein another advantageous property of amyloid peptides is that they can self-assemble at a nanoscale. Another possible nanotechnological application of amyloid fibrils is the formation of nanos-...
production of macroscopic materials starting from nanomaterials is the lack of transferability of properties between scales. This is, for example, the case for carbon nanotubes where the lack of transferability is caused by the lack of robust contacts between different carbon nanotubes. Amyloid fibrils, on the other hand, interact via side chains, which makes such transferability of properties possible. These amyloid films were later used to create a surface of fluorophores, which interact with the amyloid proteins. In general, the possible applications for such amyloid films are vast.

Most nanotechnological functional amyloids take advantage of the self-assembly and strength of the amyloid fold. However, considering that amyloids can have functional roles on their own, it can be hypothesized that amyloids themselves may play direct functional roles. A very interesting advance in that field is the design of catalytic amyloid fibrils by Rufo et al [26]. They designed peptides that forms amyloids and mimic the active site of carbonic anhydrase. In particular, the active site of carbonic anhydrase has three histidines: two of them in a $\beta$-strand at positions $i$ and $i+2$ and the third one in a neighbouring $\beta$-strand. Such motif binds to Zn$^{2+}$ which lowers the $pK_a$ of water, stabilizing hydroxide, which later suffers a nucleophilic attack from carbon dioxide to produce bicarbonate. Having this in mind, peptides which self-assemble into amyloids and produce the histidine triangle motif were synthesised (e.g. IHIHIQI). The structure of the amyloids is shown in figure 8. These peptides were successfully tested for catalyzing the conversion of carbon dioxide and water into bicarbonate. These enzymatic amyloids could have nanotechnological applications and might have played a role in the beginning of life. Most enzymes are over 100 amino acids long and, therefore, it is hard to explain how such large proteins existed in the first living beings. Thus, enzymatic amyloids, which are much shorter, could have been a first step in the evolution of modern enzymes.

Finally, functional amyloids have been used for carbon dioxide capture [27]. Carbon dioxide is the main greenhouse gas and it has an enormous contribution to man-made climate change. One of the possible solutions to decrease the production of industrial carbon dioxide is the use of materials which capture carbon dioxide in the flue gases of industries and power plants. The most promising method for carbon dioxide capture is the use of monoethanolamine (MEA). However, MEA is toxic, flammable, corrosive and volatile. Moreover, up to 30% of the energy production has to be used to regenerate it. Therefore, the market is waiting for new materials for carbon dioxide capture. Normally, carbon dioxide capture is realized by a reaction of primary alkanolamine to carbamate through the following reaction:

$$\text{RNH}_2 + \text{CO}_2 \rightarrow \text{RNH}_2^+\text{COO}^-, \quad (1)$$

$$\text{RNH}_2^+\text{COO}^- + B \rightarrow \text{RNHCOO}^- + \text{BH}^+, \quad (2)$$

where B represents a base, which is usually a second amine. Having this in mind, Li et al. [27] designed a peptide which aggregates into amyloids and includes a lysine amino acid, which has an amine group. The peptide they used was VQIVYK, which is a fragment of the $\tau$-protein and forms amyloid fibrils. At high pH, the amino group of the lysine is uncharged which makes it available for carbamate formation. Fibrils of VQIVYK were produced, centrifuged and lyophilized to produce a white powder. They showed that this peptide material can adsorb carbon dioxide in a 1:1 stoichiometry, which means that, in this case, the bases are probably buffer salts. The fibrils can be regenerated when heated up to a 100°C. Finally, fibrils can also adsorb carbon dioxide even when the gas has a high percentage of water vapor. Even though amyloid fibrils may have a possible future in carbon dioxide capture, there are still many hurdles to pass. For example, the current amyloid materials cannot work in the acidic and high
temperature conditions of standard flue gas, and amyloids have lower adsorption capacity than MEA. However, amyloids have many possible advantages such as mild regeneration temperature, compatibility with water, self-assembly and biodegradability. It is thought that in the future mass bacterial production of amyloid peptides could also produce savings in mass production.

4 Modeling amyloid formation

In the following it is described for the Alzheimer’s A\(\beta\) peptide how the formation of amyloid oligomers depicted in figure 2 can be assessed via molecular simulations. The modeling of functional amyloids can be performed in a similar manner and is currently underway in the Strodel group. Oligomers of amyloid-\(\beta\) protein (A\(\beta\)) are considered one of the main causes of neurotoxicity and are thus highly associated with the onset of Alzheimer’s disease [29]. Experimental methods are able to identify some characteristics of aggregating proteins such as the oligomer size distribution or cellular toxicity [30], but due to the fast conversion of oligomers into fibrils, the elucidation of their structure at molecular level is challenging. Computational methods have the advantage of atomistic detail but are exposed to the challenge that the size and time scales in experiment are usually larger than in atomistic simulations. In a recent study we reported the early assembly of A\(\beta_{1-42}\) (A\(\beta42\) for short) proteins at experimental concentrations using all-atom molecular dynamics (MD) simulations in implicit solvent, which were initiated from 20 isolated A\(\beta42\) monomers [31]. To describe the assembly process we derived a maximum flow transition network (MTN) based on aggregation states defined by \(N1|N2|N3\), where \(N1\) represents the oligomeric size, \(N2\) is the average number of hydrogen-bonds between in-
th individual chains from the oligomer, and $N3$ is the average number of amino acids in $\beta$-strand conformation per peptide in the oligomer. Detailed information about the methods are provided in [31, 32].

The MTN in figure 9 displays a complex aggregation process in which initial monomers assemble into oligomers up to 18-mers during 200 ns. The aggregation states with $N1 = 1$ are distributed linearly with a gradual increase in $\beta$-strand content from right to left. The monomers with more $\beta$-strands more readily aggregate than the others: state 1|0|17 is the main connection node to oligomers 2|2|15, 3|4|16, 4|6|13, 5|6|17, 12|7|13 and 17|8|13. These states are also the central connection to the other states with the same $N1$ value. In addition, state 1|0|20 is in direct contact with state 18|9|13 and thus to the rest of the 18-mer cluster. A representative snapshot of the 18-mer at the end of the simulation indicates an elongated conformation rather than a globular one as observed for the 8-mer (figure 9). The central aggregation states for hexamer and heptamers are 6|9|15 and 7|7|16, respectively, which are preferentially formed from trimers. Dimers are directly connected to aggregation state 8|7|12 and thus to the other $N1 = 8$ states, indicating that octamers are largely formed by the addition of dimers to either tetramers or hexamers. We calculated the oligomer mass distribution, which revealed a higher population for dimers, tetramers, hexamers, octamers, 12-mers and 18-mers. Previous computational [33] and experimental studies [30] of A$\beta$ aggregation report significant peaks in pentamers/hexamers and 12/13-mers, in agreement with our results.

To describe structural changes during the assembly process we calculated the time evolution of the secondary structure propensities. The initial $\beta$-strand propensity ($\sim$10%) decreased slightly throughout the simulation and had an average of $7.6 \pm 2.2\%$. The average helical propensity was around $10.1 \pm 4.0\%$ and the average coil propensity started around $80\%$ and increased slightly,
having an average value of 82.2±4.3%. This indicates little change in the overall secondary structure. Experimental studies [30] indicated 13–20% β-sheet for Aβ42 and Aβ40 while a more recent study shows a jump from ~25% to ~45% when converting from monomers to tetramers of Aβ40 [34]. Another experimental study reported Aβ42 oligomers without β-sheet structure, in close agreement with our findings, which are on-pathway intermediates for fibril formation [35].

To investigate the key amino acids involved in the assembly process we calculated contact maps for the interface between any two proteins that are part of an oligomer [31]. An important result from the inter-molecular contact map is the proximity of hydrophobic regions from the C-terminus including L31–A42. In addition, region L33–V35 is in close proximity to region L17–F20. On the basis of solid-state NMR spectroscopy it has been shown that the C-terminal region is buried inside disc-shaped oligomers (pentamers and 10-mers) with strong contacts between F19 and L34 [35]. The 8-mer shown in Fig. 9 matches the description of the low-order region is close during a very early aggregation stage are similar to the toxic species observed in experiments is difficult to assess. While we found similarities with experimentally observed Aβ42 oligomers in terms of size and structure [35, 33], there is still a large debate regarding which Aβ oligomers are the toxic ones [36]. Some groups consider small oligomers with high content of β-sheet as toxic species [34], others suggest a second nucleation process where amyloid fibrils are present with small oligomer species as the source for toxic oligomers [37], and others propose that toxic Aβ oligomers have cross-β structure [38]. In future studies we plan to follow the further growth and structural conversion of the early oligomers and study their interactions with membranes. The aim should be that experiments probe at the same time the size, secondary structure and toxicity of low-order oligomers, allowing to directly relate simulation and experimental results.

5 Conclusions and Outlook

In this lecture, the aggregation of functional amyloids was discussed and explained, how this aggregation process can be elucidated by means of simulation. Amyloids have been extensively studied because of their association with diseases such as Alzheimer’s disease, Parkinson’s disease or type II diabetes. However, in the last years many new functional amyloids have been discovered. In particular, nature has evolved functional amyloids for various roles such as biofilm formation in bacteria, heterokaryon incompatibility testing in fungi, as a scaffold for melanin formation in mammals, as storage for hormone peptides, as a signalling complex for programmed necrosis, or even as an essential step in long-term memory formation. Considering the many advantages that amyloids have, such as self-assembly, high stability, multifunction-
ality and biocompatibility, it has been predicted that they could be used as nanomaterials. In particular, they have been used in long-acting drugs delivery, to create nanowires which can be used in organic solar cells, for nanostructured films, as synthetic enzymes or for carbon dioxide capture.

However, the relevance of amyloids in nature could even go further than what we have discussed so far. It has been suggested that amyloids could be involved in the origin of life and in the first living beings [39, 40]. Proteins are complex macromolecules that must have evolved from much simpler precursors. In particular, proteins form different folds which most probably arose from one primitive fold. One of the most interesting hypotheses is that the first fold was the amyloid fold [39, 40]. Considering that the production of the first proteins must have had low fidelity, the first fold must have been simple. Amyloids, which are only a few amino acids long, have that property. For example, there are catalytic functional amyloids which are seven amino acids long [26] (for comparison, the shortest modern enzyme has 62 amino acids). Moreover, the original fold must have had high tolerance to mutations because of this low fidelity. It would also be advantageous if the fold would be multifunctional or the function could be changed with only few mutations. Amyloids have all these properties. Moreover, amyloids are very stable and can resist harsh conditions such as extreme pH, UV radiation or high temperature. If this hypothesis is true, the amyloid was an old fold which was later replaced for other folds when living beings became more complex. It is interesting that the $\beta$-sheet aggregation propensity is inversely correlated with organism complexity [41].

In conclusion, amyloids, which have mostly been studied because of their association with diseases, can have functional roles both in nature and as man-made technological applications. Moreover, they could have even played a role in the beginning of life. All this makes amyloid a fold that should not only be considered as toxic, but as functional and essential in the functioning of living beings.
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1 Introduction

Proteins are key components in virtually all biological processes and constitute the predominant class of biopolymers in all living cells. They exert a remarkable variety of functions in gene expression, cellular metabolism, transport and storage as well as signal transduction and mechanical support of cells and tissues. Therefore, it is not surprising that proteins are at the core of most pathogenic mechanisms leading to human diseases. This text is intended to provide a basic foundation of protein structure and function, essentially adopting a structural biologist’s point of view. After a general introduction to the architecture of proteins and their assemblies, a brief overview of the most important structure determination method, X-ray crystallography, will be given.

2 General Architecture of Proteins

2.1 Structure and properties of amino acids

Proteins are polypeptides, i.e. linear polymers built from 2-amino carboxylic acids (amino acids for short); although hundreds of different amino acids have been identified in organisms, only a limited set of 20, the proteinogenic amino acids, are used in canonical protein synthesis (Fig. 1). Each type of protein is characterized by a unique sequence of amino acids, its primary structure, which is decoded from the respective gene by the universal and highly conserved transcription/translation machinery. While most naturally occurring polypeptide chains are between 100 and 1000 amino acids in length, a few structural proteins can contain as many as 25,000 residues.

In most of the 20 amino acids, the \( sp^3 \)-hybridized \( \alpha \)-carbon carries a carboxyl moiety, an amino group and a hydrogen, as well as a side chain of different length and character. With its four different substituents, it thus constitutes an asymmetric center, allowing for two different configurations (D and L, according to Fischer’s convention). The exception is glycine, with a second hydrogen bound to the \( \alpha \)-carbon, which is therefore achiral. The structure of proline is remarkable since its side chain is cyclized to the nitrogen, resulting in a secondary amine. While polypeptides containing D and L amino acids can be generated in vitro, natural protein synthesis is strictly stereospecific; it utilizes exclusively L enantiomers.

Formally, generation of a polypeptide chain from single amino acids, which is performed by the ribosomal machinery, is a condensation reaction, i.e. it involves removal of water. In the resulting polymer, each amino acid contributes three atoms (nitrogen, \( \alpha \)-carbon and carbonyl carbon) to the continuous main chain. The residues in a polypeptide are usually numbered from N-terminus to C-terminus, corresponding to the order of synthesis. The peptide group has several remarkable properties, each with important implications for the three-dimensional structure of proteins. First, the amide nitrogen carries a hydrogen atom with a positive partial charge, while the oxygen bound to the carbonyl carbon is negatively polarized. Therefore, these moieties are excellent hydrogen bonding partners, which causes certain patterns in the local conformation of the chain to be strongly favored. Second, the \( \pi \)-electrons of the carbonyl group are delocalized over the neighboring N-C bond; as a result, the latter partially acquires double bond properties, as evidenced by its reduced bond length and a loss of free rotability. Indeed, the atoms of the CO-NH group together with the adjacent \( \alpha \)-carbons are ideally located in a plane, which essentially restricts flexibility of the main chain to rotation of the peptide planes with respect to each other, i.e. among the N-C\( \alpha \) and C\( \alpha \)-C bonds. The corresponding dihedral angles are termed \( \varphi \) and \( \psi \), respectively (Figure 2). A third angle, \( \omega \), defines the torsion about the amide bond.
Fig. 1: The standard amino acids found in proteins, sorted by side chain properties. Selenocysteine, which occurs in several enzymes, is incorporated via a non-standard mechanism; it is encoded by UGA (normally a stop codon) provided that specific insertion sequences are present in the mRNA. As in this chart, it is sometimes classified as a proteinogenic amino acid, raising their number to 21. Similarly, some prokaryotes are able to recruit pyrrolysine by recoding of the stop codon UAG. (Adapted from http://en.wikipedia.org/wiki/Amino_acid.)
ψ, which determine the relative orientation of adjacent peptide planes.

Figure 2: The main chain conformation of a polypeptide is defined by dihedral angles φ and ψ, which determine the relative orientation of adjacent peptide planes.

Usually, the trans configuration (ω ≈ 180°) is strongly preferred, the exception being prolyl peptides, which are often found in cis (ω ≈ 0°). As indicated above, the proteinogenic amino acids essentially differ by their side chains. These can be aliphatic or aromatic, and often contain one or more heteroatoms, enabling them to engage in different types of non-covalent interactions. Nonpolar residues are usually involved in hydrophobic or van der Waals contacts, while polar groups can form hydrogen bonds or, if charged, salt bridges. While all proteins are initially synthesized from this standard set of amino acids, they are often subject to covalent modifications during or after translation (discussed below).

### 2.2 Three-dimensional Fold

This limited repertoire of building blocks is sufficient to generate hundreds of thousands of different proteins, which are, first of all, distinguished by their unique sequence of amino acids. The great versatility of this class of biopolymers, however, mainly arises from their three-dimensional arrangement: polypeptide chains in aqueous solutions tend to collapse into compact structures, with limited thermal fluctuations around the mean positions.

Within the context of the cell, the three-dimensional structure of a mature polypeptide is determined exclusively by its amino acid sequence (primary structure). This has first been demonstrated by Christian B. Anfinsen, who performed pioneering experiments on denaturation and refolding of ribonuclease A [1]. Therefore, all aspects of folding (commonly classified in a hierarchical system) must ultimately relate to the properties of amino acid side chains.

Folding of a polypeptide chain into a compact three-dimensional structure is mostly promoted by the differential interaction of its residues with the solvent. Hydrophobic side chains do not interact favorably with water, which is a polar solvent. As a result, water molecules highly ordered hydrogen bonding network in the vicinity of apolar moieties, which reduces its diffusion and thus its entropy.
Table 1: Hydrogen bonds found in proteins

<table>
<thead>
<tr>
<th>Type of hydrogen bond</th>
<th>Donor-acceptor distance [Å]</th>
<th>Reduction from v.d.W. distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>hydroxyl-hydroxyl</td>
<td>2.8 ± 0.1</td>
<td>25 %</td>
</tr>
<tr>
<td>hydroxyl-carbonyl</td>
<td>2.8 ± 0.1</td>
<td>25 %</td>
</tr>
<tr>
<td>amide-carbonyl</td>
<td>2.9 ± 0.1</td>
<td>20 %</td>
</tr>
<tr>
<td>amide-hydroxyl</td>
<td>2.9 ± 0.1</td>
<td>20 %</td>
</tr>
<tr>
<td>amide-imidazole</td>
<td>3.1 ± 0.2</td>
<td>15 %</td>
</tr>
<tr>
<td>amide-sulfur</td>
<td>3.7</td>
<td>10 %</td>
</tr>
</tbody>
</table>

According to the Gibbs equation (\( G = H - TS \)), this generates a positive (i.e. unfavorable) contribution to the overall free energy, which is minimized by the system. In an aqueous environment, apolar residues therefore tend to be sequestered within the core of the molecule, avoiding contact with water, whereas charged and polar side chains are usually exposed on the surface. The presence of polar moieties in the interior of a protein cannot be avoided completely; in particular, this is true for the polarized N-H and C=O bonds, which are part of every peptide linkage. In order to obtain a stable fold, the hydrogen bonding potential of these groups needs to be satisfied to the maximum extent possible. Table 1 lists the types of hydrogen bonds commonly observed in protein structures. By definition, hydrogen bond donor and acceptor are the non-hydrogen atoms involved, with the former carrying the hydrogen atom and the latter contributing a free pair of electrons. The spread in donor-acceptor distances mainly arises from the variable angle defined by the three atoms. Formation of hydrogen bonds between backbone atoms leads to the establishment of two important types of secondary structure, \( \alpha \)-helices and \( \beta \)-strands, while side chain interactions are crucial for the packing of these elements in order to achieve a compact fold. The mechanisms of protein folding will be the topic of a subsequent lecture; therefore, the following paragraphs will focus on the outcome of the process, i.e. structural features regularly found in mature polypeptides.

Secondary structure

The term secondary structure refers to certain patterns of backbone torsion angles within stretches of adjacent amino acid residues, which are usually engaged in a regular and well-defined set of hydrogen bonds. In the \( \alpha \)-helix, the polypeptide backbone is folded into a right-handed spiral, with about 3.6 residues per turn. This arrangement allows for the formation of a favorable hydrogen bond between the carbonyl oxygen of residue \( n \) and the amide nitrogen of residue \( n+4 \). Since this hydrogen bond effectively closes a ring of 13 atoms, the \( \alpha \)-helix is alternatively named 3.6\( _{13} \) helix. The interior of the helix is densely populated with atoms, leaving virtually no unoccupied space. A catchy mnemonic for this arrangement is the "Christmas tree" analogy: In vertical orientation with the N-terminus at the bottom, the side chains point slightly down like the branches of the tree, while the carbonyl groups are the candles standing upright (Figure 3).
Specifically, 310-helices are often found within loop regions, but also occur at the termini of invol ved in signal transduction.  

Cis-configuration, which makes it very unlikely to occur in natural proteins; polyglycine type I does not have a helical conformation.

Obviously, the regular hydrogen bonding pattern will not hold for the four residues located at each terminus of an α-helix; these stretches can be stabilized by interaction with suitable side chain atoms. The almost parallel orientation of the polarized hydrogen bonding groups entails a dipole moment for the entire helix, which will obviously grow with the length of the structure. This is the main reason why very long α-helices (exceeding approx. 40 residues) become unstable; in fact they will tend to collapse into a helix-turn-helix structure, resulting in an antiparallel arrangement of dipoles.

Helical structures with different characteristics have been found, but since these are energetically less favorable, they are usually confined to short stretches of amino acids (Table 2). Specifically, 3_10-helices are often found within loop regions, but also occur at the termini of regular α-helices. The latter is also true for π-helices (4.4_10-helices). Due to the unique stereochemical properties of glycine and proline, polymers of these amino acids allow for additional helical conformations. In contrast to the structures introduced above, polyproline type II forms a left-handed helix; it is known as the target motif for SH3 domains¹ and is thus implicated in protein-protein recognition. The polyglycine type II helix is closely related to polyproline type II, as far as backbone torsion angles are concerned. Note that the corresponding type I forms are not considered here. The polyproline type I helix is right-handed, but has all peptide bonds in cis configuration, which makes it very unlikely to occur in natural proteins; polyglycine type I does not have a helical conformation.

¹ The SH3 (Src-homology 3) domain is a small module of about 60 amino acids found in many proteins involved in signal transduction.
The second major element of secondary structure is the β-strand. This is an elongated structure with backbone torsion angles not too far from the theoretical, fully extended conformation ($\phi = \psi = \omega = +180^\circ$); as a result, both peptide groups and side chains are alternating between opposite orientations (Table 3). Obviously, such a linear structure does not allow for stabilization by local hydrogen bonds, as is the case with the α-helix. Instead, several β-strands can associate laterally to form a β-sheet, with a complete set of hydrogen bonds. These strands can be widely separated in the primary structure. Therefore, the β-sheet, as opposed to its strands, is not a secondary structure element in a strict sense$^2$ rather, it is an assembly of such elements and could hence be viewed as a super-secondary structure. It is important to note that the orientation of any two strands within a β-sheet can be either parallel or antiparallel, with the antiparallel form being slightly more stable due to a more favorable orientation of hydrogen bonding partners. When viewed along the direction of their strands, β-sheets usually display a right-handed twist. Both helices and strands are roughly linear structures and usually traverse the entire molecule (or domain) in a certain direction; therefore, they need to be linked by polypeptide segments located mostly on the protein surface. These loops or bends are generally rich in hydrophilic amino acids and often contain proline or glycine residues. For bends connecting β-strands, some characteristic conformations have been identified; the most common ones are classified as β-turns type I through III (and I’ through III’, with reversed φ-ψ signs). These β-turns are generally stabilized by a hydrogen bond between the carbonyl oxygen of residue n and the amide nitrogen of residue n+3. A different kind of bend with a particularly high curvature, characterized by an n-n+2 hydrogen bond, has been named γ-turn. While these bends or turns are constrained by a specific hydrogen bonding pattern, loops are larger segments with less regular structure, often displaying higher conformational freedom. An important class is the so-called ω-loop; it comprises up to 16 residues, with side chains typically sequestered in the loop center. In protein molecules, structures of this kind often confer important biological activities.

$^2$ In the IUPAC-IUB guidelines [2], secondary structure of a polypeptide segment is defined as "...the local spatial arrangement of its main-chain atoms without regard... to its relationship with other segments."
As outlined above, secondary structure elements are usually stabilized by regular hydrogen bonding between peptide moieties and thus could, in principle, be independent of the amino acid sequence. However, the first experiments on in vitro protein folding clearly indicated that the final conformation of a polypeptide, including its secondary structure, is encoded exclusively in its sequence [1]. This is because side chains do interact with one another (and with backbone atoms), and the energetic contribution of such interactions depends on main chain geometry. Indeed, the preferences of different amino acids for certain areas in $\phi$-$\psi$ space can be used to predict the secondary structure of a polypeptide chain. The first algorithm of this kind has been developed by Chou and Fasman [3]. While this method essentially relies on the relative frequencies for different amino acids occurring in various types of secondary structure, the significance of the environment with respect to the local conformation has been recognized more recently. In modern algorithms for secondary structure prediction this is implemented e.g. by considering the conditional probability of an amino acid assuming a certain structure given that its neighbors assume the same structure (a case of Bayesian statistics).

It is interesting to note that the major secondary structure elements (\(\alpha\)-helix and \(\beta\)-strand) have been predicted by Linus Pauling and coworkers as early as 1951, way before they were found experimentally by X-ray crystallography. Being a structural chemist working on three-dimensional structures of amino acids and short peptides, Pauling recognized the requirement for planar configuration of peptide groups; imposing this condition, he arrived at only two possible helical structures [4], one of which is now known as the \(\alpha\)-helix. In the same year,
the authors suggested the parallel and antiparallel $\beta$-sheet structures for extended polypeptide segments, with their distinctive hydrogen bonding patterns [5]. With the advent of protein X-ray crystallography, most aspects of their predictions turned out to be remarkably correct.

As a side note, these models implicitly defined the range of main chain torsion angles typically populated by folded polypeptides. A scatter plot of $\phi$-$\psi$ pairs realized in a given structure is called a Ramachandran diagram (Fig. 4). Notably, most values of rotation about the two bonds are forbidden for sterical reasons—of the two major allowed regions, one corresponds to the $\alpha$-helix and one to the $\beta$-conformation.

**Tertiary structure**

The tertiary structure of a polypeptide chain describes the three-dimensional arrangement of its atoms in space. It can be thought of as the result of secondary structure elements packing together to form a more compact structure. In general, this can happen in virtually any way, although certain patterns are observed more frequently. Packing of two $\alpha$-helices, for instance, preferentially occurs at an angle of either $+20^\circ$ or $-50^\circ$, since these orientations favor indenting of side chains from the two segments. Similarly, $\beta$-sheets often combine to form sandwich structures at an angle of approx. $40^\circ$, while the mixed pair ($\alpha$-helix with $\beta$-sheet) usually associates at about $30^\circ$. For secondary structure elements adjacent in the amino acid sequence, a number of characteristic assemblies have been recognized and termed super-secondary structures; examples include the $\beta$-hairpin (two antiparallel $\beta$-strands connected by a turn), the $\beta$-$\alpha$-$\beta$ structure (two parallel $\beta$-strands with their link containing a helical segment), and the helix-turn-helix motif (two helices arranged in any geometry, joined by a loop). Due to the architectural principles and boundary conditions outlined above, the size of compact protein

---

There are only two notable exceptions: First, the figure printed in [4] shows a left-handed helix consisting of D-amino acids, which corresponds to the mirror image of the $\alpha$-helix actually found in proteins. While the absolute configuration of natural amino acids was under investigation at that time, Pauling and colleagues obviously did not consider this ambiguity in their modeling approach. Second, their $\beta$-sheets [5] were completely flat, omitting the twist present in virtually all natural structures.
folds follows a relatively narrow distribution, mostly ranging from 40 to 100 (in rare cases exceeding 400) residues. Consequently, larger proteins usually contain several of these globular regions (domains), which are thought to fold independently and are usually connected by more flexible linker sequences. Figure 5 illustrates the most common classification of domain structures, which is based on their secondary structure content.

Quaternary structure

In addition to solvent and small organic compounds, individual polypeptide chains often interact with other macromolecules. Such assemblies are referred to as quaternary structures. In general, they are stabilized by the same set of weak non-covalent forces as described above for the folding of single protein molecules: hydrophobic interactions, hydrogen bonds, van der Waals and electrostatic interactions. Protein-protein complexes can be conceptually categorized based on their life times and/or the mutual affinities of their constituents. In general, interactions can be permanent or transient; while permanent interactions are necessarily strong (such as many homo-oligomers which are virtually non-existent in monomeric state), transient ones can be intrinsically weak (i.e. affinity is constantly low) or strong (binding is triggered on demand, usually by reversible post-translational modifications). The latter case is extremely common in signal transduction networks, where protein-protein interactions need to be tightly regulated. A particularly impressive example is the mitotic cycle, which requires disassembly and reassembly of complex cellular organelles.

The concept of surface complementarity is crucial for understanding affinity and specificity in protein assemblies, for mainly two reasons: First, the elementary attractive interactions mentioned above are strongly dependent on the distance of the atoms involved; hydrogen bonds in particular also require a favorable orientation of participating orbitals. Second, significant affinity of binding partners requires several of those weak bonds to act in concert. The free energy contributions of individual contacts within a complex binding interface can, as a first approximation, be treated as additive; considering the relationship between standard free energy change and equilibrium constant \((\Delta G^0 = -RT \ln K)\), the overall equilibrium constant is then obtained as the product of the constituent values. For practical purposes, the surface area which is desolvated upon formation of a macromolecular complex can be taken as a rough indicator for the strength of the interaction.

2.3 Post-translational modifications

Several of the amino acid side chains found in proteins can undergo covalent modification, usually catalyzed by specific enzymes. In most instances, these reactions occur after translation, i.e. in the folded polypeptide. For instance, secretory proteins as well as extracellular parts of membrane proteins often contain carbohydrate chains attached to serine/threonine (O-glycans) or asparagine residues (N-glycans); these can have a large effect on protein stability and functional activity. Another prominent example is phosphorylation, the reversible transfer of a phosphate moiety to side chains carrying hydroxyl or other functional groups. Indeed, phosphorylation is the most important regulatory reaction in living cells, governing the activities of countless enzymes and acting as a recognition signal in protein-protein interaction. Other modifications comprise hydrophobic molecules anchoring proteins to lipid bilayers, or chromophores conveying light sensitivity to their carriers.
The sulfhydryl groups of cysteine side chains can be oxidized to form disulfide bonds, thus covalently linking residues not adjacent in the primary structure. Since the cytosolic milieu of cells is generally reducing, formation of disulfide bonds in vivo is restricted to proteins passing through the secretory pathway.

3 Structure Determination

Since the determination of the first protein structures by Perutz and Kendrew in 1960, the method of X-ray crystallography has become the main workhorse of structural biology to determine three-dimensional structures of biomolecules. The Protein Data Bank (PDB) [7] stores such atomic models of proteins and has more than 70,000 entries to date. X-ray crystallography has contributed more than 85% of all these PDB entries. This collection of structures represents an enormous amount of biologically highly relevant information and has to a large extent shaped our current view of the protein machinery. Atomic models help to understand intricate details of the molecular mechanisms that drive protein function. For the correct interpretation of these atomic models it is, however, important to understand how these models were obtained. While it is tempting to take the deposited structures as a perfect representation of the real macromolecules one should be aware of the fact that the models can have significant uncertainties or even severe errors. These uncertainties necessarily affect any conclusions drawn from these structures and in extreme cases can render them even meaningless.

The purpose of these lecture notes is to provide the user of the PDB with an idea of how the models were obtained and what their limitations are. To this end, the technique of X-ray crystallography is introduced, describing how to get from the measured data to an atomic model.

Since X-ray radiation scattered by a single protein is too weak to be detectable, a large number of (almost) identical copies of the same protein needs to be imaged at the same time. However, for the scattered light to add up in a meaningful way, the individual proteins need to be arranged in an ordered manner on a crystal lattice. In the following I will provide a compact description of how a protein structure can be determined by measuring the radiation...
scattered from such a crystal. While these notes give only a very brief overview, the interested reader can find more details, e.g., in Refs [8,9].

3.1 Protein Crystallography

The first step in X-ray structure determination is to crystallize the protein that is to be studied. This is in many cases tedious and labor intensive as there are no rules or common procedures that will lead to success. Instead a large number of different parameters will have to be optimized to find conditions mostly by trial and error that eventually yield protein crystals. The parameters that are to be changed can be physical, chemical, or biochemical. Physical parameters include, e.g., temperature or pressure. Chemical parameters that affect crystallization are, e.g., salt concentrations, pH or the addition of specific ions or polymers like polyethylene glycol (PEG). In addition, it is often necessary to remove (supposedly flexible) parts of the protein by proteolysis.

Figure 6 (a) shows as an example how the protein lysozyme arranges in a crystal. Compared to small molecule crystals the packing in protein crystals is often relatively loose with only few crystal contacts. This leads in general to a quite high water content of about 50% on average (although this amount can vary greatly). The crystal is usually cooled to liquid nitrogen temperature (77K) to reduce radiation damage and thermally induced disorder and is then placed into an X-ray beam. The diffracted radiation is collected on film or on a CCD camera. The crystal is then rotated in small steps and for each orientation a diffraction image is recorded (see Figure 6 (b)).

If one assumes that atoms are spherically symmetric and that the electron density between atoms can be neglected then the scattered light wave of a single unit cell containing $n$ atoms is described by the structure factor

$$ F(S) = \sum_{j=1}^{n} f_j \exp(2\pi i \mathbf{r}_j \cdot \mathbf{S}) $$ \hspace{1cm} (1)

where $\mathbf{r}_j$ is the position of atom $j$ and $\mathbf{S}$ is a vector perpendicular to the plane reflecting the incident beam, $f_j$ is the atomic scattering factor and determines the scattering amplitude that is contributed by atom $j$. A more general formulation for the structure factor is given by

$$ F(S) = \int_{\text{unit cell}} \rho(\mathbf{r}) \exp(2\pi i \mathbf{r} \cdot \mathbf{S}) \, d\mathbf{r} $$ \hspace{1cm} (2)

where $\rho(\mathbf{r})$ is the electron density distribution. From Eq. (2) it can be seen that the scattered light field is actually just the Fourier transform of the electron density.

The wave scattered by an entire crystal with $(n_1 \cdot n_2 \cdot n_3)$ unit cells is then the sum over all cells:

$$ F_{\text{cryst}}(S) = F(S) \sum_{u=0}^{n_1} \exp(2\pi i u \mathbf{a} \cdot \mathbf{S}) \sum_{v=0}^{n_2} \exp(2\pi i v \mathbf{b} \cdot \mathbf{S}) \sum_{w=0}^{n_3} \exp(2\pi i w \mathbf{c} \cdot \mathbf{S}) $$ \hspace{1cm} (3)
where \( \mathbf{a}, \mathbf{b}, \) and \( \mathbf{c} \) are the basis vectors of the unit cell. For increasing crystal size the exponential terms in Eq. (3) become delta functions, i.e., \( F_{\text{cryst}}(\mathbf{S}) \) will only be non-zero if the following so called Laue condition is fulfilled

\[
\mathbf{a} \cdot \mathbf{S} = h, \quad \mathbf{b} \cdot \mathbf{S} = k, \quad \mathbf{c} \cdot \mathbf{S} = l
\]  

where \( h, k, \) and \( l \) are integer numbers. That means only those light waves add up constructively that are scattered into certain directions, perpendicular to planes in the crystal which are defined by the integer triplet \( \mathbf{h}=(hkl) \). This is the reason why the diffraction pattern shows individual peaks instead of a continuous distribution. The position of these peaks (the diffraction pattern) depends only on the arrangement of the proteins in the crystal, i.e. the spacegroup of the crystal, and not on the structure of the protein itself. The structure of the protein is encoded in the strength of the reflections, i.e. the amplitude of the structure factors. Using the relation in Eq. (2) it turns out one can calculate the electron density from the measured structure factors (peaks in the diffraction pattern) by inverse Fourier transform:

\[
\rho(\mathbf{r}) = (1/\mathcal{V}) \sum_{\mathbf{h}} F(\mathbf{h}) \exp(-2\pi i \mathbf{r} \cdot \mathbf{h})
\]  

By summing over \( \mathbf{h}=(hkl) \) only those \( \mathbf{S} \) are selected for which the Laue condition (Eq. (4)) is fulfilled.

In Figure 6 (b), the farther away the peaks are from the center (the larger the scattering angle) the smaller is the distance between the reflecting crystal planes. Those peaks therefore contain information on higher resolution details.

**Resolution**

As can also be seen from Figure 6 (b), the scattering intensity drops towards larger scattering angles (higher resolutions). The resolution is therefore defined as the largest scattering angle (or distance between reflective crystal planes) for which a complete set of reflection peaks can be detected. Figure 7 shows electron density maps at resolutions between 1 and 4Å, to give an idea of what structural details are visible depending on the resolution. Hydrogens become visible only at resolution higher than 1Å and there are only few protein structures solved to a resolution that is significantly higher than 1Å. At resolutions beyond 3Å, which for X-ray crystallography can be considered already low resolution, individual atoms cannot be placed anymore with high confidence, even entire side-chains are not always visible. Figure 7 shows simulated electron density maps that are computed directly from the PDB and are therefore ideal. Electron density maps that are determined from experimental data will be less clear, especially at low resolution. Since \( F(\mathbf{h}) \) is a complex function, knowledge about both amplitude and phases is necessary to calculate the electron density. However, in the experiment only the intensity of the diffraction peaks can be measured. The intensities \( I(\mathbf{h}) \) are the squares of the structure factor amplitudes

\[
I(\mathbf{h}) \propto |F(\mathbf{h})|^2
\]
3.2 Phasing

The phases of the structure factors can be determined experimentally by using basically one of the two techniques: 1) *isomorphous replacement*, where heavy atoms are typically soaked into the crystal and change the diffraction pattern from which phases can be reconstructed, and 2) *anomalous dispersion*: modern synchrotrons offer the possibility to use different wavelength which can exploit the anomalous scattering of some special elements. For example selenomethionine is an often used derivative of the regular amino acid methionine where the sulfur is replaced by the anomalous scatterer selenium. From the differences in the diffraction pattern obtained with different wavelengths phase $s$ can be calculated. These experimental phasing techniques, however, require additional, often very time consuming experiments. In the case where a similar structure (or at least a fragment of it) is already known, this structure can be taken as an approximate solution from which approximate phases

---

**Figure 7:** Showing the level of detail visible in electron density maps at resolutions between 1Å and 4Å. Those maps are computed from synthetic data and are therefore ideal, whereas electron density maps derived from experimental will necessarily contain noise and additional artefacts not visible here.

The phase information, however, is lost, which is referred to as the phase problem in crystallography.
can be obtained using a technique called *molecular replacement*. Because of the large number of known protein structures this method has become very popular.

### 3.3 Model Building

Once initial phases could be obtained, an electron density map can be calculated using Eq. (5). Depending on the quality of the initial phases the electron density shows a more or less clear picture of the protein. All modeling typically starts with identifying the trace of the backbone (main-chain). Based on this trace the side-chains are then placed. As the amino acid sequence of the protein is usually known, the task is to assign the sequence to the backbone. This assignment is guided by the electron density. For lower resolutions (>3 Å) it can in fact happen to introduce register shifts in certain regions where side-chain densities are not clearly distinguishable. Automatic modeling tools (e.g. ARP/wARP [16], RESOLVE [17], TEXTAL [18]) exist to facilitate the tedious work of building an initial model. The success of such modeling tools, however, heavily depends on the resolution and the quality of the initial phases. For example ARP/wARP can build on average more than 90% of the amino acids correctly if the resolution is better than 2 Å; for a resolution of 3 Å this value drops to 74%. Building the model always needs considerable additional manual interaction. In particular, loop regions require manual adjustments as they tend to be more flexible and as a result their density is usually not as clearly resolved. Modeling loops is still a considerable challenge for automatic model building programs (as well as for humans).

Once an initial model has been built into the density map, this model is further refined by fitting the model (i.e. the atomic coordinates) against the measured structure factor amplitudes. In the next step new phases are computed from the refined model, which yields a (hopefully) improved electron density map, where new features might become visible which can be used to build missing parts of the model or to further optimize the model.

The general workflow is an iteration over model building, structure refinement, and computation of an updated electron density map. The iteration is continued until the model converges and cannot be significantly improved anymore by further refinement.

### 3.4 Refinement

The straight-forward approach to refinement is to minimize the deviation of the observed data \( F_{\text{obs}}(h) \) from the data calculated from the model \( F_{\text{calc}}(h) \). If no experimental phases are available, the amplitudes of the structure factors of the model need to be in agreement with the observed amplitudes, i.e. the function

\[
L = \sum_h \left| F_{\text{obs}}(h) \right|^2 - \left| F_{\text{calc}}(h) \right|^2
\]

is minimized with respect to the atomic coordinates. This least-squares type of refinement is however not used anymore since it has been shown that maximum likelihood approaches [10,11] are superior as they can more rigorously take into account error probability distributions and partial models and eventually show less artifacts than the least-squares method. The agreement of the model with the data is often measured with the R-factor
which is a value between 0 and 1. The refinement seeks to lower this $R$-value. The simplest optimization strategy is to perform a steepest descent minimization of the target function $L$.

A computationally more expensive approach is simulated annealing molecular dynamics simulation [15], which has been shown to significantly increase the radius of convergence by helping to escape local minima.

The thermal motions of atoms reduce the intensity of the observed reflections, which has to be accounted for in the refinement. Oftentimes these motions are approximated to be isotropic, such that the structure factor is written

$$F(S) = \sum_{j=1}^{n} f_j^0 \exp(-B_j |S|^2) \exp(2\pi i \mathbf{r}_j \cdot \mathbf{S})$$

(9)

where $B_j$ is the atomic B-factor of atom $j$. It can be shown that the B-factor is related to the mean-square displacement of the vibrating atom, $\overline{u^2}$, by

$$B = 8\pi^2 \overline{u^2}.$$  

(10)

The atomic B-factors are usually also refined along with the atomic coordinates. This increases the number of parameters that are to be determined.

**Parameter to Observation Ratio**

The number of observations in an crystallographic measurement (number of independent reflections) depends strongly on the resolution. The number of parameters (atomic coordinates and isotropic atomic B-factors) that are to be determined is typically large and exceeds the number of observations in an average case already at a relatively high resolution of about 2.5Å. There is however additional information that can be used to make the problem tractable. The knowledge of the sequence is, e.g., such an important additional restraint. Furthermore, the fact that proteins are composed of individual atoms (atomicity) provides a very strong restraint which allows to accurately determine a structure even when no phase information is available.

However, for resolutions that are significantly lower than the typical distance between atoms the effect of the atomicity vanishes. In this case one uses additional restraints on the bond lengths and angles to impose the atomicity. Those restraints can be applied without adding a strong bias since the local geometry of the bonds between specific atom types are to a good approximation the same in all proteins.
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1 Introduction

Flow is one of the most prominent aspects of nature, albeit the flow in the oceans or the blood flow through the smallest of our veins and arteries. These two examples show the huge difference in length scales as well as the very different aspects of flow. Turbulence often plays an important role in the ocean, which is due to the inertia of the moving fluid. Of course turbulence also occurs at small length scales, for example in case of arteriosclerosis. Another difference is that the ocean consists of water, which is a simple Newtonian fluid, while blood is a complex fluid containing high concentrations of complex particles. Such fluids can display a very complex flow behavior where for example the viscosity strongly depends on the rate at which the fluid is deformed. As a consequence there are very diverging fields of research.

In this chapter we will focus on the flow behavior of complex fluids, as it is most relevant for functional soft matter. Throughout this book you will find many examples of complex fluids, as many subjects deal with some kind of particles dispersed in a fluid, which is mostly water. Whilst in most cases the focus is on the structure and dynamics of the particles, the question we ask in this chapter is how and why the structure and dynamics of the particles affects the response of the complex fluids it constitutes to deformation. This is in principle the main question in the field of rheology, which has already been introduced in chapter C6. In classical rheology the main tools to characterize the sample are (time-resolved) mechanical measurements of the stress and deformation. Although measurements can be done with incredible precision and relatively detailed structural information can be obtained from these experiments, there are a few limitations to a pure rheological approach. First, the structural information is obtained indirectly, so that any statement about the structure would need to be tested by techniques that directly probe these structures. Second, complex fluids can have complex flow behavior. This means that there is no simple linear flow profile between the moving parts of the rheometer, which hampers the interpretation of the results. To fully understand the flow of complex fluids it is therefore a prerequisite to have information on three different length scales: The macroscopic response needs to be known using rheological tools that may require milliliters of sample to measure sufficient torques imposed on one plane by the opposite moving plane, transmitted by the fluid; the flow profile of the sheared fluid needs to be probed, which is typical on the length scale of a millimeter; the structure of the dispersed particles needs to be probed on a micrometer to nanometer length scale. In the ideal case this structure is probed locally along with the local velocity. Thus, in an ideal rheological experiment the macroscopic mechanical response of the fluid is measured simultaneously with the microscopic structure and flow profile.

The goal of this chapter is to give a feeling of the experimental difficulties that need to be solved in order to perform the ideal experiment. This is done by means of a few benchmark complex fluids that display a complex flow behavior due to shear induced structural changes in the fluid and relates to the rheology introduced in chapter C6. We will start by introducing typical flow instabilities that may occur in a sheared sample and the relation with their rheological response. We then introduce several techniques that are used to measure the flow profiles and show examples. We finish by introducing techniques to probe the structure. We elucidating the pros and cons of the techniques depending on the fluid that is probed.
2 Flow instabilities

For simple ”Newtonian” fluids the stress is proportional to the applied shear rate, while for ”non-Newtonian” fluids this is not the case. ”Non-Newtonian” response sets in when the applied shear rate is faster than the relaxation dynamics of the system. If this is the case, then the system will be perturbed by the shear rate and change its properties. The direct consequence will be that the viscosity of the sample will change with the shear rate that is applied. This will be apparent when taking a flow curve where the stress, and hence the viscosity, is measured as a function of shear rate. The simplest flow curve for Newtonian fluids is a straight line where the viscosity does not change with shear rate or the stress increases linearly with shear rate. If the flow is not too fast and inertia of the fluid can be neglected, as we discussed in the introduction, then the flow profile of a Newtonian fluid is linear and can be thought of as sliding layers of fluids that have incrementing velocity. According to the definitions used in this field, the flow direction \( \mathbf{v} \) is in the \( x \)-direction and the gradient in the flow, the gradient direction \( \nabla \mathbf{v} \), is in the \( y \)-direction. The \( z \)-direction, the vorticity direction \( \nabla \times \mathbf{v} \), is often referred to as the neutral direction since there is no convection nor distortion in that direction. In Fig. 1 we show the flow profile for different geometries that are used in rheology.

Two examples of extreme non-Newtonian flow behavior are given on the right of Fig. 2. In the top graph the stress jumps from \( \sigma_1 \) to \( \sigma_2 \) at a critical shear rate of \( \dot{\gamma}^* \), and hence at this shear rate the viscosity jumps to a higher value. Increase of the viscosity with increasing shear rate is called shear thickening. In the bottom graph a region of shear rates can be identified between which the stress does not change, or where the shear rate jumps from \( \gamma_1 \) to \( \gamma_2 \) at a critical stress of \( \sigma^* \). Hence, at this stress the viscosity jumps to a lower value. Decreasing viscosity with increasing shear rate is called shear thinning. Strong shear thinning is a very desirable feature for industrial applications. The flow behavior of shampoo, for example, is mainly engineered by using surfactant wormlike micelles (WLMs): at low shear it behaves like a gel, at high shear
it flows very easily. The same features are also very useful in, e.g., the oil industry [2]. Shear thickening is used for dampening materials like body armor. When a bullet enters a jacket with shear thickening material at high speed then the material stiffens and the bullet is slowed down [3].

When the flow behavior is extremely non-Newtonian then the stress behavior can cause mechanical instabilities in the shear cell. This means that instead of a smooth linear flow profile between the moving wall and the standing wall, as is required for Newtonian flow, the flow will be structured in either the vorticity direction, the gradient direction or both. Flow instabilities can be predicted on the base of constitutive models that describe shear thickening and thinning behavior. Constitutive models that describe extreme shear thickening assume a functional form as depicted in Fig. 2a, where the dashed line represents meta- or unstable states. A stable state, assuming laminar flow, would be achieved when alternating bands are formed with different viscosity, stacked along the vorticity direction [4]. The bands have a different stress as they are subjected to the same shear rate, as indicated by the dotted lines in the right panel of Fig. 2a. This "classical" picture of vorticity banding is shown schematically on the left of Fig. 2a. The question is, however, what mechanism drives the formation of these bands and whether the flow within the bands is laminar with equal shear rates. Constitutive models that describe extreme shear thinning again assume a functional form as given in Fig. 2b, where again the dashed line represents meta- or unstable states: the part where the stress decreases with increasing shear rate renders the system mechanically unstable. "Unstable" means in this case that small deviations from the linear velocity profile will grow. From a theoretical point of view this is very similar to an equilibrium gas-liquid phase separation [5, 6]. In the 'classical' picture of gradient band formation, at the end of the shear driven phase separation, the system splits up into a region of a low viscosity and high shear rate close to the moving wall and a region with a high viscosity and low shear rate close to the static wall such that the stress in both bands is constant, see the left of Fig. 2b.

Gradient banding in shear flow is far better documented [1] and understood [7, 8] than vorticity banding. In principle its occurrence is independent of the structural changes in the fluid underlying the shear thinning behavior, as long as the shear thinning is substantial. Thus gradient banding has been observed for systems ranging from hard sphere colloidal crystals [9] and soft colloidal glasses [10] to associative polymer networks [11], entangled polymer solutions [12, 13] and DNA solutions [14, 15]. Shear thinning behavior is far more pronounced for dispersions of living polymers, which consist of monomers that continuously break and recombine. This class of polymers has two mechanisms to release stress: reptation, as discussed in chapter B1, and the break up and recombination of the polymers. For the case where the average breaking time is much faster than the reptation time it can be shown that this results in a unique relaxation mechanism and strong shear thinning [16, 17]. Surfactant wormlike micelles (WLMs) are self-assembled particles that display strong shear thinning, which is easily tunable [18, 19]. Therefore WLMs are the 'working horse' for experimentalists in the field of flow instabilities. Throughout the chapter we will show many examples of measurements on WLMs. The persistence length of WLMs is much longer than the thickness of the WLMS and therefore these systems display strong alignment effects when subjected to shear flow.

Vorticity banding is less common than gradient banding. A detailed recent discussion of elastic instabilities that drive the formation of vorticity bands can be found in Ref. [20]. The classical picture of vorticity banding due to shear thickening is more the exception than the rule, although again for wormlike micelles the predicted behavior has been found [21]. Another, more common, mechanism is that normal stresses are generated through the non-linear elastic
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Fig. 2: Two types of shear banding: in the vorticity direction (a) and in the gradient direction (b). The flow profiles are indicated in the middle by the different lengths of the arrows. To the right flow curves underlying the shear band formation at the right.
deformation of the dispersed mesoscopic entities, similar to the Weissenberg effect in polymeric systems [22]. The role of the polymer chains in the classic Weissenberg effect is now played by large scale networks, from for example carbon nanotube dispersion [23] or clay gels [24], or by inhomogeneities formed during the initial stages of phase separation as found for polymer-protein mixtures [25] and colloidal rods [26]. These structures will be non-uniformly stretched due to the curved streamlines that are present in most rheological devices, thus generating hoop-stresses that give rise to elastic normal forces [27]. Another mechanism for the formation of vorticity bands shear bands actually starts with the formation of of gradient bands. There is experimental evidence [28, 29] and theoretical justification [30] that vorticity bands are formed due to instabilities in the interface between two gradient bands. All of these scenarios lead to rolling motion within the bands, superimposed on the laminar flow. This rolling motion is absent in the classical picture, depicted in Fig. 2a. Note also that these are pure elastic instabilities and that inertia does not play a role, as is the case for well known Taylor instability [31]. Clearly the field of flow instabilities is very rich and requires an extensive experimental as well as theoretical toolbox to make progress in this field. The examples given above illustrate why this field is not only of practical but also of fundamental interest. It can be that the thermodynamic phase behavior of the dispersion is coupled to its hydrodynamic response, such that only small perturbations can lead to big effects. On the other hand also the constituting particles can change their features due to the applied shear inducing flow instabilities. We will now first show how flow instabilities can be identified in section 3 and then show in section 4 how the underlying microstructure can be measured in situ, i.e. while shearing the system.

3 Flow profiling

Ideally the flow is measured in all directions with the highest possible time and spatial resolution. Indeed, in recent years this ideal is approached by techniques such as ultra-sound velocimetry and particle imaging velocimetry. Both of these techniques, however, make use of tracer particles that might distort the rheological response. Other techniques use the inherent contrast of the sample, such as heterodyne light scattering, but such optical techniques are restricted to optical transparent samples. We will now treat the different techniques mainly on the hand of studies of shear banding wormlike micelles, as for these systems shear banding behavior is very reproducible.

3.1 Photon Correlation Spectroscopy in flow

In a homodyne dynamic light scattering, coherent light scatters from a fluctuating sample, giving rise to intensity fluctuations due to a changing speckle pattern. These intensity fluctuations can be analyzed by means of the intensity autocorrelation function \( g_2(q, \tau) \), where \( \tau \) is the lag time between different events and \( q \) is the scattering wave vector, see chapter C1. In the case of a fluid in laminar flow, the autocorrelation functions are determined by three factors: a) The diffusive motion of the scatterers due to thermal fluctuations in the sample, characterized by the diffusion coefficient \( D \); b) the transit time of the particles in the scattering volume, depending on the size of the scattering volume \( h \) and the average transit speed of the particles \( v_t \); c) Doppler shifts arising due to different average flow velocities of scatterers, characterized by the shear relaxation rate \( \Gamma_s \). Thus, in principle the local shear rate and velocity can be point wise measured [34, 35]. This does, however, require knowledge of the exact shape of the scattering
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Fig. 3: Schemes of the instruments used for measuring the velocity profiles. (a) Heterodyne light scattering using two crossing incident laser beams. The beam intersection length in the radial direction is \( \approx 100\mu m \). Image taken from Ref. [32]. (b) Ultrasound Velocimetry using 2D transducers with which 2D profiles can be taken at very high rates, but with the same spatial resolution as the heterodyne light scattering. Image taken from Ref. [33]. (c) A schematic diagram of the optical coherence tomography shear rheometer with a plate-plate cell. Image taken from Ref. [47]
volume and the intensity profile of the incident beam. Moreover, the interpretation becomes ambiguous in case of a complex shear banding flow.

Laser Doppler velocimetry uses Heterodyne Dynamic Light Scattering to obtain a local measurement of only the velocity. Here the scattered light is mixed with a reference beam so that \(g_2(q, \tau)\) reflects the interferences between the Doppler-shifted light that has crossed the sheared sample and the reference light. In Fig. 3a we display a set-up where actually two lasers beams are crossed in the gap of a Couette cell where they produce an interference pattern over a depth of approximately 100 \(\mu m\). When a scatterer passes through this volume, it will scatter light from each of the two beams with a different Doppler shift. The average velocity inside the scattering volume is directly obtained from the frequency of the resulting oscillation in \(g_2(q, \tau)\), as shown in the little graph in Fig. 3a. The flow profile is obtained by scanning the scattering volume through the gap. The time to take a flow profile in e.g. a Couette cell is about half a minute, as it takes at least a couple of seconds to obtain a accurate autocorrelation function and at least 10 points need to be taken to produce a flow curve over a gap of 1 mm. The rate of data acquisition can be enhanced by adding strongly scattering tracer particles. This might, however, affect the system, as we mentioned earlier. Another disadvantage of the technique is that it requires optically transparent samples, at least over the gap. Still, it is a relatively popular technique because it is relatively easy to set up. Salmon et al [36] demonstrated the use of this technique. Here it was clearly demonstrated for the first time that strongly shear thinning WLMs indeed split up in two bands with shear rates of \(\dot{\gamma}_1\) and \(\dot{\gamma}_2\), see Fig. 2b, following a lever rule predicted by theory [16, 37, 6], similar to the lever rule for gas-liquid phase separation.

3.2 Particle Imaging Velocimetry

The lever rule for the same system of WLMs was confirmed only a couple of years later, using Particle Image Velocimetry (PIV) [43, 39]. In PIV the local velocity is determined by measuring the displacement of a particle between two sequential frames. This is often done by using a sheet of laser light shining through the gap of the shear cell, in combination with a fast camera oriented in the direction of the normal of this light sheet. A high time resolution in the order of milliseconds or higher can be achieved, depending on the camera, and a spatial resolution of less than 100 \(\mu m\), depending on the optics and tracer used. Using a laser sheet that is oriented in the plane of the flow, the formation of shear bands could be followed from the moment the shear rate is switched on [39]. If the temporal resolution is high enough, the propagation of flow through the gap of the shear cell can be resolved, see Fig. 4c. It was also shown that shear bands form in the middle of the gap and do not nucleate from the side, as was often assumed. The 2-D motion can be obtained when orienting the laser sheet perpendicular to the flow plane, which is a prerequisite for the understanding of vorticity banding. It was shown in this way that the wormlike micelle system can undergo a transition to a complex rolling motion that is connected to structure formation in the vorticity direction [42]. The resulting profile is shown in Fig. 5b, together with a scattering image. Vorticity bands that are not related to gradient banding, such as observed when shearing the isotropic-nematic phase coexistence of rod-like virus also display complex rolling motion, which shows that the schematic picture of vorticity banding as given in Fig. 2 is at least idealized. PIV can be extended to three dimensions,
The lever rule for the same system of WLMs was confirmed only a couple of years later, using Laser Doppler velocimetry. Here it was clearly demonstrated for the first time that strongly shear thinning does occur. The same technique was used to show that it requires optically transparent samples, at least over the gap. Still, it is a relatively simple technique because it is relatively easy to set up. Salmon et al. [36] demonstrated the use of this technique. Here it was clearly demonstrated for the first time that strongly shear thinning does occur. The same technique was used to show that it requires optically transparent samples, at least over the gap. Still, it is a relatively simple technique because it is relatively easy to set up. Salmon et al. [36] demonstrated the use of this technique.

Proper results for the shear rate are obtained when the shear rate is switched on [39]. If the temporal resolution is high enough, the propagation of the flow into the gap of the cell can be resolved, see Fig. 4c. It was also shown that shear bands form in the middle of the gap and do not nucleate from the side, as was often assumed. The 2-D motion can be obtained when orienting the laser sheet perpendicular to the flow plane, as shown in Fig. 4b, following a lever rule predicted by theory [16, 37, 6]. Similar to the lever rule for gas-liquid phase separation, the banding as given in Fig. 2 is at least idealized. Particle Image Velocimetry (PIV) [43, 39] can be extended to three dimensions, and it was shown in this way that the wormlike micelle system can undergo a transition to a complex rolling motion that is less than a minute, as it takes at least a couple of seconds to obtain an accurate autocorrelation function of data acquisition can be enhanced by adding strongly scattering tracer particles. This might, however, affect the system, as we mentioned earlier. Another disadvantage of the technique is that it requires optically transparent samples, at least over the gap. Still, it is a relatively simple technique because it is relatively easy to set up. Salmon et al. [36] demonstrated the use of this technique.

Fig. 4: 1D flow profiles of exactly the same surfactant WLMs taken by different techniques: (a) Poiseuille flow in a tube, see Fig. 1b, using NMR. Image taken from Ref. [38]; (b) Velocity profiles recorded using dynamic light scattering in heterodyne mode at a shear rate of $\dot{\gamma} = 1 \text{ s}^{-1}$ (○), showing a linear flow profile, and $\dot{\gamma} = 5 \text{ s}^{-1}$ (●) and $\dot{\gamma} = 12 \text{ s}^{-1}$ (■), showing shear banding. Image taken from Ref. [36]. (c) Transient velocity profiles taken by Particle Image Velocimetry from a startup experiment to an imposed shear rate of $\dot{\gamma} = 8 \text{ s}^{-1}$, showing the propagation of the flow into the gap of the cell. Image taken from Ref. [39]. (d) Transient velocity profile taken by Ultra-Sound Velocimetry, showing how initially bands form after applying a shear rate of $\dot{\gamma} = 8 \text{ s}^{-1}$. Here the bands disappear due to slip, which can be seen from the fact that the velocity at the moving wall is reduced. Image taken from Ref. [40]. The flow profiles in (b-d) are all taken in Couette geometry, see Fig. 1e, and have the moving wall at the left and the standing wall at the right.
Fig. 5: 2-D flow profiles on surfactant WLMs by different techniques. (a) Using NMR in combination with a cone-plate cell with a diameter of 28 mm and a cone angle of 4° at a shear rate of $\dot{\gamma} = 16 \, s^{-1}$. The grey scale indicates the shear rate in arbitrary units. Note the opposite sign shear for the receding and advancing segments of fluid on opposite sides of the gap. Image taken from Ref. [41]. (b) Stationary banding structure and corresponding velocity field computed from the PIV algorithm in combination with a Couette cell at a shear rate of $\dot{\gamma} = 40 \, s^{-1}$. Image taken from Ref. [42]. (c) Formation of shear bands after start-up of shear in a solution of WLMs seeded with hollow glass spheres at 1 wt. % and sheared at $\dot{\gamma} = 46 \, s^{-1}$, using USV. Velocity maps at different times $t$ indicated on the top row. Each map corresponds to an average over 100 pulses sent every 1 ms. Image taken from Ref. [33].
using laser sheets with different orientations as well as several cameras. In principle confocal microscopy can also be used, where particles are images in 3D. In section 4.5 we will come back to this technique, which is mainly used to probe structures.

There are two main drawbacks for the use of PIV. First, PIV is mostly imaging tracer particles and thus does not give any structural information. For this reason PIV was combined with small angle light scattering and birefringence imaging in Refs. [43, 39]. Second, the sample needs to be optical transparent, which strongly limits the number of systems that can be studied.

### 3.3 Ultra-sound Velocimetry

Ultra-sound Velocimetry (USV) is in many ways similar to PIV, except that it can be used for opaque samples as it employs sound to probe the flow. As with PIV, it uses a repetition of short sound waves to locate the particles, using the delay in the echo, and determine their displacement, using the shift in the echo between two sequential pulses. As with PIV it is routinely used in combination with a Couette geometry, see Fig. 5b [44]. USV experiments on the wormlike micelles yield very similar results as the PIV measurements. As USV can be employed for opaque systems, it was used to study the effect of wall slip by comparing the flow behavior in smooth (transparent) cells and sanded (opaque) cells, which obviously cannot be done by PIV. Fig. 4d shows the response after start up of flow for a smooth Couette cell. As the left boarder of the plot corresponds to the velocity of the sample at the wall, it can be directly read from the value at that point if the systems undergoes slip or not. It can be observed that initially this values is high and that bands form, but that later this value drops and the bands disappear. Thus, slip is in competition with the formation of shear bands [40].

These measurements were performed with one single transducer so that a 1-D profile can be obtained. Recently arrays of transducers are being used so that complex flow as described above in section 3.2 for the gradient and vorticity banding WLMs can be straightforwardly obtained, as can be seen in Fig. 5c [33]. With this recent development, USV became a very powerful technique to measure flow, despite of the drawbacks that no structural information is obtained, while trace particles need to be used in the experiments.

### 3.4 NMR

It could be stated that potentially Nuclear Magnetic Resonance (NMR) Microscopy is the most complete technique as it can be used to obtain information about flow as well as structure of the complex fluid. Information about both nuclear spin positions and nuclear spin velocities is acquired via the precession of nuclear spins in a magnetic field. Because the nuclear spin precession frequency is dependent on the strength of the magnetic field in which it is placed, it is possible to determine the location of these spins by employing spatially-dependent magnetic fields. Magnetic field gradients can also be used to reveal molecular translational motion, simply by carefully measuring precessional phase changes. Proton NMR is the favoured mode of magnetic resonance imaging, because the hydrogen nucleus provides the most sensitive spin for nuclear magnetic resonance. The predominant signal arises from water molecules which thereby provide a marker for the velocity of elements of the viscous fluid. NMR has played a very important role in the field of complex fluids, as the existence of shear banding for WLMs has first been shown by Callaghan et al. in a pipe-flow geometry [38], see Fig. 4a and later in cone-plate geometry [41], see Fig. 5a.
NMR has the additional advantage that detailed information can be obtained on the smallest relevant length scale. For example, the diffusion rate of the lipids that constitute the WLMs can be obtained, from which the degree of branching of these systems can be inferred \cite{45}. The number of these mobile branches greatly influences the rheology of the system as it supplies an alternative relaxation route. Moreover, the local concentration and orientation can in principle be obtained \cite{46}. Note that all of these features cannot be obtained in one and the same measurement. Different techniques like deuteron-NMR and pulsed gradient stimulated echo NMR are applied to obtain different features.

Summarizing, NMR does not need any tracer particles, supplies information on the flow as well as on the structure and can be used for opaque samples. Thus, it is a very powerful technique. The only drawbacks are that it is relatively slow and rather expensive. As the technical aspects continuously improve, given the broad range of applications, it is anticipated that both drawbacks will gradually disappear over time. Another drawback is that it is difficult to measure the rheology together with the NMR, because the shear cell needs to be submerged in a big magnet, which requires that the rotating shaft is very long.

### 3.5 Optical coherence tomography velocimetry

In Optical Coherent Tomography (OCT) velocimetry infrared light is used to probe the structure of opaque materials. Infrared light has the advantage that it scatters much less than visible light and can therefore penetrate opaque samples. It is frequently applied in medicine for imaging. Very recently it has been introduced in rheology to measure flow profiles \cite{47,48,49}.

In OCT the interference between infrared light that is scattered from an object in the sample and reflected from a reference mirror is measured. Interference will occur when the path length difference between a particular depth within the sample and the reference beam is within the coherence length, which is typically less than 10 \(\mu m\). This is similar to the echo in USV, except that the resolution is much better with a coherence length of less than 10 \(\mu m\) and a beam-waist of about 20 \(\mu m\). Different depths within the sample can be probed when the reference mirror position is varied along the beam path. This is similar to the delay in the echo for USV. If the sample is moving under the effect of shear imposed by the rheometer, the Doppler shift of the quasi-elastically scattered light will cause the interference fringes corresponding to a particular depth within the sample to move with a frequency that is proportional to the velocity of the sample. This is similar to the shift in the echo for USV. Thus simply by moving the reference mirror, a flow profile can be taken in about 10 seconds. A typical set-up is shown in Fig. 3c.

OCT is especially suited for opaque samples, similar to USV and NMR, because of the use of infrared light. If the samples are optically matched, then tracer particles need to be added. The resolution is much better than the techniques discussed so far, which is particularly interesting to study slip close to the wall. This also counts for the broad range of flow rates that can be probed. The main problem of the technique is the low acquisition rate while for 2D flow, additional detectors need to be implemented.

### 4 Probing the structure

Generally, shear induced changes in the microstructure of complex fluids underlie changes in the macroscopic rheological response to shear flow. Therefore, to understand the origin of flow instabilities, which are mostly probed on the length scale of tens or hundreds of micrometers,
one has to understand how shear flow affects the structure on the level of the particles that constitute the structure, for which much smaller length scales need to be probed. Even without flow instabilities it is already challenging to understand moderate shear thickening and thinning behavior on the most fundamental microstructural level given the industrial implications of these phenomena.

Ideally a connection can be made between the full 3-D microstructure and the stress tensor, as introduced in chapter c6, on the basis of a microscopic theory which describes this structure. The challenge is to experimentally determine the structure in all three dimensions or at least sufficient measures of the microstructure that can be connected with the measurable components of the stress tensor using theory.

For the conceptually simple case of colloidal spheres the structure is fully determined by the relative position of the particles. In real space this is given by the pair correlation function \( g(r) \), which is the probability to find a particle at position \( r \) from the central particle. \( g(r) \) is by force obtained by microscopy. Developments in colloid chemistry as well as light microscopy in the eighties and nineties made full characterization of the structure possible. Scattering methods can also be applied to obtain the structure factor \( S(q) \) in reciprocal space, which is the Fourier transfer of \( g(r) \). Depending on the size of the colloids either visible light or X-rays and neutrons can be used.

For anisotropic particles the situation is more complicated as the structure is not only defined by the relative positions but also by the orientation of the particles. For rods the dependence of the ordering tensor on shear flow can be theoretically derived[50]. The stress tensor is completely determined by the ordering tensor. In the isotropic phase, where there is no orientational ordering nor positional ordering, shear will force the rods to disentangle and align, which results in strong shear thinning. The shear induced (para-)nematic phase might be unstable so that concentration fluctuations set in that can also affect the stability of the flow.

For polymers the situation is even more complicated as position, alignment and the shape of the particles themselves are affected by shear flow. Therefore not only the structure needs to be probed but also the shape of the particles. Polymers are generally very small and can only be probed with scattering techniques that use wavelengths in the order of the relevant length scales, see chapters B1 and C1. Generally the \( q \)-dependent intensity \( I(q) \) is a product of the form factor \( P(q) \), which is a product of the form factor \( P(q) \), which is the reciprocal representation of the shape of the particle, and the structure factor \( S(q) \), so the both contributions need to be separated. Alternatively, flow birefringent and dichroism measurements can be used to measure changes in the structure and shape of a system as it probes differences in, respectively, the real and imaginary refractive index.

We will focus in this section on the implementation of experiments that probe the structure and shape of the particles in situ while the complex fluid is subjected to shear flow. As with the flow profiling, there is a broad range of techniques that can be employed, which partly can be used to do flow profiling. As with flow profiling, it is important in which direction structures are probed and we will see that there are technical limitations to deal with.

### 4.1 Optical rheometry: polarization

Optical methods can provide important information on the structure of sheared complex fluids, either by using polarimetry or scattering. The polarization of light is affected by the material's
Fig. 6: Geometries to probe flowing structures with light. (a) A cone-plate shear cell used in SALS experiments probing the flow-vorticity plane. Image taken from Ref. [51]. (b-e) Couette geometry employed in four different experiments, image taken from Ref. [43]. (b) PIV set-up to measure the flow profile; (c) Polarization imaging; (d) Scattering directing the beam along the vorticity direction probing the flow-gradient plane in a single plane; (e) Scattering directing the beam along the vorticity direction probing the flow-vorticity plane.
refractive-index tensor $n = n' - in''$. The real part $n'$ induces shifts in the phase of the light, and the imaginary part $n''$ causes attenuation of its amplitude. Both components can be anisotropic due to shear deformation, with the birefringence $\Delta n'$ and the dichroism $\Delta n''$, defined as the differences in the principal eigenvalues of $n'$ and $n''$, respectively. The principle eigenvalues are connected to eigenvectors that indicate the angle of the oriented structures. A full account of the use of optics in rheology is given by Fuller [53].

For many polymeric liquids under simple shear, the optical anisotropy that causes birefringence has a simple, linear relationship with components of the stress tensor, known as the stress-optical rule:

$$n' - n'_m I = C (\tau - p I).$$

Here $n'_m$ is the mean refractive index, and $p$ is the hydrostatic pressure. The coefficient $C$ is the stress-optical coefficient. For many polymeric liquids under simple shear, this optical anisotropy has a simple, linear relationship with components of the stress tensor. This reflects the proportionality between stretching of the polymer chains and the stress. The birefringence will, however, saturate at high shear rates, while form effects do not have a linear dependence. Thus, it is difficult to obtain absolute measures of the ordering. In the case of rods, the absolute nematic order parameter $S$ can be simply obtained when the saturation birefringence of perfectly aligned rods, $\Delta n_{sat}$, is known:

$$\Delta n = \Delta n_{sat} S.$$  

Hence, flow birefringence on semi-flexible polymers and WLMs, which can be considered as living semi-flexible polymers, is due to alignment effects of the Kuhn segments, which can be interpreted in terms of sheared rods. There will, however, also be a contribution due to the deformation of the full object.

Nonetheless, flow birefringence is a traditional tool to study flow induced structural changes, as it can be relatively easily implemented in rheological experiments and also be used to characterize flow in complex geometries. As an example, the first experimental proof for the occurrence of structure formation in complex fluids were birefringence measurements showing the split up of a dispersion of WLMs into regions with low and high birefringence, i.e. probably into regions with high and low viscosity, respectively, see Fig. 7 [52]. This strongly suggested that the
shear rate in the two regions is different, which was confirmed by the flow profile experiments we discussed in section 3. Clearly a Couette geometry was used, directing the light through the vorticity direction, so that the flow-gradient plane was probed as shown in Fig. 6c. With the development of fast acousto-optic modulators, fast simultaneous measurements of birefringence and dichroism are nowadays possible. This was used, for example, to determine the shear-induced shift in isotropic-nematic transition for colloidal rods [54], but also for critical systems of small attractive spheres [55, 56]. Although spheres cannot have any orientation, still the anisotropic flow-induced distortion of the critical structure will render a significant dichroic signal.

4.2 Optical rheometry: light scattering

Scattering of light can also yield important information on sheared complex fluids, especially since the introduction of CCD cameras in the eighties which allowed direct observation of the flow-induced anisotropy in the scattering plane. Structures of about $\Lambda = \frac{2\pi}{q} = \frac{\lambda}{2\sin\theta_s/2} \approx 350$ nm or bigger can be observed, assuming that the scattering angle $\theta_s$ should be not more than about 90 degrees for planar detection and using a wavelength of 500 nm. This means that this Small Angle Light Scattering (SALS) is suited for relatively big spherical colloids but also to observe density fluctuations in complex fluids consisting of smaller particles. A typical example of scattering on a single particle level dates back to Ackerson and co-workers who studied the shear-induced distortion of colloidal crystals [59, 60, 61]. A typical example of scattering from density fluctuations is due to Dhont and co-workers, who studied the shear induced deformation of the critical structure factor of small attractive spheres close to the gas-liquid phase transition [62, 63].

Light scattering has also been applied for very slender particles like WLMs and polymer blends. Hashimoto et al were the first to observe very anisotropic "Butterfly" scatter patterns for sheared polymer solutions [51, 57], as displayed in 8a. For this study a cone-plate geometry was used where the light was directed along the gradient direction, probing the flow-vorticity scattering plane, see Fig. 6b. As the constituting polymers are much too small to scatter light in the observable q-range, these patterns suggest that the scattering is due to concentration fluctuations. Similar patterns have been observed for shear banding WLMs [43]. In this paper all optical tools that we discussed so far were used: PIV to obtain velocity profiles, Fig. 6b, polarization to obtain the location of more or less oriented structures, Fig. 6c, and light scattering in two scattering geometries: in the radial direction of a Couette cell, where light is directed through the gradient direction and the flow-vorticity plane is probed, Fig. 6d, and directing the light along the vorticity direction, to take scatter patterns in the flow-gradient plane, Fig. 6e. The latter scattering geometry has the problem that scattering comes from the full length of the Couette cell, which smears out the angular resolution. Hu and Lips employed, however, a pinhole in the detection line to ensure that the observed scattering comes from a plane. The other problem is that the long pathway of the light through the sample will lead to multiple scattering so that only slightly turbid samples can be used. The advantage of this scattering geometry is twofold. For many systems the eigen vector belonging to the principle eigen value that describes the ordering in the system is located in the flow-gradient plane, so that the full information is obtained when probing this plane. Moreover, the gap of the shear cell can be scanned, which is important when gradient bands form. Instead of adding up the contribution
shear rate in the two regions is different, which was confirmed by the flow profile experiments we discussed in section 3. Clearly a Couette geometry was used, directing the light through the vorticity direction, so that the flow-gradient plane was probed as shown in Fig. 6c.

With the development of fast acousto-optic modulators, fast simultaneous measurements of birefringence and dichroism are nowadays possible. This was used, for example, to determine the shear-induced shift in isotropic-nematic transition for colloidal rods [54], but also for critical systems of small attractive spheres [55, 56]. Although spheres cannot have any orientation, still the anisotropic flow-induced distortion of the critical structure will render a significant dichroic signal.

4.2 Optical rheometry: light scattering

Scattering of light can also yield important information on sheared complex fluids, especially since the introduction of CCD cameras in the eighties which allowed direct observation of the flow-induced anisotropy in the scattering plane. Structures of about

\[ \Lambda = \frac{\pi}{q} = \frac{\lambda}{2 \sin \theta_{s}} \approx 350 \text{ nm} \]

or bigger can be observed, assuming that the scattering angle \( \theta_{s} \) should be not more than about 90 degrees for planar detection and using a wavelength of 500 nm. This means that this Small Angle Light Scattering (SALS) is suited for relatively big spherical colloids but also to observe density fluctuations in complex fluids consisting of smaller particles. A typical example of scattering on a single particle level dates back to Ackerson and co-workers who studied the shear-induced distortion of colloidal crystals [59, 60, 61]. A typical example of scattering from density fluctuations is due to Dhont and co-workers, who studied the shear induced deformation of the critical structure factor of small attractive spheres close to the gas-liquid phase transition [62, 63].

Light scattering has also been applied for very slender particles like WLMs and polymer blends. Hashimoto et al. were the first to observe very anisotropic “Butterfly” scatter patterns for sheared polymer solutions [51, 57], as displayed in 8a. For this study a cone-plate geometry was used where the light was directed along the gradient direction, probing the flow-vorticity scattering plane, see Fig. 6b. As the constituting polymers are much too small to scatter light in the observable q-range, these patterns suggest that the scattering is due to concentration fluctuations. Similar patterns have been observed for shear banding WLMs [43]. In this paper all optical tools that we discussed so far were used: PIV to obtain velocity profiles, Fig. 6b, polarization to obtain the location of more or less oriented structures, Fig. 6c, and light scattering in two scattering geometries: in the radial direction of a Couette cell, where light is directed through the gradient direction and the flow-vorticity plane is probed, Fig. 6d, and directing the light along the vorticity direction, to take scatter patterns in the flow-gradient plane, Fig. 6e. The latter scattering geometry has the problem that scattering comes from the full length of the Couette cell, which smears out the angular resolution. Hu and Lips employed, however, a pinhole in the detection line to ensure that the observed scattering comes from a plane. The other problem is that the long pathway of the light through the sample will lead to multiple scattering so that only slightly turbid samples can be used. The advantage of this scattering geometry is twofold. For many systems the eigen vector belonging to the principle eigen value that describes the ordering in the system is located in the flow-gradient plane, so that the full information is obtained when probing this plane. Moreover, the gap of the shear cell can be scanned, which is important when gradient bands form. Instead of adding up the contribution

![Fig. 8: SALS (a,b) and SANS (c) patterns of a polymer solution (a, image taken from Ref. [57]) and surfactant WLMs (b,c). The shear patterns of a sheared polystyrene solution in (a) are taken using the set-up displayed in Fig. 6a. (b) Time evolution of SALS patterns from the inner and outer side of the gap in the flow-gradient plane after applying a shear rate of 13 s⁻¹ to a WLM solution, using the geometry depicted in 6d. Image taken from Ref. [43]. (c) SANS patterns of a sheared CTAB solution taken at different shear rates and different positions throughout the gap of the shear cell, see Fig. 10a. Note that the SALS data in b all fall within the q-range of the beam stop in the center of the SANS data in c. Image taken from Ref. [58].](image-url)
of bands with different structure, which is the case when directing light through the gradient
direction, see Fig. 2b, the isolated contributions of the bands can be probed. This can be seen
in Fig. 8b, where the development of the SALS patterns after applying a shear rate into the shear
banding region is displayed close to the inner and outer wall.
The origin of these structures is not yet clear, but certainly the size is an order of magnitude bigger
than the Kuhn segments of which the ordering was probed by the polarization experiments.
In order to probe this length scale either X-rays or neutrons need to be used, which are of the
order of 1 nm, which we will treat in the next two sections.

4.3 \textit{In situ} Scattering: Neutrons

As explained in chapters B1 and C1, Small Angle Neutron Scattering is an excellent technique
to probe soft materials such as polymers and proteins. Although the neutron sources are
extremely weak in terms of flux as compared to X-ray sources, neutrons have the great advantage
that, in combination with chemistry, scattering contrast can be reduced to zero so that particles
can be made invisible. Thus, a clear distinction can be made between the effect of shear flow on
the form of particles, given by the form factor $P(q)$ and the structure of the fluid, given by the
structure factor $S(q)$, by either making all particles visible for neutrons or only a fraction. An
additional advantage is that the scattering cross section can be exactly calculated, knowing the composition of the fluids, which guarantees also a perfect reduction of the background scattering. This is, for example, very helpful when the orientational distribution of Kuhn segments is obtained from the scatter pattern.

In Fig. 9 it is shown how from the scattered 2D profile the orientational distribution can be obtained. In this example WLMs consisting of block-copolymers were used, which can also be fluorescently labeled and imaged with fluorescent microscopy, as shown on the right of Fig. 9a [64]. The core and shell radii and the aggregation number per unit length can be obtained from the high \( q \)-range of the intensity profile, as shown in Fig. 9a. This nano-structure of the WLM is not affected by shear flow. At the low \( q \)-range, the scattered intensity is proportional to \( I \sim q^{-1} \), which is typical for scattering of rods. In Fig. 9b this \( q \)-range is indicated by the two circles for a typical scatter pattern of block-copolymers WLMs under shear conditions \( (\dot{\gamma} = 1 \ s^{-1}) \), which clearly hints to an anisotropic distribution of Kuhn-segments. The orientational distribution of the rods is proportional to the radial averaged azimuthal profile, see Fig. 9c. Assuming a Maier-Saupe type of orientation distribution function, the azimuthal intensity profile from the ordered phase \( I(q, \theta) \) is generally well described by

\[
I(q, \theta) = I_0 \exp[\alpha P_2(\theta) - 1],
\]

where the parameter \( \alpha \) describes the width of the intensity profile. \( \langle P_2(\theta) \rangle \), which is the same as the order parameter \( S \) in Eq. 2 for the polarization experiment, can then be easily calculated using

\[
\langle P_2(\theta) \rangle = \frac{\int_0^\pi \exp[\alpha P_2(\theta)]P_2(\theta) \sin(\theta)d\theta}{\int_0^\pi \exp[\alpha P_2(\theta)] \sin(\theta)d\theta}.
\]

Thus, in SANS experiments the ordering can be unambiguously attributed to the Kuhn segments, without any calibration or assumption.

The orientation of Kuhn segments of surfactant WLMs was first studied using SANS by Thurn et al. [66]. Later, SANS was used to estimate the shear-induced isotropic-nematic phase transition [67]. There are, however, two experimental problems with these measurements. First, the data is taken from a shear banding system, directing the beam through the gradient direction. This means that contributions from the high and low aligned bands are added, as explained in section 4.2. Second, the main disadvantage of SANS is the very low flux of the source, despite of recent developments in using spallation sources. As a consequence it is most suited to probe steady states, but, as we learned in section 3, steady states can be rare in complex flows, while the microscopic origin of flow instabilities are best studied using transient experiments. Both of these problems were recently addressed. We will first show how the issue of the low flux can be solved and then discuss developments in the shear geometries that solve the issue of the averaging over the gap.

In order to observe transient behavior in sheared complex fluids with neutrons, a repetitive flow field needs to be employed so that shear deformation can be linked to a stroboscopic collection of neutrons. When an electronic trigger supplied by the rheometer initiates the collection of data from the scattered neutrons, then \( n \leq 400 \) SANS patterns of time resolution \( \Delta t = (n\omega/2\pi) - 1 \), where \( \omega/2\pi \) is the frequency of the applied excitation field, are summed in time bins with respect to the trigger. To get enough counting statistics for each time channel the histograms of many shear cycles were summed up over a quarter of an hour to hours.
This technique has been employed in combination with Large Amplitude Oscillatory Shear flow (LAOS), where a time-dependent sinusoidal shear rate is applied to the fluid [64, 68]. The response of block-copolymer WLMs, which are known to be stable entities, and its dependence on the concentration could be related to the mechanical response, using Smoluchowski theory for rods [64], despite of the polydispersity and relative flexibility. In this way the isotropic-nematic spinodal point could be identified. For the same system flow profiling with heterodyne light scattering has been performed, see Fig. 3a, where shear bands indeed have been found close to the spinodal point as predicted by theory [6]. This work thus shows the relation between the microscopic and macroscopic response and resulting flow instability, as we set out to do. The response of surfactant WLMs can be markedly different, probably due to the living character of these entities. For this system it could be shown that during a cycle a transformation takes place from a solid-like response to a fluid-like response after it yields into a shear banding state. At this yielding point, the Kuhn segments display a much higher orientation, they over-orient, compared to stationary flow. Moreover, a stress-orientation rule which is rate-based at low frequencies and strain-based at high frequencies could be identified.

As we mentioned before, all of these experiments suffer from the fact that averages are taken over the gap, where different bands might co-exist. This problem has been solved by the group of Wagner, where a Couette shear cell was developed, that is oriented with the vorticity axis in the direction of the beam, as shown in Fig. 10a, so that again the flow-gradient plane can be probed and even scanned, using small slits [69]. In this way the degree of ordering as well as the orientation of the principle eigen vector was found and not merely the projection in the flow-vorticity plane as in the experiments described before. Moreover, the structure could be probed throughout the gap, as can be seen in Fig. 8c. Thus, a qualitative correspondence between the orientational ordering of Kuhn segments and macroscopic rheological stress has been found under steady-shear conditions by linking rheo-SANS measurements to the Giesekus model [58, 70].

This set-up has the disadvantage that no on-line rheology can be done and the flux, which is anyway small for neutrons, is heavily reduced. Moreover, for SANS experiments it is impossible to obtain information of the local velocity, so that additional flow profiling needs to be done. In the next section we will show how X-rays can, in principle, solve all of these issues.

### 4.4 In situ Scattering: X-rays

Small Angle X-ray Scattering (SAXS) is especially useful to obtain structures of particles that contain atoms with high electron densities. As such SAXS is less suited to study WLMs. The main advantage of SAXS is the incredibly high flux due to the synchrotron sources, which does bare, however, the problem of beam damage. The high flux allows for very local probing with beam diameters up to $1 \mu m$ radius and fast probing. The latter also depends on the detectors, but nowadays X-ray sensitive CCD cameras are available that can make up to 5000 frames per second with a single photon precisions, which means that almost every scattered photon that hits the chip will be detected.

SAXS has mostly been combined with Couette cells, as for SANS, but as with SANS, shear cells have been developed to obtain the scattering in the flow gradient plane. Caputo and Burghardt
This technique has been employed in combination with Large Amplitude Oscillatory Shear flow (LAOS), where a time-dependent sinusoidal shear rate is applied to the fluid [64, 68]. The response of block-copolymer WLMs, which are known to be stable entities, and its dependence on the concentration could be related to the mechanical response, using Smoluchowski theory [64], despite the polydispersity and relative flexibility. In this way the isotropic-nematic spinodal point could be identified. For the same system flow profiling with heterodyne light scattering has been performed, see Fig. 3a, where shear bands indeed have been found close to the spinodal point as predicted by theory [6]. This work thus shows the relation between the microscopic and macroscopic response and resulting flow instability, as we set out to do. The response of surfactant WLMs can be markedly different, probably due to the living character of these entities. For this system it could be shown that during a cycle a transformation takes place from a solid-like response to a fluid-like response after it yields into a shear banding state. At this yielding point, the Kuhn segments display a much higher orientation, they over-orient, compared to stationary flow. Moreover, a stress-orientation rule which is rate-based at low frequencies and strain-based at high frequencies could be identified.
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**Fig. 10:** (a) SANS set-up directing the beam along the vorticity of a tilted Couette cell which is hermetically closed. Image taken from Ref. [69]. (b) SAXS set-up directing the beam along the vorticity of a tilted cone-plate set-up. Image taken from Ref. [71]. (c) SAXS set-up where the beam is reflected into the vertical direction using a crystal. Image taken from Ref. [72]. This set-up can be either used with a plate/cone-plate geometry (d) or with a Couette geometry (e), probing either the flow-vorticity or flow-gradient plane, respectively.
Fig. 11: Four snap shots of a nematic dispersion of colloidal platelets subjected to LAOS at a frequency of \(0.04\,\text{Hz}\) and a strain amplitude of \(\gamma_{\text{max}} = 12.8\). The single pattern in the flow-vorticity plane is taken using the plate-plate geometry depicted in Fig. 10d; the row of patterns in the flow-gradient plane is taken using the Couette geometry depicted in Fig. 10e. The patterns are taken in the 1 mm gap between the moving wall at the left and the standing wall on the right. The two curves show the stress response (blue) and applied strain (red). The dot indicates the point during the oscillation where the patterns are taken.
build a cone-plate cell which was slightly tilted so that the beam could be directed along the vorticity direction, as can be seen in Fig. 6 [71]. They used this cell to observe the tumbling behavior of dense lyotropic liquid crystalline polymers, which can only be observed in the flow-gradient plane.

Similar tumbling behavior has been observed for the nematic phase of colloidal platelets subjected to Large Oscillatory Shear Flow [73]. For this study a modified rheometer was combined with a Small-Angle X-ray set-up where the X-rays are deflected in the vertical direction, as shown in Fig. 10c, thus passing through the gradient direction of a plate-plate geometry as shown in Fig. 10d [72, 74, 73]. The use of a plate-plate geometry is especially advantageous for studies on polymer melts, since these systems can hardly be loaded in the Couette cells that are generally used for in situ scattering experiment. This set-up is however especially useful in combination with the Couette geometry, which can easily be implemented. The beam can be directed along the vorticity direction, while, in contrast with the other set-ups we discussed above, it is still possible to do rheology. Moreover, with the small diameter of the beam it is possible to scan the gap with a high spacial resolution. Of course the flux is significantly reduced both due to the reflection of the beam and by squeezing the beam, but with the present fluxes at the modern synchrotrons guarantee that SAXS experiments can be done at a high time resolution.

Using the combination of both geometries we could show how this system undergoes a transition during a large amplitude oscillation from an elastic to a fluid-like response. The intensity peaks in the scatter patterns shown in Fig 11 are due to the inter-particle scattering between the faces of the oriented platelets. As rheology and SAXS are synchronized, we observe that the fluid yields after a stress overshoot at the point where the platelets flip their orientation in both observable directions. The SAXS scan of the gap also shows, however, that this response is very inhomogeneous throughout the gap. The ordering is higher close to the wall. This effect is of course overseen in the plate-plate geometry because here the scattering is averaged over the gap. Hence, we learn that it is very important to probe the structure throughout the gap, which is possible due to the tiny beam diameter.

With this experiment we simultaneously obtain the structure, spatially resolved, and the rheology. It is in principle possible to obtain even the flow profile using X-rays. The nowadays available high flux and brilliance of third generation synchrotron sources can be exploited to generate coherent X-rays and access the dynamical behavior, as introduced in section 3.1. In an X-ray Photon Correlation Spectroscopy (XPCS) experiment, motion of scatterers leads to changes of the interference pattern, which are quantified by intensity auto-correlation functions [75, 76]. Recently XPCS has been applied to measure local velocities in microfluidics [77]. The only problem is that the fluid needs to contain strong scatterers. If this is the case then, in principle, it is possible to obtain microstructure, the macroscopic stress response and the flow profile in one single experiment.

4.5 In situ Microscopy

Despite of the rich information that is obtained by the manifold of experiments described above on the semi-flexible WLMs, still there are many open questions. For example, the origin of the shear thinning and the role of the 'living' character of the WLMs and their stiffness is still not clarified. This is partly due to the fact that all information was obtained in reciprocal space. It is
Fig. 12: (a) Schematic depiction of the counter-rotating cone-plate shear cell placed on an inverted microscope. (b) Typical reconstructed 3D stack of confocal images, showing a small fraction of labeled actin filaments embedded in a dark background of unlabeled F-actin. Green line shows a tracked filament and the small blue and green arrows indicate the local tangent and binormal vector. Scale bar: 10 μm, tick unit: μm. (c) Stress as a function of dimensionless strain where the shear rate is increased every five minutes at a concentration of $c_{\text{high}} = 0.15 \text{mg/ml}$. (d) Steady-state viscosity as obtained from the strain window where the stress is constant (see dashed lines in (c)) as a function of shear rate for the two concentrations. The dashed line gives the solvent viscosity. Image taken from Ref. [78].
therefore a challenge to find systems that can be imaged in real space using the newly available fast confocal microscopes. There are two requirements. First, the systems needs to be suited. It needs to be labeled and stiff enough so that they do not appear as a coil. This means that the persistence length needs to be at least of the order of a micrometer, given the resolution of a confocal microscope of about 350 nm. In Fig. 9a we have shown an image of a fluorescently labeled block-copolymer WLM, for which the persistence length is however too small to obtain a full 3-D contour. Second, a set-up is needed where the structures do not move out of the field of view during the acquisition. Such a set-up is depicted in Fig. 12a, showing a cone-plate geometry where cone and plate can counter rotate. As a consequence there is a zero velocity plane where structures are sheared but do not move out of the field of view.

This set-up was used to study dispersions of F-actin, which are stiff filaments with a persistence length of about 17 μm [78]. In Fig. 12b a reconstructed 3D image of labeled filaments in a background of unlabeled filaments is shown. The problem with imaging is always how to transform images in useful numbers that describe the system. In this case it was obvious that highly entangled filaments completely disentangle when subjected to shear flow, forming loops in the flow-vorticity plane that slide over each other. This microscopic behavior causes the strain softening depicted in Fig. 12c, where it can be seen that the stress diminishes between strain γ = 1 and γ = 10. The statistical proof was given by the sharp distribution that was obtained of the local binormal vectors for the parts of the segments where the filament is highly bended, showing that the loops in the filaments are always oriented with the normal in the gradient direction. At high shear rates it can be observed that the stretched parts of the filaments become more oriented, shown by the distribution of the tangents, which explains the shear thinning shown in Fig. 12d. Thus, these real space experiments give a full microscopic insight in the origin of strain softening and shear thinning for an important class of systems. What was not reported, but what could have been done, was the flow rate throughout the gap of the cell. In principle a flow profile can be taken if the gap of the shear cell at the location of the objective is not bigger than the working distance of the objective. This has indeed been done for dispersions of colloidal spheres [79, 80, 81].

5 Conclusions

It is clear that a huge effort is being undertaken to fulfill the requirements for understanding the flow of complex fluids, which is to measure mechanical responses, as well as structural responses and flow profiles for one and the same system at the same time. We have introduced many techniques which fulfill part of the requirements, or even all requirements but only for a limited class of samples. Most of the techniques are still in full development, so that this overview will soon be outdated. Thus, working with complex fluids and complex flow it is important to stay informed. Moreover, it is important to pick the right technique for the problem of interest. We hope that this chapter has raised the curiosity of the reader and will aid in the quest of interesting complex fluids and suited techniques to study them.
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1 Introduction

Pressure is a frequently neglected state variable, which gains most of its importance today in possible technical applications. However, on earth mainly two different scenarios are notable, first the pressures which are achievable in deep sea. In this environment pressures up to 1.000bar or equivalently 100MPa, \((1\text{bar}=100\text{kPa}=10^5 \text{ N/m}^2=10^5 \text{ kg/ms}^2)\) corresponding to about 10.000m water depth are reached. The other scenario is determined by the enormous pressures occurring in the world’s interior. Here pressures up to 364GPa are reached.

![Pressure variation inside the earth. Near the centre of the core pressures up to 364 GPa are reached. The increase of pressure with distance from the mantle surface is roughly linear and amounts to about 500 bar/km. Likewise the temperature increases by about 25K/km.](image)

Clearly these pressures induce phase transitions between the various materials, which form the earth’s mantle and core. In Fig.1 this scenario is schematically depicted. In this lecture this physics with its geologically interesting phenomena will not be discussed. We are rather concerned with soft matter physics, which takes place in the above mentioned pressure range of about 100-500MPa (1000-5000bar). In this above mentioned pressure range biological processes can occur and hence this range is the natural one with regard to bio-soft scientific investigations. The influence of high pressure on biological systems was first described more than one hundred years ago as a method to preserve milk. Recent investigations with high
pressure have been undertaken to inactivate microorganisms that spoil food, to sterilize and pasteurize foods as well as pharmaceutical products. Treatment with high pressure is a powerful tool, because microbial inactivation is not associated with as many unwanted chemical reactions as those that occur during thermal treatment. By this degradation would take place much more easily [1]. A scientific interesting example is the formation of early life forms in the vicinity of black smokers in the deep sea at high pressures [2].

Another technologically important field is the solubilisation of crude oil in large sea depths and the storage of carbon dioxide in the deep sea. The continuously increasing world demand for petroleum forces the oil industry to exploit reservoirs at larger depth (off-shore), which means at conditions of high pressure. In oil reservoir engineering, the crucial data needed to determine the economic exploitability of a hydrocarbon reservoir are: pressure, gas-oil contact, rock porosity, oil saturation and fluid properties (such as oil composition, density and viscosity). Currently, this process is done with the aid of reservoir simulators, which require knowledge of the initial state of the natural hydrocarbon reservoirs, and a model for the compositional variation. To have access to experiments, which mimic deep sea conditions on-line in the lab, would greatly help in optimizing exploitation [3].

Tribology (which deals with interacting surfaces in relative motion) is also important to understand from the engineer’s point of view and has a large technological impact. Here the knowledge of transport properties of soft matter like the viscosity of grease in gearings is of great importance, albeit this quantity is difficult to obtain experimentally [4].

Last but not least, high pressure induced chemical reactions are largely used in production, may be the most prominent one is the synthesis of ammonia by the famous Haber-Bosch process [5].

2 Static and Dynamic Pressure Effects in Soft Matter

2.1. Pressure Effects on Structure in Biological Systems

We will, in this lecture, concentrate on mainly biological applications as these undergo recently are tremendous development. While for small and simple systems pressure effects are often disappointingly small, they can reach large and demanding effects for complex large biological molecules. This is intrinsically interesting as non-covalent interactions dominate structure and function of these items. The complex structures are easily subjected to pressure effects due to the subtle equilibrium between the different interacting components. Biological functionality is often strongly governed by a structural prerequisite, which in turn can be understood by these equilibrium conditions. If cavity effects are present being part of the structure then pressure has a large field of operation and interesting phenomena are to be expected. Naturally all spectroscopic tools yielding structural information about biologically relevant complex structures have been employed, X-ray scattering, light scattering, neutron scattering, NMR investigations, infrared- to florescence spectroscopy, microscopy in different arrangements like for example confocal imaging [6]. In principle static structural investigations are possible but more interestingly also structural developments initiated by a pressure jump. This is part of the beauty of the method because a temperature jump is much less decisive. Let us start with some examples on structural investigations, where the application of pressure is an interesting issue.

In a SANS study of the glucose/xylose isomerase prepared from Streptomyces Rubiginosus we were interested in the influence of pressure on the configurational stability. Fig.2 shows
the structure of the isomerase as obtained from a X-ray diffraction study of a single crystal [7].

Fig. 2: Structure of glucose/xylose isomerase from Streptomyces Rubiginosus. The pictures differ by a rotation clockwise by 90° around the y-axis.

Fig. 3: SANS and SAXS scattering curves (vertically shifted) in dilute solutions for the isomerase under conditions of a form factor measurement. Solid lines are fit to experimental curves using the CRYSON and CRYSOL simulation programs respectively, which stem on diffraction data of the isomerase.

In Fig.3 we show the results from a small angle neutron and X-ray experiment from a dilute solution of the isomerase. The respective scattering curves can be quite well described by a model (CRYSON and CRYSOL for SANS and SAXS data respectively) which takes the positions of the atoms into account as taken from the X-ray diffraction data of a single crystal. The models further make assumptions about the thickness of the hydration layer and the uniformity of the distribution of hydration water around the molecule. However, small deviations at high $q$ point out the limits of these probably over-simplified approaches. The
deviations at low $q$ for the SANS data are due to concentration effects, which can be accounted for by a proper modelling of the interparticle interactions.

![Graph](image)

**Fig. 4:** SANS scattering curves at various pressures as indicated in dilute solutions for the isomerase under conditions of a form factor measurement.

In Fig.4 the influence of pressure on this structure is shown. The investigation clearly rules out that isomerase has a rather loose structure with a lot of voids, as the form factor at low $q$ is invariant from pressure variations. Simple density effects, which would have changed the cross section have been taken into account preparing Fig.4. The isomerase molecule, from inspecting Fig.2, has, to a first approximation, a spherical shape and likely the active site is located in such a way that biochemical activity and pressure do not interfere much. This is usually different at much higher pressures, when the so called tertiary structure is altered and denaturation takes place. So it is a well-known fact that proteins do not change structure upon pressure treatment below the denaturizing pressure because likely the internal hydrogen bonding stabilizes a rather compact structure. This also explains unambiguously why in deepest sea fish and other creatures well survive and are seemingly not affected in their lives at a surrounding of 1kbar pressure. As an example for the transition to a denaturated state we show the change of diffusion behavior in lysozyme solutions as measured with dynamic light scattering as a function of pressure $[8]$. Here a pressure of more than 4.5kbar is needed to change the diffusion properties, which is indicative for a structural transformation. This is shown in Fig.5. Investigations of that kind are suited to exploit the stability limits between denaturated and native states of a protein as a function of pressure at a given temperature. Usually the application of high pressure results in the disruption of the native protein structure due to the decrease in the volume of the protein-solvent system upon unfolding. This volume change can be measured only by pressure changes as the variation of temperature would add on top also thermal energy. Thus a clear unbiased thermodynamic quantity, the $\Delta V_{\text{fold-unfold}}$ is accessible by pressure dependent measurements of the native to denaturated (unfolded) state of a protein. Changes in the tertiary structure induced by high pressures are usually reversible, because here only forming and releasing of non-covalent bonds are involved (no thermal heat load). This differs from the situation, where the system is subjected to high temperatures.
these cases proteins, likewise if denaturatio is induced by chemicals, do not react elastically and reversibly.

Fig. 5: Normalized intensity autocorrelation function of a dilute buffered aqueous lysozyme solution as a function of pressure.

However, also other scenarios are observable, where pressure has a larger effect on complex structures. We refer to the study of Winter et al. [9] on the pressure response of the protein Staphylococcal Nuclease, “Snase”. In Fig.6 the SAXS scattering curve for Snase is shown. The solid line is a fit by CRYOSOL as in Fig.3, based on X-ray diffraction data. What is evident from the Snase picture shown in Fig.6, is the relatively loose structure of the Snase as compared to the isomerase shown in Fig.2, which has a globular, more spherical, compact structure.

Fig. 6: SAXS scattering curves for Snase in dilute solutions under conditions of a form factor measurement for P=1kbar.
Varying the pressure gives at about a starting pressure of about 2kbar a change of structure, as shown in Fig. 7, the pressure induced denaturation, which leads to a largely elongated structure, an ellipsoidal–like structure, as indicated in the lower part of Fig. 7. Here the situation is reminiscent to the occurrence of obviously large voids in the structure and hence pressure can rather easily induce structural changes at not too high pressures.

In Ref. [9] a rather extensive discussion can be found to what extent the pressure induced denaturation is contrasted to the temperature induced denaturation. Comparing the change of $R_g$ as a function of $P$ and $T$ one finds additional unfolding processes in the latter case. Thus the interference effects due to thermal activation play an important role here and show that pressure is the relevant quantity to vary if entirely volume effects are considered.

### 2.2. Pressure Jump Techniques to Study Phase Behavior in Colloidal Systems

It seems obvious that fast pressure variation so to say a jump is perfectly suited to study the kinetics of for example phase transitions. Temperature can also be used, however, depending on sample size and relaxation times involved, mainly the temperature profile of the process is detected and not the system’s relevant process. Also a temperature change to a lower $T$ is tricky as it is usually more difficult to take energy out of the system than rather to put it in. Here pressure jump techniques are superior. They do not suffer from the previously mentioned deficiencies. The time constants with which pressure can be applied on to a system can vary a bit and range from a 200bar/s with a hand operated hydraulic pump to 1kbar/s if that is automatized via a motor drive for the pump.

As an example for a nice application of the aforementioned pressure jump techniques the phase behavior of a sterically stabilized colloidal suspension is investigated [10]. The colloidal suspension consists of hairy silica spheres in toluene. This system shows phase separation into a silica rich phase and a silica poor phase (a liquid–gas phase transition) on varying temperature or pressure. On top of that also a percolation line intersects the phase transition. This percolation threshold depends on concentration and can be visualized as a gelation process which is kinetically controlled. In Fig. 8 the situation is schematically shown.
Fig. 8: Schematic phase diagram of a sterically stabilized colloidal suspension. $\Phi_c$ is the critical concentration. The system goes from unstable (demixed state) by decreasing $P$ (or likewise increasing temperature) to the stable state. Arrows indicate possible pressure jumps.

As indicated in Fig.8, there were different pressure jumps scenarios investigated which differ in the order where the various stability criteria were met. At low volume fraction the coexistence line was crossed prior to the percolation wheras at the highest volume fraction the percolation was crossed first upon increasing the pressure respectively. In order to get a hand on the different lines occurring in Fig.8, we have to find means to determine these by proper experiments. At the coexistence line usually demixing (pointing towards instability) takes place and hence any scattering technique is appropriate to detect it, as then the scattering intensity will strongly increase. The static structure factor will show a distinct $q$-behavior ($q$ being the scattering vector) characteristic for nucleation and growth. In case of spinodal decomposition the static structure factor shows only the typical Ornstein-Zernicke scattering behavior. In our example here we used both light scattering and small angle neutron scattering to examine the coexistence line together with the spinodal. The percolation threshold, on the other hand, is accessible via a diffusive wave spectroscopy scattering experiment. It makes basically use from the fact that a percolated state is defined as being non-ergodic and hence the correlation functions of the diffusive wave spectroscopy scattered light will decay to a non-zero baseline. This behavior was studied for a the blue arrow sample as shown in Fig.8 and the result is shown in Fig.9.

From this kind of measurements as shown exemplarily in Fig.9 the percolation threshold can be determined. The question now was, what is the temporal evaluation of the system’s scattering intensity extrapolated to vanishing $q$ after a pressure jump and why is that an important question? The intensity $I$ at $q=0$ is related to thermodynamics via $\partial \Pi/\partial \phi \sim I(0)^{-1}$, where $\Pi$ is the osmotic pressure and thus the phase equilibrium conditions are determined. Following the blue arrow from Fig.8, we have performed pressure jumps from ambient to the indicated pressure as shown in Fig.10.
Fig. 8: Schematic phase diagram of a sterically stabilized colloidal suspension. \(\Phi_c\) is the critical concentration. The system goes from unstable (demixed state) by decreasing \(P\) (or likewise increasing temperature) to the stable state. Arrows indicate possible pressure jumps.

As indicated in Fig. 8, there were different pressure jumps scenarios investigated which differ in the order where the various stability criteria were met. At low volume fraction the coexistence line was crossed prior to the percolation whereas at the highest volume fraction the percolation was crossed first upon increasing the pressure respectively. In order to get a hand on the different lines occurring in Fig. 8, we have to find means to determine these by proper experiments. At the coexistence line usually demixing (pointing towards instability) takes place and hence any scattering technique is appropriate to detect it, as then the scattering intensity will strongly increase. The static structure factor will show a distinct \(q\)-behavior (\(q\) being the scattering vector) characteristic for nucleation and growth. In case of spinodal decomposition the static structure factor shows only the typical Ornstein-Zernicke scattering behavior. In our example here we used both light scattering and small angle neutron scattering to examine the coexistence line together with the spinodal. The percolation threshold, on the other hand, is accessible via a diffusive wave spectroscopy scattering experiment. It makes basically use from the fact that a percolated state is defined as being non-ergodic and hence the correlation functions of the diffusive wave spectroscopy scattered light will decay to a non-zero baseline. This behavior was studied for the blue arrow sample as shown in Fig. 8 and the result is shown in Fig. 9.

From this kind of measurements as shown exemplarily in Fig. 9 the percolation threshold can be determined. The question now was, what is the temporal evaluation of the system’s scattering intensity extrapolated to vanishing \(q\) after a pressure jump and why is that an important question? The intensity \(I(0)\) at \(q=0\) is related to thermodynamics via \(\frac{\partial^2 \Pi}{\partial \Phi^2} \propto \frac{1}{I(0)}\), where \(\Pi\) is the osmotic pressure and thus the phase equilibrium conditions are determined.

Following the blue arrow from Fig. 8, we have performed pressure jumps from ambient to the indicated pressure as shown in Fig. 10.

---

**Fig. 9:** The normalized first order correlation function of the diffusive wave spectroscopy scattered light at different pressures. For \(P > 1105\) bar the system gets non-ergodic, thus defining the percolation threshold.

**Fig. 10:** The forward scattering intensity \(I(0)\) as a function of time after pressure jumps from 1 bar to the indicated pressures. For \(P \geq 700\) bar the system gets non-ergodic as determined by diffusive wave spectroscopy exemplarily shown in Fig. 9. Time constants result from single exponential fits to the data.
The intensity shows a time dependence after the percolation threshold was crossed. This is by no means obvious as usually a gelled or percolated, so to say kinetically frustrated state, is considered to be time invariant in its structure. This seems not to be the case and the reason for this is buried in the fact that the system’s equilibrium properties are determined by thermodynamics and hence the magnitude of the forward intensity is governed by the proximity to the spinodal, which is reached, cf. Fig.8, at much higher pressures.

3 High Pressure Microscopy

3.1 Pressure Cells for Microscopes

Microscopy at high pressures is interesting for several reasons. High pressure microscopy for example is a versatile tool for investigating the microbial inactivation in favor over thermal treatment as pressure does not produce so many unwanted chemical reactions. In situ observations of this process are indispensible. This has been demonstrated by Frey et al. [1] who also give a rather complete overview of what is known in the field. Other promising fields of application are in situ observations of cellular systems and dynamic studies of reacting systems by spectroscopic investigations, where especially modern fluorescence techniques play an important role.

The combination of microscopy and high pressure is challenging, however, technically difficult since the main requirements for high resolution microscopy and for applying high pressure are in conflict. High mechanical resistance needed for high pressure automatically leads to an extended size of the sample environment (cell), while the working distance for the microscope objective needs to be minimal to assure maximum resolution.
The intensity shows a time dependence after the percolation threshold was crossed. This is by no means obvious as usually a gelled or percolated, so to say kinetically frustrated state, is considered to be time invariant in its structure. This seems not to be the case and the reason for this is buried in the fact that the system's equilibrium properties are determined by thermodynamics and hence the magnitude of the forward intensity is governed by the proximity to the spinodal, which is reached, cf. Fig.8, at much higher pressures.

High Pressure Microscopy

3.1 Pressure Cells for Microscopes

Microscopy at high pressures is interesting for several reasons. High pressure microscopy for example is a versatile tool for investigating the microbial inactivation in favor over thermal treatment as pressure does not produce so many unwanted chemical reactions. In situ observations of this process are indispensible. This has been demonstrated by Frey et al. [1] who also give a rather complete overview of what is known in the field. Other promising fields of application are in situ observations of cellular systems and dynamic studies of reacting systems by spectroscopic investigations, where especially modern fluorescence techniques play an important role.

The combination of microscopy and high pressure is challenging, however, technically difficult since the main requirements for high resolution microscopy and for applying high pressure are in conflict. High mechanical resistance needed for high pressure automatically leads to an extended size of the sample environment (cell), while the working distance for the microscope objective needs to be minimal to assure maximum resolution.

The first working high pressure microscopy cell was developed by Hartmann et al. [11]. The cell works fine up to 300MPa producing decent microscopic pictures. However, the sample environment and change seems to be complicated and since a sapphire as optical window is used the birefringence properties are mediocre. The objective to sample distance is also quite large mainly due to the fact that the cell can withstand 300MPa pressure. The main reason for the blurred pictures as obtained in a recent application study [1], is however that the correction for thick windows is insufficient even when long working distance objectives are used.

Besides the up-to-date fluorescence techniques, it can in addition be important to preserve the plane of polarization. This is needed for pressure dependent measurements of the birefringence which is shown in chapter 2.2. In that research a small high pressure cell was employed using the idea of a separate sample container, the pill, [8], which is attached to two optical windows controlling both the stability and optical properties of the overall system. In Fig.11 the cell is depicted schematically. In the cover plate the space needed for the microscope objective to come as close as possible to the sample is indicated. Saphire is used as window material which is in principle optical birefringened. However, the orientation of the crystals were chosen such that the degree of birefringence was minimized.

To overcome the specific deficiencies related to the use of saphire window to achieve thus superior optical properties concerning birefringence glass windows should be used. However, since glass windows are less stable mechanically than sapphire or diamond, relatively thick windows must be used, so that no high magnification and hence no high resolution can be obtained. Another drawback is the separate sample container. It uses additional space through the windows of this pill and hence is also not suited for maintaining an as short as possible sample objective distance. Therefore a relatively simple cell for microscopic studies was developed which uses a thin diamond window as cover.

Fig. 11: Upper part: Sketch of the high pressure microscopy cell. Lower part: Photographs of it. On the left dismantled, the brass pill is seen inside, and on the right, build in the microscopy stage to align in x-y directions. The pressure inlet is on the side of the cell. Pressure is generated via a hydraulic oil pump.

Fig. 12: Sketch of a high pressure microscopy cell with easy sample handling.

The top plate containing the diamond leaves enough space to come with the microscope objective as close as possible. The correction ring attached to the used long working distance objective is just sufficient to compensate for the large value of the diamonds index of
refraction. With this cell, shown schematically in Fig.12, 1kbar of pressure can be realized with a relatively easy sample handling.

### 3.2 Soft Matter Science Applications

*Fd virus* is a filamentous bacteriophage that can be considered as a colloidal rod. Its length is 880nm, the thickness 6.6nm and its persistence length is about 3µm. Water dispersions exhibit several degrees of ordering and, as biological species characterized by high monodispersity and easy production, can excellently serve as model liquid crystals. Phase transitions observed in *fd* are purely concentration dependent and, as a consequence, it means pressurizing can cause concentration changes followed by possible changes in ordering. The simple assumption is that the solvent has a different compressibility as *fd* has and a pressure change will thus cause a relative change in concentration, leading to an isotropic–nematic phase transition if the starting condition were chosen properly. How this transition looks under crossed polarizers is shown in Fig13. In the below described experiments now, pressure induced isotropic-nematic and nematic-isotropic phase transitions were observed. Moreover, high pressure was used to explore biphasic region of the phase diagram of *fd* to determine the limits of stability and instability by finding the loci of binodals and spinodals as a function of applied pressure. Experimental methods used included microscopy, optical birefringence and transmission measurements.

**Fig. 13:** Sketch of *fd* suspensions: lower left indicates isotropic phase and leads to homogenous picture in the transmission microscope, upper panel, under conditions of crossed polarizers, whereas at lower right, a nematic ordering of the *fd* is present, leading to optical birefringence seen under crossed polarizers.

Such an experiment has been undertaken, where a custom made high pressure microscopy cell was used [12]. The experiment was performed such that the pressure was increased with a rate of about 100bar/sec to reach the starting pressure and the resulting microscopy pictures in transmission under crossed polarizers were detected as a function of time. The result is shown in Fig.14.
Whereas for the lower starting pressures 200 and 400bars no transition can be observed, areas with higher orientation (higher order parameter) appear at higher starting pressures. The observed time behavior differs in the magnitude of the induction time after which structured or ordered regions occur. At 1kbar the almost full ordering is achieved instantaneously indicating spinodal decomposition, whereas at lower starting pressures a noticeable induction time is seen, indicating a nucleation and growth mechanism (binodal decomposition).

**Fig. 14:** The effect of pressure on the isotropic-nematic phase transition as a function of waiting time for different starting pressures after a jump from 1bar for an aqueous solution of fd.

This scenario is also possible in the reversed case, means we start from a high pressure and release it with a rate of 100bar/s. This and the analysis of the data from Fig.14 are used to construct a phase diagram, which is very complicated to obtain otherwise because every concentration must be prepared separately.
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1 Introduction

In this introductory lecture the interest is in some of the basic properties of charged colloids, also in the presence of an external electric field. The charge of macromolecules, including for example synthetic colloids, proteins, DNA and virus particles, originates from charged groups (like carboxyl and amino groups) that are chemically attached to the surface of the macromolecule. In this lecture we discuss mostly spherical colloids. The colloid is embedded in a solvent that contains solvated ions which interact through Coulombic forces with the charged colloidal surface. There is a thin region at the surface, where structural order varies on length scales comparable to the size of the ions. This layer is referred to as the Stern layer, and is depicted in Fig.1. It accounts for the finite size of potential determining groups that are chemically attached to the surface, as well as possible adsorbed ions. For dynamic processes, like in electrophoresis, the relatively small mobility of ions and water molecules close to the surface is of significance. These mobilities near the surface are much smaller than those in bulk, away from the surface. The region within which the mobilities are relatively small, usually extends beyond the above mentioned static Stern layer, and is referred to as the dynamic Stern layer.

In electrophoresis, for example, a shear-plane or slipping-plane is defined, at which there are effective stick boundary conditions for water flow. This shear-plane is located outside the static Stern layer, and defines the extent of the dynamic Stern layer. Due to the thermal motion of ions in solution, there is a charge distribution of finite extent around the macromolecule, which is referred to as the electric double layer. The extent of the double layer is typically much larger than the size of the ions (see Fig.1).

The simplest realistic model for the electric double layer is the Gouy-Chapman model (≈ 1910), which assumes a perfectly smooth colloidal surface, and ions to be represented by point charges. This model takes thermal diffusion of the ions into account, but disregards the detailed structure of the surface. Accounting for finite-size effects requires quite complex theoretical approaches, while the Stern layer is specific to the chemistry of the surface of the colloidal particle and the ions present in solution, which is both beyond the scope of this introductory lecture. The lecture is thus restricted to Gouy-Chapman like approaches, where the details of the surface of the colloids are disregarded.

The equations of motion that are at the basis of the Gouy-Chapman theory will be derived in section 2. These so-called standard electro-kinetic equations are at the basis of a large body of literature concerned with the analysis of properties of colloids, also in external fields. In equilibrium, these standard electro-kinetic equations reduce to the so-called Poisson-Boltzmann equation which describes the structure of the double layer. The Poisson-Boltzmann equation and its linearized version is discussed in section 3. Linearization of equations of motion, and the Poisson-Boltzmann equation in particular, with respect to the surface potential/charge of the colloid is commonly referred to as the Debye-Hückel approximation. The double-layer structure is analyzed in section 4 on the basis of the Poisson-Boltzmann equation, including a brief discussion of ion-condensation. The interaction between charged colloids as their double layers overlap is discussed in section 5. An important ingredient in the calculation of the interaction potential is the Helmholtz free energy of double layers, which will be discussed in some detail. When an electric field is applied to a suspension of charged colloids, the development of electric double layers at the electrodes diminishes the field strength in bulk, away from the electrodes. This phenomenon is referred to as electrode polarization. As the colloids experience the attenuated field, it is important to know how the screening of the electric field depends on the frequency of the applied field, which is the topic of section 6. Finally, section 7 deals
with electrophoresis, that is, the velocity that a charged colloid attains under the influence of an external field, which can be used to determine the surface charge/potential of colloids.

A few of the books that are dedicated to charged colloids are those of Verwey and Overbeek [1], of Hunter [2], of Israelachvili [3], and Lyklema [4].

2 The Standard Electro-Kinetic Equations

We discuss here the so-called standard electro-kinetic equations, that constitute the basis of what is discussed in this lecture. As mentioned in the introduction, the theory discussed here is limited to smooth, unstructured surfaces and point-like ions. The aim of this section is to derive equations of motion for the concentration of ions within the diffuse electric double layer in the presence of a charged surface.

Let $\rho_\alpha$ denote the number-concentration (= number of particles per unit volume) of a certain ion species $\alpha$ with a charge $e z_\alpha$, with $e > 0$ the elementary charge, and where $z_\alpha$ is referred to as the valency of the ion species. When an ion is given an initial velocity, the thermal averaged velocity will decrease in time due to friction with the surrounding solvent molecules. The decay time of the initial velocity is referred to as the velocity-relaxation time. On a time scale that is much larger than this velocity-relaxation time, there is force balance, since the inertial forces can be neglected. This time scale is referred to as the diffusive time scale, or the Brownian time scale. That is, all (non-inertial) forces add up to zero. As an ion moves with an instantaneous velocity $\mathbf{v}$, the friction force is in the opposite direction, and is equal to $F^{\text{fric}} = -\zeta \mathbf{v}$, where $\zeta$ is the friction coefficient. The fluid may be in motion, in which case the velocity should...
be taken relative to the local fluid flow velocity \( \mathbf{u} \), so that \( \mathbf{F}^{\text{fric}} = -\zeta ( \mathbf{v} - \mathbf{u} ) \). There is an electrostatic force equal to \( \mathbf{F}^{E} = -e z_{\alpha} \nabla \Psi \), where \( \nabla \) is the gradient operator with respect to the position coordinate of the ion, and \( \Psi \) is the local electrostatic potential. This potential is due to the presence of the charged interface as well as the resulting inhomogeneous charge distribution within the electric double layer. A third force that is always present on the diffusive time scale is the Brownian force \( \mathbf{F}^{Br} = -k_{B}T \nabla \ln \rho_{\alpha} \) on the ion, where \( k_{B} \) is Boltzmann’s constant, and \( T \) is the absolute temperature (for more details on the Brownian force and the diffusive time scale, see chapter B1). Force balance implies that \( \mathbf{F}^{\text{fric}} + \mathbf{F}^{E} + \mathbf{F}^{Br} = 0 \). It thus follows that the thermally averaged velocity is equal to,

\[
\mathbf{v} = -D \left\{ \nabla \ln \rho_{\alpha} + \beta e z_{\alpha} \nabla \Psi \right\} + \mathbf{u} ,
\]

where \( \beta = 1/k_{B}T \), and,

\[
D = \frac{k_{B}T}{\zeta} ,
\]

is the ion’s diffusion coefficient. The flux of ions of species \( \alpha \) is thus,

\[
\mathbf{j}_{\alpha} = \rho_{\alpha} \mathbf{v} = -D \left\{ \nabla \rho_{\alpha} + \beta e z_{\alpha} \rho_{\alpha} \nabla \Psi \right\} + \rho_{\alpha} \mathbf{u} .
\]  

Substitution of this expression into the continuity equation (see chapter B1 for a derivation of the continuity equation),

\[
\frac{\partial \rho_{\alpha}}{\partial t} = -\nabla \cdot \mathbf{j}_{\alpha} ,
\]

leads to the standard-electro-kinetic equation of motion for the number concentration of ions,

\[
\frac{\partial \rho_{\alpha}(\mathbf{r},t)}{\partial t} = D \nabla \cdot \left\{ \nabla \rho_{\alpha}(\mathbf{r},t) + \beta e z_{\alpha} \rho_{\alpha}(\mathbf{r},t) \nabla \Psi(\mathbf{r},t) \right\} - \nabla \cdot \left\{ \rho_{\alpha}(\mathbf{r},t) \mathbf{u}(\mathbf{r},t) \right\} ,
\]  

where now the dependencies on the position \( \mathbf{r} \) and time \( t \) are denoted explicitly. These equations of motion for ion-concentrations couple to the electrostatic potential \( \Psi \). For the slow processes under consideration, the potential essentially adjusts instantaneously to the charge density. The connection between the potential and charge density is thus given by the Poisson equation from electrostatics,

\[
\nabla^{2} \Psi(\mathbf{r},t) = -\frac{\rho(\mathbf{r},t)}{\epsilon_{s}} ,
\]  

where \( \epsilon_{s} \) is the dielectric constant of the solvent (which accounts for the diminished charges due to polarization of the solvent), and where the charge density within the solvent is by definition related to the ion-concentrations as,

\[
\rho(\mathbf{r},t) = \sum_{\alpha} e z_{\alpha} \rho_{\alpha}(\mathbf{r},t) .
\]  

The equations of motion (2,3,4) are the standard electro-kinetic equations. In principle, additional equations of motion must be derived that describe the flow velocity \( \mathbf{u} \). In this lecture the flow velocity is only of importance in section 7 on the electrophoretic mobility of colloids, and will be discussed there separately.
The standard electro-kinetic equations are supplemented by boundary conditions. Let \( S \) denote a surface that is not permeable for the ions (like the surface of a colloidal particle or electrodes). The component of the flux in eq.(1) normal to the surface thus vanishes,

\[
\hat{n}(\mathbf{r}) \cdot \{ \nabla \rho_\alpha(\mathbf{r}, t) + \beta \mathbf{e} z_i \rho_\alpha \nabla \Psi(\mathbf{r}, t) \} = 0 , \quad \text{for} \quad \mathbf{r} \in S ,
\]

where the solvent flow is assumed to be zero. Here, \( \hat{n} \) is the unit vector (with length unity as indicated by the hat), which is locally perpendicular to the surface \( S \).

The above three equations (2-5) are at the basis of the Gouy-Chapman theory. As mentioned before, it assumes point-like ions, where excluded-volume interactions between the ions are absent, and regards the surface \( S \) as a mathematically smooth surface. In addition, this theory is a mean-field approach. The actual, fluctuating Coulomb force on an ion \( i \) is equal to,

\[
\mathbf{F}^E = -\nabla_i \sum_{j \neq i} \frac{e^2 z_i z_j}{4 \pi \epsilon_s |\mathbf{r}_i - \mathbf{r}_j|} ,
\]

where \( \nabla_i \) is gradient operator with respect to the position coordinate \( \mathbf{r}_i \) of ion \( i \), and the sum is over all ions except for ion \( i \). In the present approach, instead of using this microscopic expression for the electric force, the ion charges are “smeared out” to form a continuous charge distribution, giving rise to a potential with the accompanied force on ion \( i \) equal to \( \mathbf{F}^E = -e z_\alpha \nabla \Psi \).

References \[5, 6, 7, 8, 9, 10, 11\] aim at the improvement of the Gouy-Chapman approach (which is just a very limited choice out of the vast body of existing literature on this subject).

### 3 The Poisson-Boltzmann Equation and Debye-Hückel Approximation

In equilibrium, in the absence of an external electric field, the fluid flow velocity is zero and the ion-concentrations and potential are time-independent, so that the equation of motion (2) reduces to,

\[
\nabla \rho_\alpha(\mathbf{r}) = -\beta \mathbf{e} z_\alpha \rho_\alpha(\mathbf{r}) \nabla \Psi(\mathbf{r}) \quad \Rightarrow \quad \nabla \ln \rho_\alpha(\mathbf{r}) = -\beta \mathbf{e} z_\alpha \nabla \Psi(\mathbf{r})
\]

\[
\Rightarrow \quad \rho_\alpha(\mathbf{r}) \sim \exp\{ -\beta \mathbf{e} z_\alpha \Psi(\mathbf{r}) \} .
\]

The proportionality constant is the concentration \( \rho_\alpha^0 \) outside the double layer, where the potential \( \Psi = 0 \). Hence,

\[
\rho_\alpha(\mathbf{r}) = \rho_\alpha^0 \exp\{ -\beta \mathbf{e} z_\alpha \Psi(\mathbf{r}) \} .
\]

Substitution into eq.(4) for the charge density, and subsequent substitution into the Poisson equation (3), it is found that,

\[
\nabla^2 \Psi(\mathbf{r}) = -\sum_\alpha \frac{e z_\alpha}{\epsilon_s} \rho_\alpha^0 \exp\{ -\beta \mathbf{e} z_\alpha \Psi(\mathbf{r}) \} .
\]

This is a closed equation for the potential, which is referred to as Poisson-Boltzmann equation.
For small potentials, such that $|e z_a \Psi| < 1$ (which means that the potential energy is small compared to the thermal energy $k_B T$), the exponential function can be linearized, using that $\exp\{x\} = 1 + x + \frac{1}{2} x^2 + \cdots$, leading to,
$$\nabla^2 \Psi(r) = - \sum_{\alpha} \frac{e z_a}{\epsilon_s} \rho^0_\alpha \left[ 1 - \beta e z_a \Psi(r) \right].$$

Such a linearization is commonly referred to as the Debye-Hückel approximation. Since the solvent outside the double layer is uncharged, we have $\sum_{\alpha} e z_a \rho^0_\alpha = 0$, so that,
$$\nabla^2 \Psi(r) = \kappa^2 \Psi(r), \quad (8)$$

where the (inverse) Debye length $\kappa$ is equal to as,
$$\kappa = \sqrt{\frac{e^2 \beta}{\epsilon_s} \sum_{\alpha} z^2_a \rho^0_\alpha}. \quad (9)$$

As will become clear later, the Debye length $\kappa^{-1}$ measures the spatial extent of the diffuse electric double layer. According to the above result, the Debye length decreases with increasing ion-concentrations. The physical picture is that more ions screen the charge of the colloid more effectively. Equation (8) is referred to as the linearized Poisson-Boltzmann equation. The electric double layer theory based on the linearized Poisson-Boltzmann equation is also referred to as the Debye-Hückel theory.

4 The Electric Double Layer and Ion Condensation

The structure of the electrical double layer will be discussed here for a spherical colloidal particle within the linearized Poisson-Boltzmann approach, and for flat double layers with the inclusion of non-linear contributions. The double layer structure for such a flat interface is relevant for colloids with a very thin double layer, and for the analysis of electrode polarization in section 6. This analytical solution of the non-linear Poisson-Boltzmann equation for flat interfaces shows that at high potentials there is a strong accumulation of ions close to the surface, which is referred to as ion-condensation.

4.1 The electric double layer around a spherical colloid

For a spherical colloid, the Laplace operator is most conveniently expressed in spherical coordinates, where the angular part can be neglected as the double layer is spherically symmetric. We thus find that,
$$\frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{d \Psi(r)}{dr} \right) = \kappa^2 \Psi(r),$$

where $r$ is the distance from the center of the colloidal sphere. The general solution of this differential equation is (this solution can be found by introducing the auxiliary function $f(r) = r \Psi(r)$),
$$\Psi(r) = A \frac{\exp\{-\kappa r\}}{r} + B \frac{\exp\{+\kappa r\}}{r},$$
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where $A$ and $B$ are integration constants. Since for large distance $r$ the potential vanishes, $B = 0$. When $r = a$ (the radius of the sphere), the potential is equal to the its value $\Psi_s$ at the surface, so that $A = a \exp\{-\kappa a\}$, and hence,

$$\Psi(r) = \Psi_s \frac{\exp\{-\kappa (r - a)\}}{r/a}.$$  

(10)

The charge density $\rho$ is now obtained from the Poisson equation (3) together with eq.(8),

$$\rho(r) = -\varepsilon_s \kappa^2 \Psi_s \frac{\exp\{-\kappa (r - a)\}}{r/a}.$$  

The surface potential can be related to the total charge $Q$ of the colloid, by noting that $Q$ is equal to minus the total charge residing within the double layer,

$$Q = -\int_{r>a} d\mathbf{r} \ \rho(r) = -4\pi \int_{a}^{\infty} dr \ r^2 \ \rho(r) = 4\pi \varepsilon_s a \Psi_s (1 + \kappa a),$$  

(11)

so that the charge density can also be written as,

$$\rho(r) = -\frac{Q \kappa^2}{4 \pi a (1 + \kappa a)} \frac{\exp\{-\kappa (r - a)\}}{r/a}. $$  

(12)

Note that it follows from eqs.(10,11) that when the salt concentration vanishes, so that $\kappa = 0$, the potential is equal to $\Psi(r) = Q/4\pi\varepsilon_s r$, which is precisely Coulomb’s law. From the above analysis it is evident that the Debye length $\kappa^{-1}$ measures the extent of the electric double layer.

4.2 The double layer at a flat interface, and ion-condensation

Next consider a flat, uniformly charged interface. Let $z$ denote the distance from the interface. The linearized Poisson-Boltzmann equation (8) now reads,

$$\frac{d^2}{dz^2} \Psi(z) = \kappa^2 \Psi(z),$$

the solution of which is a simple exponential decaying potential,

$$\Psi(z) = \Psi_s \exp\{-\kappa z\}.$$  

Just as for the spherical colloid in the previous subsection, the charge density within the double layer is found to be equal to,

$$\rho(z) = -\varepsilon_s \frac{d^2\Psi(z)}{dz^2} = -\varepsilon_s \kappa^2 \Psi(z) = -\varepsilon \kappa^2 \Psi_s \exp\{-\kappa z\},$$  

(13)

while the connection between the surface potential $\Psi_s$ and the surface charge density $\sigma$ on the plate is given by,

$$\sigma = -\int_0^\infty dz \ \rho(z) = \varepsilon \kappa \Psi_s.$$  

(14)
For the flat interface, the non-linear Poisson-Boltzmann equation also allows for an analytical solution for a symmetric electrolyte, for which we will take \( z_0 = \pm 1 \). Introducing the dimensionless potential and dimensionless distance,

\[
\tilde{\psi} = \beta e \psi , \quad Z = \kappa z ,
\]

(15)

the non-linear Poisson-Boltzmann equation can then be written as (where the "hyperbolic-sine function" is defined as \( \sinh \{x\} = (\exp\{+x\} - \exp\{-x\})/2 \)),

\[
\frac{d^2}{d Z^2} \tilde{\psi}(Z) = \sinh\{\tilde{\psi}(Z)\} .
\]

(16)

A first integration can be done by multiplying both sides with \( d\tilde{\psi}/dZ \), and using that (with the "hyperbolic-cosine function" is defined as \( \cosh\{x\} = (\exp\{+x\} + \exp\{-x\})/2 \)),

\[
\frac{d\tilde{\psi}(Z)}{d Z} \frac{d^2\tilde{\psi}(Z)}{d Z^2} = \frac{1}{2} \frac{d}{d Z} \left( \frac{d\tilde{\psi}(Z)}{d Z} \right)^2 ,
\]

\[
\frac{d\tilde{\psi}(Z)}{d Z} \sinh \tilde{\psi}(Z) = \frac{d}{d Z} \cosh \tilde{\psi}(Z) .
\]

Since the potential vanishes for large \( Z \), we thus find that,

\[
\frac{d}{d Z} \tilde{\psi}(Z) = \sqrt{2} \left( \cosh\{\tilde{\psi}(Z)\} - 1 \right) = -2 \sinh\{\tilde{\psi}(Z)/2\} .
\]

(17)

The second integration can be done as follows. First define \( \varphi(Z) = \tanh\{\tilde{\psi}(Z)/4\} \) (where the "hyperbolic-tangent function" is defined as \( \tanh x = \sinh x/\cosh x \)). From the above result for the first-order derivative, one finds that \( d\varphi(Z)/dZ = -\varphi(Z) \), and hence \( \varphi(Z) = \varphi_s \exp\{-Z\} \), where \( \varphi_s = \tanh\{\tilde{\psi}_s/4\} \) with \( \tilde{\psi}_s \) the value of the dimensionless potential at the surface. We thus have,

\[
\tanh\{\tilde{\psi}(Z)/4\} = \tanh\{\tilde{\psi}_s/4\} \exp\{-Z\} .
\]

(18)

It follows from this relation that, \(^1\)

\[
\tilde{\psi}(Z) = 2 \ln \left\{ \frac{1 + \tanh\{\tilde{\psi}_s/4\} \exp\{-Z\}}{1 - \tanh\{\tilde{\psi}_s/4\} \exp\{-Z\}} \right\} .
\]

(20)

\(^1\)This inversion is done as follows. Let \( \alpha = \exp\{\tilde{\psi}(Z)/4\} \), and \( \xi = \tanh\{\tilde{\psi}_s/4\} \exp\{-Z\} \), then eq.(18) reads,

\[
\tanh\{\tilde{\psi}(Z)/4\} = \frac{\exp\{\tilde{\psi}(Z)/4\} - \exp\{-\tilde{\psi}(Z)/4\}}{\exp\{\tilde{\psi}(Z)/4\} + \exp\{-\tilde{\psi}(Z)/4\}} = \frac{\alpha - \frac{1}{\alpha}}{\alpha + \frac{1}{\alpha}} = \xi .
\]

This is easily rewritten as,

\[
\alpha^2 - 1 = \frac{\xi (\alpha^2 + 1)}{\alpha + \frac{1}{\alpha}} \rightarrow \alpha = \sqrt{\frac{1 + \xi}{1 - \xi}} .
\]

(19)

Substitution of the original variables immediately leads to eq.(20).
The dimensionless charge density \( R = \rho(Z)/(-2 e \rho^0) \) as a function of the dimensionless distance \( Z = \kappa z \), for various values of \( \tilde{\gamma} = \beta e \sigma / (\epsilon_s \kappa) \), as indicated in the plots. The black lines are for the linear theory, the red lines for the non-linear theory.

The relation between the surface charge density and the derivative of the potential at the surface follows from Poisson’s equation (3),

\[
\frac{d \tilde{\Psi}(z)}{dz} \bigg|_{z=0} = -\frac{\sigma}{\epsilon_s} \quad \rightarrow \quad \frac{d \tilde{\Psi}(Z)}{dZ} \bigg|_{Z=0} = -\frac{\beta e \sigma}{\kappa \epsilon_s} = -2 \sinh \{\tilde{\Psi}_s/2\},
\]

where in the last equation we used eq.(17) for the first-order derivative. A similar inversion as before thus leads to,

\[
\tilde{\Psi}_s(\sigma) = 2 \ln \left\{ \frac{\beta e \sigma}{2 \kappa \epsilon_s} + \sqrt{1 + \left(\frac{\beta e \sigma}{2 \kappa \epsilon_s}\right)^2} \right\},
\]

which is the connection between the surface potential and the surface charge density. Upon linearization with respect to \( \sigma \), this reproduces the result in eq.(14) that was obtained from the linearized Poisson-Boltzmann equation, as it should (note that here \( \Psi_s \) is the dimensionless potential in eq.(15)). The charge density in the double layer follows from the Poisson equation, eq.(16), and eq.(9) (which for the present case reads \( \kappa^2 = 2 \beta e^2 \rho^0 / \epsilon_s \), with \( \rho^0 \) the number concentration of single ion species outside the double layer),

\[
\rho(Z) = -2 e \rho^0 \sinh \left[ 2 \ln \left\{ \frac{1 + \tanh\{\tilde{\Psi}_s(\sigma)/4\} \exp\{-Z\}}{1 - \tanh\{\tilde{\Psi}_s(\sigma)/4\} \exp\{-Z\}} \right\} \right].
\]

In Fig.2 the quantity \( R = \rho(Z)/(-2 e \rho^0) \) is plotted as a function of \( Z \), for various values of \( \tilde{\gamma} = \beta e \sigma / (\epsilon_s \kappa) \) which is a dimensionless surface charge density. The dimensionless number \( \tilde{\gamma} \)
measures the degree of non-linearity. For $\tilde{\gamma} < 1$, the linear and non-linear theory are not very different. Strong deviations are evident for larger values of $\tilde{\gamma}$, as can be seen from the plots on the right in Fig.2.

The very sharp increase of the ion density close to the wall for larger values of the surface charge density is referred to as "ion-condensation". There is a thin layer of very high ion concentration close to the wall (especially clear for $\tilde{\gamma} = 10$ in Fig.2), which screens the surface charge density $\sigma$. Further away from the wall, where the potential is small, the non-linear theory reduces to the linear theory. In order to intuitively understand ion-condensation, we need to introduce the so-called Bjerrum length $l_B$. This is the length over which two elementary charges have a Coulomb energy equal to the average kinetic energy $k_B T$ of ions in solution. By definition $k_B T = e^2/(4\pi \epsilon_s l_B)$, and hence,

$$l_B = \frac{\beta e^2}{4 \pi \epsilon_s}.$$  

For water at room temperature $l_B = 0.74 \times 10^{-9} m$. It is easily seen that $\tilde{\gamma} = 4\pi (l_B/b)(\kappa^{-1}/b)$. This result has the following intuitive interpretation, which is at the basis of classical ion-condensation theory. When two chemically bound surface charges are separated by a distance less than $l_B$, it is energetically favorable that these groups are neutralized through the association of ions in solution: the ions lose their kinetic energy, but more energy is gained by eliminating the Coulombic interaction between the two bounded charges. More precisely, the number of ions interacting with a given bounded ion is of the order $\kappa^{-2} (\sigma/e)$, since interactions of ions separated by a distance larger than $\kappa^{-1}$ are screened. Since the surface charge density $\sigma$ is of the order $e/b^2$, with $b$ the distance between chemically attached surface groups, the interaction energy of a bounded ion with remaining bounded ions is of the order $(e^2/4\pi \epsilon_s \kappa^{-1}) \times (\kappa^{-2}/b^2)$. The interaction energy in units of the thermal energy $k_B T$ is thus of the order $(l_B/b)(\kappa^{-1}/b)$. Apart from a prefactor $4\pi$, this is precisely the expression given above for $\tilde{\gamma}$.

Ion-condensation is first described by Manning, and is therefore commonly referred to as Manning condensation. More information on ion-condensation theory can be found in Refs.[12, 13, 14] which, again, is just a very biased choice from the vast body of existing literature on this subject.

5 Double-Layer Interactions of Flat Interfaces

Since the colloids are very large compared to the ions, and therefore diffuse much slower than the ions, the double layers may be considered as being in equilibrium with the instantaneous configuration of the colloids. Poisson-Boltzmann theory can thus be employed to calculate the charge distribution within the double layer in the presence of two colloids with fixed positions. In subsection 5.1, a general expression for the Helmholtz free energy of a double layer is derived. An important point here is that, for the commonly adopted simple adsorption equation of state of the potential determining ions, there can only be (instantaneous) equilibrium when the surface potential of the two colloids is constant, independent of the distance between them. In case the thickness $\kappa^{-1}$ of the double layer around spherical colloids is small compared to their radius, overlapping double layers of two colloids can be considered as being essentially flat. An explicit expression for the interaction potential between two flat interfaces is calculated from the Helmholtz free energy in subsection 5.2.
5.1 The free energy of an electric double layer

In order to calculate the interaction potential between two charged colloids, we need an expression for the Helmholtz free energy instead of just the potential energy, since the ion-distribution in the double layers adjust to the distance between the two colloids. The Helmholtz free energy is defined as \( F = E - TS \), where \( E \) is the internal energy (potential energy due to inter-particle interactions plus kinetic energy), and \( S \) is the entropy. When an externally imposed (infinitesimally) small change is imposed on a system, like a small change of the distance between the two colloids, the change in the internal energy, according to the first law of thermodynamics, is equal to \( dE = dw + dq \), where \( dw \) is the work that is involved, and \( dq \) is the heat-exchange between the reservoir with a fixed temperature in which the colloids are embedded. According to the second law of thermodynamics, \( dq = T dS \), so that \( dF = dE - T dS - S dT = (dw + T dS) - T dS - S dT = dw - S dT \), provided that the small change is performed very slowly, such that the system remains in internal equilibrium. Hence, for the fixed temperature of the entire system, we have \( dw = dF \). Since the interaction force between the two colloids is related to the work (since work=interaction force \( \times \) distance), a calculation of the Helmholtz free energy leads to an expression for the interaction potential between the colloids.

Consider a colloidal particle with carboxyl (\(-COOH\)) groups attached to its surface. On dissociation of the carboxyl group, and \( H^+\)-ion goes into solution, while the dissociated group \(-COO^-\) renders the surface negatively charged. The free energy is calculated by a gedanken experiment, where the carboxyl groups are constrained to dissociate step wise in very small portions, sufficiently slow such that during the up-charging of the surface the double layer is always internally in equilibrium. The system as a whole (surface plus double layer) is during charging out-of-equilibrium, and reaches equilibrium only after the final charge is reached. For simplicity the solvent is assumed to contain, besides \( H^+\)-ions, just a single species of mono-valent negative ions (like, for example, chlorine \( Cl^-\)).

On release of a small portion of \( H^+\)-ions from the colloid’s surface, the ion-concentrations in a given volume element \( dV \) located within the double layer changes. The accompanied change in free energy of that volume element is connected to the change of the number of ions within the volume element. The work \( dw \) involved to change the number of ions in the small volume element is now the work that is necessary to add \( dN \) particles. Since this work is proportional to \( dN \), so that we have \( dF = dw = \mu dN \), where \( \mu \) is referred to as the chemical potential.

Consider two neighbouring volume elements, which are mutually in equilibrium, and \( dN \) particles are moved from volume 1 to volume 2, say. Since the change of the number of particles in volume 2 is \(-dN\), the total change in free energy is \( dF = (\mu_1 - \mu_2) dN \). Since the free energy attains a minimum value in equilibrium (so that \( dF/dN = 0 \)), the two chemical potentials should be equal: \( \mu_1 = \mu_2 \). The chemical potentials \( \mu(r) \) of all volume elements located at position \( r \) within the double layer are therefore equal during the slow charging of the colloidal particle,

\[
\mu(r) = \text{constant} \quad \text{for} \ r \ \text{within the double layer.} \tag{23}
\]

The colloid will be charged, keeping the surface charge density uniform. Let \( \sigma' \) denote the surface charge density during the charging process, which starts at 0 and increases up to \( \sigma \), after which the entire system (double layer plus the colloidal surfaces) is in equilibrium. Let \( \delta F(r \mid \sigma') = \mu_+(r \mid \sigma') \delta N_+(r) + \mu_-(r \mid \sigma') \delta N_-(r) \) denote the change in free energy of a volume element located at \( r \) on changing the surface charge density, where \( \delta N_\pm \) is the change
of the number of positive and negative ions in the volume element under consideration. Here, we use $\delta$'s to indicate small changes within volume elements, and later $d$'s for the changes of quantities summed over all volume elements. The chemical potential consists of two parts: the work related to changes of inter-particle interactions and kinetic energy, and the electric work needed to bring ions to a position with a local electric potential $\Psi(r \mid \sigma')$. The first part is the “chemical part” that is independent of the local potential, which will be denoted as $\mu^c_{\pm}$, while the second contribution is equal to $\pm e \Psi$. Hence,

$$
\delta F(r \mid \sigma') = \left[ \mu^c_+(r \mid \sigma') + e \Psi(r \mid \sigma') \right] \delta N_+(r) + \left[ \mu^c_-(r \mid \sigma') - e \Psi(r \mid \sigma') \right] \delta N_-(r).
$$

Since the double layer is in internal equilibrium, the chemical potential is the same for all volume elements (see eq.(23)). We can therefore take the chemical potential equal to that of volume elements at the surface of the colloidal particle,

$$
\mu^c_{\pm}(r \mid \sigma') \pm e \Psi(r \mid \sigma') = \mu^c_{\pm} \pm e \Psi_s(\sigma'),
$$

where the subscript ”$s$” refers to the value at the surface. The total change $dF_{dl}(\sigma')$ of the free energy of the double layer is thus found by integration over all volume elements, noting that the total number of negative ions remains unchanged (the subscript ”$dl$” stands for ”double layer”),

$$
dF_{dl}(\sigma') = \left[ \mu^c_{s,+}(\sigma') + e \Psi_s(\sigma') \right] dN_+,
$$

(24)

where,

$$
dF_{dl}(\sigma') = \int dr \delta F(r \mid \sigma') , \quad dN_+ = \int dr \delta N_+(r).
$$

Note that $dN_+$ is the total number of $H^+$-ions added to the double layer, which is minus the number of $-COOH$ groups that are allowed to dissociate. The change of the free energy of the surface of the colloidal particle is similarly related to the surface value $\mu^c_{\text{bound,+}}$ of the chemical part of $H^+$-ions bounded to a $-COO^-$ group, and the electric potential,

$$
dF_{\text{surf}}(\sigma') = - \left[ \mu^c_{\text{bound,+}}(\sigma') + e \Psi_s(\sigma') \right] dN_+,
$$

(25)

where the subscript ”$\text{surf}$” refers to the surface of the colloidal particles. The change of the total free energy of the system as a whole is thus equal to,

$$
dF = dF_{dl}(\sigma') + dF_{\text{surf}}(\sigma') = \left[ \mu^c_{s,+}(\sigma') - \mu^c_{\text{bound,+}}(\sigma') \right] dN_+.
$$

(26)

We now use the relation $\mu = \mu^0 + k_BT \ln \rho$, for the dependence of the chemical potential on the concentration $\rho$ of a dissolved substance. This relation can be found in any standard textbook on thermodynamics. In the present case this relation reads,

$$
\mu^c_{s,+}(\sigma') = \mu^c_+ + k_BT \ln \rho_{s,+}(\sigma'),
$$

where $\rho_{s,+}$ is the concentration of $H^+$-ions in solution at the colloidal surface. Hence,

$$
dF = \left[ \mu^0_+ - \mu^0_{\text{bound,+}}(\sigma') + k_BT \ln \rho_{s,+}(\sigma') \right] dN_+.
$$
In the simplest approximation, which is used in the classic Verwey-Overbeek theory [1], the chemical potential \( \mu_0^{\text{bound},+}(\sigma') \) is taken independent of the surface concentration of \( H^+ \)-ions, that is, \( \mu_0^{\text{bound},+}(\sigma') \) is assumed to be independent of \( \sigma' \). For \( \sigma' = \sigma \) the system as a whole is in equilibrium, where the free energy attains a minimum value, so that \( dF(\sigma)/dN_+ = 0 \). It thus follows from the above result that,

\[
\mu_+ - \mu_0^{\text{bound},+} = -k_B T \ln \rho_{s,+}(\sigma) .
\]

This can be regarded as an equation of state for the adsorption of ions from solution onto the surface. It thus follows that,

\[
dF = k_B T \ln \left\{ \frac{\rho_{s,+}(\sigma')}{\rho_{s,+}(\sigma)} \right\} dN_+ .
\]

Using eq.(6) for the bulk concentration, and noting that \( d\sigma' = -e dN_+ / A \), with \( A \) the surface area of the colloidal particle, this finally leads to the following expression for the free energy of the double layer per unit area,

\[
\frac{F}{A} = \frac{1}{A} \int_0^\sigma dF = \int_0^\sigma d\sigma' \Psi_s(\sigma') - \sigma \Psi_s(\sigma) .
\]

This is the fundamental result on which the calculation of the interaction potential in the next subsection is based.

### 5.2 The interaction potential

There is an important consequence of the equation of state (27) when the interaction between two colloids is considered. According to eq.(6) the equation of state can be written as,

\[
\mu_+ - \mu_0^{\text{bound},+} + k_B T \ln \rho_0^+ = e \Psi_s(H, \sigma) ,
\]

where \( \rho_0^+ \) is the concentration of \( H^+ \)-ions outside the double layer. Since in that case the left hand-side of eq. (29) is just a constant, the surface potential must be a constant, independent of \( H \). In other words,

*There can only be equilibrium when the surface potentials of two identical colloids are independent of their separation.*

This implies that the surface charge density changes with the distance between the colloids, in order to keep the surface potential fixed,

\[ \sigma \equiv \sigma(H) , \text{ such that } , \Psi_s(H, \sigma(H)) = \text{constant} , \text{ provided that } \mu_0^{\text{bound},+}(\sigma') \equiv \text{constant} . \]

The force \( F^I = - (1/A) dF(H)/dH \) (where the superscript ”I” stands for ”interaction”) between two flat interfaces per unit area is thus equal to,

\[
F^I = - \frac{1}{A} \frac{d}{dH} \left[ \int_0^{\sigma(H)} d\sigma' \Psi_s(H, \sigma') - \sigma(H) \Psi_s \right]_{\Psi_s = \text{constant}} .
\]
Note that for $\Psi_s(H, \sigma')$ in the integral, $\sigma'$ is an integration variable, which is obviously independent of $H$. The general form of $\Psi_s(H, \sigma')$ is $\Psi_s f(H, \sigma')$, with $\Psi_s$ the prescribed surface potential (which is equal to the surface potential of each of the two identical colloids at infinite separation). The differentiation with respect to $H$ in the integral is thus understood as a partial differentiation of $f(H, \sigma')$.

The right hand-side of eq.(30) can be formally rewritten as,

$$ F' = -\frac{1}{A} \frac{d}{dH} \left[ \int_0^\sigma d\sigma' \Psi_s(H, \sigma') \right]_{\sigma=\text{constant}}. \quad (31) $$

Now the surface charge density is formally taken independent of the separation between the colloids. This is nothing more than a formal result, which does not imply that the surface charge density is independent of the separation. It is always the surface potential that is independent of $H$, not the surface charge density.

It is of course possible to use more realistic expressions for the chemical potential $\mu_{\text{bound},+}^0(\sigma')$, based on an analysis of the dissociation-association equilibrium for the bounded carboxyl groups (see, for example, Refs.[2, 15]).

Let us now consider the solution of the linearized Poisson-Boltzmann equation for two flat plates. As before, let $H$ denote the distance between the two flat interfaces, and let $z$ denote the distance from the mid-plane, in between the two plates. That is, $z = 0$ at the mid-plane between the two surfaces. The solution of the linearized Poisson-Boltzmann equation (8) is now a sum of two exponentials,

$$ \Psi(z) = A \exp\{-\kappa z\} + B \exp\{+\kappa z\}, \quad -\frac{1}{2} H \leq z \leq +\frac{1}{2} H. $$

From symmetry, $\Psi(z) = \Psi(-z)$, and hence $A = B$. When $z = \pm \frac{1}{2} H$, the potential is equal to the surface potential $\Psi_s(H)$, which is a function of the distance $H$ between the two plates. Hence (with "the hyperbolic-cosine function" $\cosh\{x\} = (\exp\{+x\} + \exp\{-x\})/2$),

$$ \Psi(z) = \Psi_s(H, \sigma) \frac{\cosh\{\kappa z\}}{\cosh\{\frac{1}{2} \kappa H\}}. $$

Just as for the single plate as in section 4.2, the surface potential can be connected to the surface charge density $\sigma$, with the result,

$$ \Psi_s(H, \sigma) = \frac{\sigma}{\epsilon_s \kappa} \frac{\cosh\{\frac{1}{2} \kappa H\}}{\sinh\{\frac{1}{2} \kappa H\}}. \quad (32) $$

Substitution into eq.(31) gives $F' = -dV(H)/dH$, where the interaction potential $V(H)$ is equal to,

$$ V(H) = \frac{1}{2} \frac{\sigma^2}{A \epsilon_s \kappa} \frac{\exp\{-\frac{1}{2} \kappa H\}}{\sinh\{\frac{1}{2} \kappa H\}} \approx \frac{1}{A} \frac{\sigma^2}{\epsilon_s \kappa} \exp\{-\kappa H\}. \quad (33) $$

$^2$From eq.(30) we have,

$$ F' = -\frac{1}{A} \left[ \frac{d}{d\sigma} \int_0^\sigma d\sigma' \Psi_s(H, \sigma') \times \frac{d\sigma(H)}{dH} + \int_0^\sigma d\sigma' \frac{\partial \Psi_s(H, \sigma')}{\partial H} - \frac{d\sigma(H)}{dH} \Psi_s(H, \sigma) \right]_{\sigma=\text{constant}}. $$

$$ = -\frac{1}{A} \int_0^\sigma d\sigma' \frac{\partial \Psi_s(H, \sigma')}{\partial H} = -\frac{1}{A} \frac{d}{dH} \left[ \int_0^\sigma d\sigma' \Psi_s(H, \sigma') \right]_{\sigma=\text{constant}}. $$
Here, we chose a constant offset, such that $V(H \to \infty) = 0$, while the approximation in the last equation assumes that $\kappa H > 1$. According to the discussion above, the interaction force is obtained by differentiating this expression for $V(H)$ with respect to $H$, regarding the surface charge density as a constant, after which the $H$-dependent value of $\sigma$ in terms of the prescribed surface potential must be substituted, as given in eq.(32).

The calculation of the interaction potential between two spheres with thin double layers can be done through the so-called Derjaguin approximation, which will be discussed in chapter B4.

### 6 Electrode polarization

In an experiment where an alternating external electric field is applied, charges are applied to two electrodes by means of a function generator. Just as for the charged colloids, electric double layers will build up at these charged electrode surfaces. The double layers partially screen the external charges, thus lowering the actual electric field strength within the bulk of the suspension, away from the electrodes. This phenomenon is referred to as electrode polarization. In studying transport, dielectric polarization, and field-induced phase transitions, the relevant field strength is that in bulk, as this is the field that is experienced by the colloids. It is therefore necessary to correct the applied field strength for electrode polarization.

The difference with what is discussed above is that we now have an alternating charge on the electrodes. Since the ions in solution have a finite diffusivity, there will be a phase lag between the applied field and the double layer structure, and hence the field strength in bulk. Note that the double layers are fully developed at zero frequency, so that the externally applied charges are fully compensated. The electric field strength in bulk is now zero. In this section we discuss how the field strength within the bulk of the suspension differs from the applied field strength as a function of the frequency of the applied field.

Consider for simplicity a $1 - 1$ salt solution confined between two flat electrodes which are separated by a distance $L$. A spatially homogeneous alternating electric field $E_{ext} = E_0 \cos\{\omega t\}$ is applied, where $E_0$ is the field amplitude and $\omega$ the frequency. For other electrode geometries than flat, parallel electrodes, electro-osmotic flow can be important, which complicates the analysis considerably. For the two-plate geometry osmotic-flow is absent.

Within the Debye-Hückel approximation, we have $\rho_{\pm} \nabla \Psi \approx c \nabla \Psi$, where $c$ is the salt concentration. Combining eq.(4) for the local charge density $\rho$ in solution and the equation of motion (2) for the ion-concentrations, it is found that,

$$\frac{\partial \rho(x, t)}{\partial t} = D \left[ \beta c^2 \nabla^2 \Psi + \nabla^2 \rho \right],$$

where, as before, $D$ is the diffusion coefficient for the positive and negative ions, which is assumed not to be too different for the $\pm$-ions. With the Poisson equation (3) a closed equation of motion for the charge density is found,

$$\frac{\partial \rho}{\partial t} = D \left[ \frac{d^2}{dz^2} - \kappa^2 \right] \rho,$$

where $\kappa$ is the inverse Debye length in eq.(9). Here it is used that the charge density and potential only vary in the $z$-direction, in the direction perpendicular to the two electrodes, where $z$ varies from $-L/2$ to $+L/2$. The boundary conditions to the equation of motion (34) and the
Poisson equation are,

\[
\frac{d}{dz} \rho + \epsilon_s \kappa^2 \frac{d}{dz} \Psi = 0 , \quad \text{for } z = \pm \frac{1}{2} L ,
\]

\[
\Psi(z = \frac{1}{2} L) - \Psi(z = -\frac{1}{2} L) = -E_0 \cos\{\omega t\} L ,
\]

(35)

where the first boundary condition ensures that there are no ion-fluxes through the electrodes, and the second boundary condition expresses that a voltage \(-E_0 \cos\{\omega t\} L\) is imposed across the two electrodes.

The system of equations (34-35), together with the Poisson equation (3), are most conveniently re-formulated in complex quantities. Let \(\rho^r\) and \(\rho^i\) denote the in-phase and out-phase components of the local charge density, that is, \(\rho(\mathbf{r}, t) = \rho^r(\mathbf{r} \mid \omega) \cos\{\omega t\} + \rho^i(\mathbf{r} \mid \omega) \sin\{\omega t\}\). Defining the complex charge density \(\tilde{\rho} = \rho^r - i \rho^i\), it is easily seen that the real part of \(\tilde{\rho} \exp\{i \omega t\}\) is equal to \(\rho^r(\mathbf{r} \mid \omega) \cos\{\omega t\} + \rho^i(\mathbf{r} \mid \omega) \sin\{\omega t\}\). Similarly introducing the complex potential \(\tilde{\Psi}\) the system (34-35) and the Poisson equation can be rewritten as,

\[
\left[ \frac{d^2}{dz^2} - \kappa^2 \right] \tilde{\rho} = 0 ,
\]

\[
\frac{d^2}{dz^2} \tilde{\Psi} = -\frac{\tilde{\rho}}{\epsilon_s} ,
\]

\[
\frac{d}{dz} \tilde{\rho} + \epsilon_s \kappa^2 \frac{d}{dz} \tilde{\Psi} = 0 , \quad \text{for } z = \pm \frac{1}{2} L ,
\]

\[
\tilde{\Psi}(z = \frac{1}{2} L) - \tilde{\Psi}(z = -\frac{1}{2} L) = -E_0 L ,
\]

(36)

where the complex-valued Debye screening length \(\kappa^{-1}\) is given by,

\[
\kappa^{-2} = \kappa^2 + i \frac{\omega}{D} .
\]

Taking the square root it is found that,

\[
\kappa = \kappa \left[ f(\Lambda) + i g(\Lambda) \right] ,
\]

where,

\[
f(\Lambda) = \frac{1}{\sqrt{2}} \left[ 1 + [1 + \Lambda^2]^{1/2} \right]^{1/2} ,
\]

\[
g(\Lambda) = \frac{1}{\sqrt{2}} \left[ -1 + [1 + \Lambda^2]^{1/2} \right]^{1/2} ,
\]

with the dimensionless frequency \(\Lambda\) equal to, \(^3\)

\[
\Lambda = \frac{\omega}{D \kappa^2} .
\]

Since the charge density is an odd function of \(z\), the solution to the first equation of motion is,

\[
\tilde{\rho}(z) = C_1 \sinh\{\kappa z\} .
\]

\(^3\)Note that, \(f^2(\Lambda) - g^2(\Lambda) = 1\), and \(f(\Lambda) g(\Lambda) = \frac{1}{2} \Lambda\), which are useful relations in the calculation of real- and imaginary parts.
From the Poisson equation it now follows that,

\[ \Psi(z) = -\frac{1}{\epsilon_s \kappa^2} \hat{\rho} + C_2 z , \]

with \( C_2 \) another integration constant. The two boundary conditions lead to,

\[
C_1 \tilde{k} \left[ 1 - \frac{\kappa^2}{\tilde{k}^2} \right] \cosh \left\{ \frac{1}{2} \tilde{k} L \right\} + \epsilon_s \kappa^2 C_2 = 0 , \\
-\frac{2C_1}{\epsilon_s \tilde{k}^2} \sinh \left\{ \frac{1}{2} \tilde{k} L \right\} + C_2 L = -E_0 L ,
\]

where the amplitude \( E_0 \) is taken along the minus \( z \)-direction. These two algebraic equations lead to,

\[
C_1 = \frac{\epsilon_s \tilde{k}^2 L}{\tilde{k} L \left[ \frac{\tilde{k}^2}{\kappa^2} - 1 \right] \cosh \left\{ \frac{1}{2} \tilde{k} L \right\} + 2 \sinh \left\{ \frac{1}{2} \tilde{k} L \right\} } E_0 , \\
C_2 = \frac{\tilde{k} L \left[ \frac{\tilde{k}^2}{\kappa^2} - 1 \right] \cosh \left\{ \frac{1}{2} \tilde{k} L \right\} }{\tilde{k} L \left[ \frac{\tilde{k}^2}{\kappa^2} - 1 \right] \cosh \left\{ \frac{1}{2} \tilde{k} L \right\} + 2 \sinh \left\{ \frac{1}{2} \tilde{k} L \right\} } E_0 .
\]

Introducing the dimensionless frequency,

\[ \Omega = \kappa L \Lambda = \frac{\omega L}{D \kappa} , \tag{38} \]

which is much larger than \( \Lambda \) for the common situation that \( \kappa L \gg 1 \), we have,

\[ \tilde{k} L \left[ \frac{\tilde{k}^2}{\kappa^2} - 1 \right] = \frac{i \tilde{k} \Omega}{\kappa} \approx i \Omega , \]

provided that \( \Lambda \ll 1 \). Within the bulk of the solution, away from the electrodes, the charge density is zero, so that it follows from eqs.(38,38) that the electric field strength in the bulk of the solution is equal to,

\[ E_{bulk} = -C_2 = \frac{i \Omega}{2 + i \Omega} E_0 = \left[ \frac{\Omega^2}{4 + \Omega^2} + i \frac{2 \Omega}{4 + \Omega^2} \right] E_0 . \]

For large \( \Omega \), \( E_{bulk} = E_0 \), so that no electrode polarization occurs. For \( \Omega \to 0 \) on the contrary, \( E_{bulk} = 0 \), so that the double layers at the electrodes completely screen the imposed field, as expected. Note that electrode polarization is of importance only for \( \Omega < 20 \), which justifies the leading order expansion with respect to \( \Lambda = \Omega/\kappa L \ll 1 \). According to the above mentioned meaning of the complex notation, we thus find that,

\[ E_{bulk} = \left[ \frac{\Omega^2}{4 + \Omega^2} \cos\{\omega t\} + \frac{2 \Omega}{4 + \Omega^2} \sin\{\omega t\} \right] E_0 . \tag{39} \]

As expected, there is an in-phase component (\( \sim \cos\{\omega t\} \)) and an out-phase component (\( \sim \sin\{\omega t\} \)).

A important result from the above analysis is that,

\textit{Electrode polarization becomes less important when the distance between the electrodes is increased (keeping the frequency fixed),}
which follows from the expression (38) for the dimensionless frequency \( \Omega \) and the fact that the result in eq.(39) only depends on that frequency. This is used in measurements of, for example, the electrophoretic mobility, where a small frequency is needed to be able to perform a measurement of the velocity of a colloidal particle for an essentially time-independent electric field. By choosing a large electrode separation, one can apply small frequencies without having to worry about electrode polarization. The physical origin of the electrode-separation dependence is as follows. Suppose that \( L \) is doubled. In order to have the same externally applied field strength, the charge on both electrodes must be doubled (since the potential is proportional to the charge, and the electric field is the potential difference between the electrodes divided by their distance). The same bulk field strength is then obtained when the charge within the double layers is also doubled. Since this takes twice as long, the frequency at which the same bulk field strength is found is twice as low.

The electric field within the bulk can generally be written as,

$$ E_{\text{bulk}} = E_{0,\text{bulk}} \cos\{\omega t + \varphi\} = E_{0,\text{bulk}} \left[ \cos\{\varphi\} \cos\{\omega t\} - \sin\{\varphi\} \sin\{\omega t\} \right], $$

where \( E_{0,\text{bulk}} \) is the amplitude of the electric field within the bulk, and \( \varphi \) is the phase lag as compared to the applied field, which both depend on frequency. Comparing to eq.(39) we thus find that the so-called attenuation factor \( \gamma \) is equal to,

$$ \gamma \equiv \frac{E_{0,\text{bulk}}}{E_0} = \sqrt{\left(\frac{\Omega^2}{4 + \Omega^2}\right)^2 + \left(\frac{2\Omega}{4 + \Omega^2}\right)^2} = \frac{\Omega}{\sqrt{4 + \Omega^2}}. \quad (40) $$

One way to experimentally verify this expression for the field-strength attenuation is to determine field-induced phase transitions as a function of \( L \) [16]. This can, for example, be done for suspensions of long and thin, highly charged colloidal rods. Fd-virus particles can be used as a model system for charged colloidal rods. These viruses consist of a DNA strand that is covered with 2700 coat proteins. Their length is 880 nm, the core-width is 6.8 nm, and the persistence length is about 2500 nm. The surface of the fd-virus particle is highly charged: it carries 10 (negative) elementary charges per nm. About 80 – 90\% of these bare charges are compensated by condensed ions. Starting with a suspension that is in isotropic-nematic coexistence, several phases can be induced by a low frequency alternating electric field. The phase diagram is given in Fig.3a. The phase that is referred to as the \( N \)-phase is an isotropic-nematic coexistence, the \( N^* \)-phase is a chiral nematic, the \( D \)-state is a dynamical state where small nematic domains persistently melt and form, while the \( H \)-phase is a uniform homeotropic phase, where the rods are aligned along the field direction. The images in Fig.3a are images of the morphology of the various phases/states taken between crossed polarizers. As the fd-virus particles are birefringent, the white regions correspond to local orientational ordering. The frequency at which charge polarization is essentially absent can be estimated to be about 500 Hz. The \( H \)-phase is therefore believed to be stabilized by hydrodynamic interactions through electro-osmotic flow induced within the double layers and the layer of condensed ions [16]. The dynamical state is due to the cyclic dissociation and association of condensed ions [17]. For a given frequency, field-induced transitions from one state to the other obviously occur at a fixed field strength within the bulk, as this is the field strength that is experienced by the colloidal rods. The applied field strength where a transition is observed may differ, however, as the distance between the electrodes is varied. The \( L \)-dependence of the applied field strength where the transitions from the \( N^* \) to the dynamical state \( D \), and from the \( N \) to the \( N^* \) phase are observed is plotted in Fig.3b. The solid lines are fits of the data to eq.(40) with two fitting parameters: the
Fig. 3: (a) The phase/state diagram in the electric field strength versus frequency plane, for a suspension of fd-virus particles that is in isotropic-nematic coexistence without the electric field [16]. The various phases and states are briefly discussed in the main text. The images are taken with the sample in between two crossed polarizers, where bright regions correspond to local orientational order. The solid lines at low frequencies are the transition lines as probed without correction for electrode polarization. (b) The applied field strength where the two transitions $\text{N-to-N}^*$ and $\text{N}^*$-to-$\text{D}$ are observed as a function of the distance between the electrodes. The solid lines are fits to eq.(40) [16].

constant value of $E_{0,\text{bulk}}$ where the transitions occur (which is of course different for the two transitions), and the diffusion coefficient $D$ of the ions (which is the same for the two transitions). As can be seen the fits describe the data quite well, while the diffusion coefficient that is found is $D = 2.1 \times 10^{-9} \text{m}^2/\text{s}$, which is well within the range of $1 - 3 \times 10^{-9} \text{m}^2/\text{s}$ known for ion-diffusion coefficients. The two solid red and blue lines in Fig.3a are the measured transition lines without correction for electrode polarization. The true bulk field strength is given by the corresponding two lower curves.

7 Electrophoretic Mobility

The surface potential of colloidal particles can be determined experimentally through the velocity that the particles attain under the action of an external electric field. This velocity is referred to as the electrophoretic velocity. For sufficiently small electric field strengths $E$, the electrophoretic velocity $v$ is proportional to the field strength. The proportionality constant,

$$\mu_m = \frac{v}{E},$$

is referred to as the electrophoretic mobility. In this section we consider the relation between the surface potential of the colloidal particles and their electrophoretic mobility for two limiting cases, where the double thickness is either very large or small compared to the radius of the spherical colloid. Within the Gouy-Chapman approach which is adopted throughout this lecture, the difference between the potential at the shear-plane (as discussed in the introduction) and the
static surface potential is neglected. Furthermore, we assume low surface potentials, so that the Debye-Hückel approximation can be used to simplify the governing equations. In addition we assume that the core of the spherical colloid is a non-conducting dielectric, with a dielectric constant that is similar to that of the solvent, so that the external electric field is not perturbed by the mere presence of the colloidal core.

There is a large body of literature on electrophoresis, where theories for arbitrary Debye lengths have been discussed, where the effect of surface conductivity is included, where large surface potentials are considered, and where finite ion-size effects and hydrodynamic slip phenomena are accounted for. Some of the seminal papers in this area are Refs.[18, 19, 20, 21, 22, 23] (which is by no means a complete list of references), while the book of Hunter [2] contains an in-depth analysis of electrophoresis. The larger part of this work relies on numerical solutions of the relevant differential equations for the charge distribution and fluid flow.

A large distance between electrodes is used in electrophoretic experiments, so that a constant potential in the radial direction is much more pronounced as compared to their variations along the surface of the colloid and for a flat surface we have,

$$\nabla \psi = \frac{\rho}{\varepsilon}$$

where $\rho$ is the unperturbed ion-charge density and $\Psi$ is the potential, respectively, that is, the force of the deformed electric field on the total bounded charge $Q$ on the surface of the colloid. The deformation of the double layer has two origins: it is due to the force that the external electric field exerts on volume elements within the double layer, as well as the friction forces on ions due to the fluid flow around the colloid as it moves through the solvent. The force that the electric field exerts on ions within the double layer is transferred to the solvent, which is thus set into motion. This flow is referred to as the electro-osmotic flow, which exerts an additional hydrodynamic friction force $F_{osm}$ on the core of the colloid, and is referred to as the electrophoretic friction force. Both forces $F_{def}$ and $F_{osm}$ are some times referred to as retardation forces, as they both result from the deformation of the double layer. Hence,

$$0 = -\zeta v + QE + F_{def} + F_{osm} \rightarrow \mu_m = \frac{1}{\zeta E} \left[ Q E + F_{def} + F_{osm} \right]. \quad (41)$$

Here we consider two limiting cases, where the double layer thickness is either very large or small compared to the radius $a$ of the spherical colloidal particle.

For a very large Debye length, such that $\kappa a \ll 1$, the ion-concentration within the double layer tends to zero, so that the colloid can be regarded as a charged sphere embedded in an uncharged dielectric medium, that is, the pure solvent. In that case both the electro-osmotic force as well as the retardation force are both zero. It thus follows immediately from eq.(41) that (with $\eta$ the shear viscosity of the solvent),

$$\mu_m = \frac{Q}{\zeta} = \frac{Q}{\zeta} = \frac{4\pi \varepsilon_s a \Psi_s}{\zeta = 6\pi \eta a} = \frac{2}{3} \frac{\varepsilon_s \Psi_s}{\eta}, \quad \kappa a \ll 1, \quad (42)$$

where eq.(11) that connects the charge $Q$ with the surface potential $\Psi_s$ has been used. This is the Hückel formula for the electrophoretic mobility for thick double layers.

For a very thin double layer, such that $\kappa a \gg 1$, the variation of the solvent velocity and the potential in the radial direction is much more pronounced as compared to their variations along
the surface. The surface can thus be regarded as locally flat, where only spatial derivatives perpendicular to the surface are of importance. The solvent velocity $\mathbf{u}$ obeys the so-called Navier-Stokes equation for low Reynolds numbers (see chapter B3),

$$0 = \eta \nabla^2 \mathbf{u} - \nabla p - \rho \nabla \Psi \,.$$  \hspace{1cm} (43)

This equation expresses force-balance, where $\eta \nabla^2 \mathbf{u}$ accounts for friction forces between sliding layers of fluid, $-\nabla p$ is the force due to gradients in the pressure $p$, and the last term is due to electric forces. The electrophoretic mobility can be found without explicitly solving the Navier-Stokes equation, by considering the flow near to the surface of the colloidal sphere where the electric field is parallel to the surface. Within a reference frame that is moving along with the colloid and for a flat surface we have, $\nabla^2 \mathbf{u} = d^2 \mathbf{u}/dr^2$, where $r$ is the spatial variable in the radial direction, perpendicular to the surface. For a flat surface the pressure is a constant, so that $\nabla p = 0$. The ion-concentration and electric potential are written as,

$$\rho(\mathbf{r}) = \rho^{(0)}(\mathbf{r}) + \rho^{(1)}(\mathbf{r}) \,,$$

$$\Psi(\mathbf{r}) = \Psi^{(0)}(\mathbf{r}) + \Psi^{(1)}(\mathbf{r}) - \mathbf{E} \cdot \mathbf{r} \,,$$

where $\rho^{(0)}$ and $\Psi^{(0)}$ are the unperturbed ion-charge density and potential, respectively, that is, the charge density and potential without the external field, while $\rho^{(1)}$ and $\Psi^{(1)}$ are perturbations due to the external field. Furthermore $\mathbf{E}$ is the external field. Within the Debye-Hückel approximation, products like $\rho^{(0)} \Psi^{(0)}$ and $\rho^{(0)} \Psi^{(1)}$ can be neglected, being of second order in the charge of the colloid. To linear order in the external field strength, the only contribution of interest in the last term in eq.(43) is therefore $\rho^{(0)} \mathbf{E}$. The Navier-Stokes equation thus reduces to,

$$\eta \frac{d^2 \mathbf{u}(r)}{dr^2} = -\rho^{(0)}(r) \mathbf{E} = \epsilon_s \mathbf{E} \frac{d^2 \Psi^{(0)}(r)}{dr^2} \,$$
where in the last equation the Poisson equation has been substituted. Two integrations thus leads to,

\[ \eta u(r) = C_0 + C_1 r + \epsilon_s E \Psi_s(0) . \tag{44} \]

The integration constants can be determined from the boundary conditions (remember that the frame of reference is moving along with the colloidal particle with the electrophoretic velocity \( v \)),

\[
\begin{align*}
    u &= -v, \quad \text{for } r \to \infty , \\
    u &= 0, \quad \text{for } r = a .
\end{align*}
\]

The first boundary condition implies that \( C_1 = 0 \) and \( C_0 = -\eta v \). The second condition implies that \( C_0 = -\epsilon_s E \Psi_s(0) \). It thus follows that \( \eta v = \epsilon_s E \Psi_s \), where \( \Psi_s \) is understood to be the unperturbed surface potential. Hence,

\[ \mu_m = \frac{\epsilon_s \Psi_s}{\eta}, \quad \kappa a \gg 1 . \tag{45} \]

This is the Smoluchowski formula for the electrophoretic mobility. The electrophoretic mobility differs a factor of \( 2/3 \), depending whether there is a thick or thin double layer. For finite double-layer thicknesses, the electrophoretic mobility is a monotonically increasing function of \( \kappa a \). The calculation of the electrophoretic mobility for such intermediate double-layer thicknesses is quite complex (see, for example Refs.[2, 18]). The dimensionless electrophoretic mobility \( F(\kappa a) = \mu_m \eta/\epsilon_s \Psi_s \) is plotted in Fig.4b as a function of \( \kappa a \). The data points in this plot are numerical results taken from Ref.[18] (their table I on page 84), for two values of the dimensionless surface potential \( \zeta_s = e \Psi_s/k_B T \). For \( \zeta_s = 1 \) the Debye-Hückel approximation considered above is reasonably accurate. The arrows on the vertical axes in Fig.4b indicate the Hückel and Smoluchowski limits discussed above, which agree very well with the numerical results. For larger surface potentials there are large deviations from the Debye-Hückel approximation, as can be seen from the plot for \( \zeta_s = 2 \) in Fig.4b. The double-layer thickness dependence of the electrophoretic mobility becomes non-monotonic for large surface potentials with a minimum value around \( \kappa a \approx 1 \). The minimum becomes much more pronounced for even larger values of the surface potential.
The first boundary condition implies that $C_0 = 0$. The electrophoretic velocity $v$ frame of reference is moving along with the colloidal particle with the electrophoretic velocity.

The integration constants can be determined from the boundary conditions (remember that the Poisson equation has been substituted. Two integrations thus lead to, where in the last equation the Poisson equation has been substituted. Two integrations thus

$$F_{3.22} = \frac{\kappa a}{\kappa a},$$
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Debye-Hückel approximation, as can be seen from the plot for values of the dimensionless surface potential $\zeta$. The calculation of the electrophoretic mobility for such intermediate double-layer thicknesses is quite complex (see, for example Refs.[2, 18]). The dimensionless electrophoretic mobility differs a factor of $2$.

This is the Smoluchowski formula for the electrophoretic mobility.

$$\mu_r = \frac{\eta}{\kappa a},$$

Hence, $\mu_{r, s} = \frac{\eta}{\kappa a}$.

The electrophoretic mobility is a monotonically increasing function of $\kappa a$ surface potentials with a minimum value around $\kappa a \approx 3$. The minimum becomes much more pronounced for even larger values of the surface potential.

The layer thickness dependence of the electrophoretic mobility becomes non-monotonic for large $\kappa a$ surface potentials with a minimum value around $\kappa a \approx 3$. The arrows on the vertical axes in Fig.4b indicate the Hückel and Smoluchowski limits discussed above, which agree very well with the numerical results. For larger surface potentials there are large deviations from the Debye-Hückel approximation considered above is reasonably accurate. The data points in this plot are numerical results taken from Ref.[18] (their table I on page 84), for two values of the dimensionless surface potential $\zeta$.

The magnitude of the electrostatic potential $\Psi$ is plotted in Fig.4b as a function of $\kappa a$. For finite double-layer thicknesses, the electrophoretic mobility is a monotonically increasing function of $\kappa a$.

References


F 4 Introduction to thermal gradient related effects

S. Wiegand
Institute of Complex Systems / Soft Condensed Matter
Forschungszentrum Jülich GmbH

Contents

1 Introduction 2

2 Temperature gradients: experimental observations 4
  2.1 Effects in solid materials ................................................. 4
  2.2 Effects in gases .......................................................... 5
  2.3 Effects in liquid mixtures and Soft matter .................................... 5

3 Interesting materials designed for applications in temperature gradients 9
  3.1 Gold particles in polymer networks ........................................ 9
  3.2 Janus Particles .......................................................... 10
  3.3 Is it possible to build thermophoretic machines? ............................ 10

4 Commercial Instruments utilizing temperature gradients 12
  4.1 Field-flow fractionation .................................................. 12
  4.2 MicroScale Thermophoresis ............................................ 15

5 Outlook 15

A Theoretical description of thermal diffusion 16
1 Introduction

In a three-dimensional Cartesian coordinate system the gradient, $\nabla f$, of a scalar field, $f(x, y, z)$, is given by

$$\nabla f = \frac{\partial f}{\partial x} \mathbf{i} + \frac{\partial f}{\partial y} \mathbf{j} + \frac{\partial f}{\partial z} \mathbf{k}$$

(1)

where $\mathbf{i}$, $\mathbf{j}$, $\mathbf{k}$ are the standard unit vectors. $\nabla f$ points in the direction of the greatest rate of increase of the scalar field, $f$, and its magnitude is the slope of the graph in the direction of $\nabla f$.

In the case of a scalar temperature field, $T$, we can measure at each point $(x, y, z)$ a temperature $T(x, y, z)$ assuming that the temperature does not change with time. The temperature gradient, $\nabla T$, points in the direction, where the temperature shows the largest increase. In SI units $\nabla T$ is expressed in Kelvin per meter (K/m).

As summarized in figure 1 temperature gradients can occur in gases, fluid systems and solid materials. While the scenario for liquids systems is still quite ambiguous due to the lack of a microscopic theory the temperature gradient effects in gases and solids are much better understood and can be described by a kinetic and atomic theory, respectively. Often experiments with temperature gradients are accompanied by convection, which occurs for certain spatial configurations as illustrated in figure 1. If the system is heated from above or if very narrow channels with a height of a few microns are used, the inset of convection can usually be avoided. The focus of this lecture will be on liquid and complex soft matter systems.

In general a temperature gradient can cause a mass flux in a multicomponent system. This effect, first observed by Ludwig [1] and later systematically investigated by Soret [2], is called thermodiffusion, Ludwig-Soret effect or thermophoresis. For liquids and soft matter there is only a phenomenological description by the Onsager reciprocal equation (c.f. Section A), while the effect in gases and solids can be described by the kinetic gas [3] and atomic theory [4], respectively. Although there is no microscopic theory available most of the thermophoretic applications are for liquids or more complex soft matter systems.

Practically temperature gradients occur in many different areas such as meteorology and geology, but also process engineering, analytical techniques and living systems. For instance

Fig. 1: Temperature gradients occur in gases, fluids and solid materials. Depending on the spatial distribution of the temperature gradient in a gravity field $\vec{g}$ free convection occurs.
the spatial distribution of the different crude oil components in petroleum reservoirs is influenced by thermal gradients [5]. Stationary models to mimic the compositional distribution of the reservoir are extended and consider thermal effects as a small steady flux to find a better agreement between the model and reality. It turns out that human sperms are very sensitive to temperature gradient as low as 0.014 K/mm directing the sperm to the warmer fertilization site [6]. Note that the effect here is thermotaxis and not thermophoresis. Recently Okabe et al. [7] reported a 2 K higher temperature in the nucleus compared to the cell plasma. Note that this result has been questioned recently [8]. There are analytical methods such as the Thermal Field flow fractionation (th-FFF) technique [9] for separation and characterization of synthetic soft matter systems. Recently the Microscale Thermophoresis (MST) [10] has been developed to monitor biochemical reactions utilizing thermophoresis. Also in the context of molecular evolution thermal gradients are discussed [11] and it was possible to duplicate DNA strands with a device combining thermal diffusion and convection [12].

Due to the fact that temperature gradients occur in many different research fields the nomenclature of the various (diffusion) coefficients is often quite confusing, so that we briefly give a summary of the used symbols and their meaning. We denote the thermal diffusivity, \( D_{th} \), which is the diffusion coefficient governing the dynamics of heat dissipation in the three-dimensional heat equation

\[
\frac{\partial T(x, y, z, t)}{\partial t} = D_{th} \nabla^2 T(x, y, z, t).
\]

(2)

It can be expressed by the thermal conductivity \( \kappa \), the density, \( \rho \), and the specific heat, \( c_p \), whereas \( D_{th} = \kappa / \rho c_p \) holds. \( D \) is the normal (ordinary, mass, translational, collective) diffusion coefficient associated with the diffusion of the solute (molecule, polymer, colloid). Assuming a constant \( D \) the diffusion is governed by the diffusion equation

\[
\frac{\partial c(x, y, z, t)}{\partial t} = D \nabla^2 c(x, y, z, t),
\]

(3)

where \( c(x, y, z, t) \) is the concentration of the diffusing component. Like \( D_{th} \), it is usually measured in (m²/s). The thermal diffusion coefficient \( D_T \), has the units (m²/(s K)) and is defined by an extension of the isothermal diffusion equation

\[
\frac{\partial c(x, y, z, t)}{\partial t} = D \nabla^2 c(x, y, z, t) + D_T c(x, y, z, t) [1 - c(x, y, z, t)] \nabla^2 T(x, y, z, t).
\]

(4)

\( D_T \) is a measure for the strength of the coupling among temperature gradient, as the driving force, and mass flux due to the Ludwig-Soret effect (further details are given Section A). Finally, the quantity \( S_T = D_T / D \) is termed Soret coefficient (Ludwig-Soret coefficient, or thermal diffusion ratio) and is measured in (K⁻¹). \( S_T \) is proportional to the ratio \( \Delta c / \Delta T \) with the established concentration change, \( \Delta c \) and the temperature difference, \( \Delta T \). Note, that this holds only, if the temperature varies linearly and the temperature gradient is constant. The sign of the \( S_T \) (and also \( D_T \)) is positive, if the first named component enriches at the cold side and negative otherwise. Usually, one would specify \( S_T \) for the component that has been used for the definition of the concentration. Note that this definition does not depend on the densities of the two components.

The chapter is organized as follows. In the following we will give a brief overview, what is known about thermal gradients in solid materials, gaseous, liquids and soft matter systems. The focus will be on experimental observations made for liquids and soft matter systems. Due to the lack of a microscopic understanding of the effect in liquids, we will only be able to give
some rules of thumb. In the following section we will present some materials, which show or might show interesting effects in temperature gradients. And in the final section we discuss two commercial instruments utilizing temperature gradients. In the appendix we will give a heuristic description of the thermal diffusion phenomena.

2 Temperature gradients: experimental observations

2.1 Effects in solid materials

In solid materials two effects in temperature gradients are observed. One is the so-called Seebeck effect (the inverse of the Peltier effect), which is associated with the generation of a voltage along a conductor when it is subjected to a temperature gradient [13]. Another effect is the thermomigration, which is identical with Soret effect in alloys and semiconductors and denotes the movement of components in a temperature gradient.

The Seebeck effect occurs, when dissimilar metals, which are electrically in series and thermally in parallel connected, are exposed to a temperature gradient. Under these conditions a electric current is observed. As material often p- and n-doped semiconductors are used. Note that the electric current is propagated by electrons in n-type materials and by holes (traveling in the opposite direction) in p-type materials. As shown in Fig. 2.1, if the junctions at the top are heated and those at the bottom are cooled (producing a temperature gradient), electron/hole pairs will be created across the p-n-junction at the hot end and will absorb heat in this process. Electrons will flow away from the junction in the n-type material, and holes will flow away in the p-type material. The pairs recombine and reject heat at the cold ends. A voltage potential, the Seebeck voltage, which drives the hole/electron flow, is created by the temperature difference between the hot and cold ends of the thermoelectric elements. The net voltage appears across the bottom of the thermoelectric element legs. The Seebeck effect forms the basis of the operation of thermoelectric couples (thermocouples) used extensively in temperature-measurement systems. Electrical connections can be made from the thermoelectric device to an external load to extract power.
Using this effect scientists try to harvest electricity from waste heat, which should improve the cooling of highly concentrated microelectronic devices. Thermomigration can be used for doping semiconductors [14], but often the effect causes degradation problems during the operation of semiconductor devices [15] due to very high temperature gradients in the order of 100 K/mm.

2.2 Effects in gases

The first technical use of the thermodiffusion was the isotope separation of gas mixtures [16]. Clusius and Dickel [17] used in 1939 a 36 m high thermogravitational column to separate chlorine in its isotopes by combining thermal diffusion and convection. At that time this device was the most effective device for this purpose and the Americans used similar columns, in the so-called Manhattan Project, to enrich uranium hexafluoride. In the first half of the 20th century especially isotope mixtures consisting of hydrogen, deuterium and tritium, noble gas mixtures and small polyatomic molecules such as carbon disulfide and ammonia have been investigated as function of concentration, temperature and pressure. Most of these early experiments and their theoretical analysis have been summarized in a book chapter by Waldmann [18]. For the theoretical description of the thermophoretic results of gaseous mixtures kinetic theories are used, which has been developed for monoatomic gases [19, 20]. The key elements of these early studies are the following: (i) If the mass difference between the two components is large, the heavier component enriches at the cold side [21]. (ii) For binary gas mixture with a small mass difference sign changes of the Soret coefficient with temperature and concentration are observed. Especially the second point has fallen into oblivion. Nowadays there are no noteworthy practically applications of thermodiffusion in gaseous. From the theoretical point of view gaseous systems are interesting because they can be described a microscopic theory, and the calculated values have a higher accuracy than the experimentally determined values [22].

2.3 Effects in liquid mixtures and Soft matter

Especially in the last 20 years numerous systematic studies of binary liquid mixtures, polymer solutions and colloidal suspensions have been performed and in the last five years also biopolymers and colloids are in the focus of interest. A phenomenological description of thermal diffusion can be found in the appendix A. So far there is no microscopic picture to predict the direction of the thermophoretic motion and even an attempt to summarize the individual results into some roadmap as done in figure 2.3 looks quite complicated. In the following we will slowly go through the roadmap and summarize a few experimental works and theoretical concepts supporting the rules of thumb.

The first three properties mass, moment of inertia and size are also essential part of the kinetic theory for gases. Typically the heavier or denser component, the component with the larger moment of inertia and the larger diameter moves to the cold side [23]. Note that principle the-heavier-mass-goes-to-the-cold can be overwritten, if some of the other effects, which lead to a thermophilic behavior is stronger this occurs often, if the mass difference is not so large. But even in the case of polymer in a solvent the statement: “The movement of macromolecules in a temperature gradient is always in the direction from the hot to the cold region” [24] does not always hold [25].
Fig. 3: Sketch of a roadmap to identify the direction of the thermophoretic motion. Only general trends are identified, which do not hold for all but the majority of liquid systems. For instance mass, moment of inertia and size often govern the behavior of gaseous systems and are considered in the kinetic theory of gases. Hydrogen bonds and cross interactions are especially important for systems containing water. Charge effects or the ionic strength dependence are discussed for salt solutions and colloidal mixtures. Finally, the importance of the heat of transfer-scale, $Q^*$-scale, will be demonstrated for low molecular mixtures. Further details are in the text.
If the molecules are non-polar some concepts could be confirmed systematic isotope substitutions. From the measurements of cyclohexane and its isotope substitutes mixed with other organic compounds, two distinct contributions to the Soret coefficient could be identified. In addition to the contribution stemming from the difference between the molar mass $\Delta M$ and the moment of inertia $\Delta I$ [26, 27], the chemical differences between the two components also used to be considered [28, 29]:

$$S_T = S_T^0 + a_M \Delta M + b_I \Delta I$$  \hspace{1cm} (5)

where $S_T^0$ is shown to be concentration dependent, while the part from the isotopic effect does not depend on concentration. The study of $n-$alkane in organic solvent mixtures shows the opposite moment of inertia trend [30], because with increasing degree of branching the heptane isomers have a stronger tendency to go to the cold side.

For aqueous mixtures and solutions the influence of **hydrogen bond** formation and specific interactions dominate the behavior. This leads to a universal temperature dependence of the Soret coefficient, which has been found for many aqueous systems [31, 32]. Often the temperature dependence of the the Soret coefficient can be described by an empirical law [31],

$$S_T (T) = S_T^\infty \left[1 - \exp \left(\frac{T^* - T}{T_0}\right)\right]$$  \hspace{1cm} (6)

with the parameters $S_T^\infty$, $T^*$ and $T_0$. Recently, Wang et al. [33] explained the physical mechanism behind this universal temperature dependence and related it to the formation of hydrogen bonds in aqueous solutions. They adopt a free energy minimization concept, which is often used to explain the closed loop phase diagrams under isothermal conditions to this non-isothermal condition. Strictly speaking, a free energy is not defined under non-isothermal conditions. However, experimental and theoretical studies have shown that local thermodynamic equilibrium can be successfully applied to describe thermophoresis [34, 35]. They argue that the system locally minimizes its free energy $F = U - TS$ by the formation of hydrogen bonds, so that at lower overall temperature the water molecules accumulate on the cold side and the solute molecules on the warm side. At high overall temperatures the energy gain due to the formation of hydrogen bonds becomes less important, therefore the system minimizes its free energy by maximizing the orientational entropy. Thus, it is favorable for the small water molecules to be on the warm side in order to maximize their orientational and translational entropy. This hypothesis is also supported by the observation, that adding of a component, which is opening of hydrogen bonds, shows the same effect as an increase in temperature [36].

Another observation is, that in the presence of strong **cross interactions** always the minority component accumulates on the cold side, which leads to a sign change with concentration. The physical picture behind this observation is that if the cross interactions, $\varepsilon_{12}$ are larger than the interactions between the pure compounds, $\varepsilon_{11}$ and $\varepsilon_{22}$ the minor component, for example 1, will tend to concentrate in the cold region because this will lower the total energy of the system. When component 1 is very dilute, only the cross interaction $\varepsilon_{12}$ will compete with the pure interaction ($\varepsilon_{22}$) of the other constituent 2. On the other hand, if the concentration of 1 increases to the point to be the majority, then the constituent 2 will also tend to concentrate in the cold region for the same energetic argument. In this case, the thermal diffusion coefficient changes its sign when the concentration of the mixture is changed between these two limiting cases [23].

The **ionic strength** dependence of charged spherical and rod-like colloids has been successfully described by several papers of the Dhont group [37, 38, 39]. The Soret coefficient of a single
charged colloid is given by,

\[
S_T = \frac{D_T}{D} = \frac{1}{T} \left( 1 + \frac{1}{4} \frac{4\pi l_B^2 \sigma}{e} \left( 1 + \frac{1}{(1 + \kappa R)^2} \frac{\kappa R^4}{l_B^3} \left( 1 - \frac{dl\epsilon}{dlnT} \frac{1 + 2}{\kappa R} \right) \right) + A(T) \right),
\]

where \( \sigma = Q/4\pi R^2 \) is the surface charge density, \( l_B = \beta e^2/4\pi \epsilon \) is the Bjerrum length (0.71 nm for water at room temperature), with \( \epsilon \) the dielectric constant of water at the ambient temperature, where \( \kappa \) is the reciprocal Debye length, \( d\epsilon/dlnT = -1.34 \) for water at room temperature and where \( A(T) \) is the additive contribution from the solvation layer and the core material of the colloid. This expression is valid for arbitrary thickness of the double layer. The contribution stemming from the temperature dependence of surface charge to the Soret coefficient, which is given in the original work [37], is not considered here. This theoretical concept has been successfully applied in experimental studies [40] and was expanded for rod-like particles [39].

Lately it has been demonstrated that the thermophobicity of non-polar liquids is correlated with the heat of transport, \( Q^* \) [41, 42]. The heat of transport, \( Q^* \), is the heat carried by a unit diffusion flow of a component \( I \) when there is no temperature gradient and no diffusion of other components. The normal sign convention of thermodynamics is used, so that \( Q^* \) is positive if the system is heated and negative if the system loses heat. It turned out that the heat of transport in equimolar mixtures, which is a property of the pure components, is closely related to the Soret coefficient. Already in 1965 a similar correlation was observed for aqueous salt solutions [43].

Please note also that the thermal diffusion coefficient, \( D_T \) is insensitive to a variation of the molecular weight \( M_w \), while the ordinary diffusion coefficient scales with \( D \propto M^{-\nu} \) with \( \nu \approx 0.6 \) for ideal chains. Experimental studies show this for polymers in organic solvents and water [44, 45, 46]. A theoretical explanation has been given by Brochard and de Gennes [47] stating that there is no hydrodynamic coupling between the monomers. More recent works show that deviations from the molar mass dependence are found for very short oligomers [48, 46].

One of the open questions is the size dependence of \( S_T \), whether it is linear or quadratic [49]. While Duhr and Braun [34] observed an unambiguous quadratic dependence of \( S_T \) for carboxyl modified polystyrene (PS) beads in 1 mM TRIS buffer of different radii in the range from 20 nm to 1000 nm using a microscopic fluorescence technique, studies by Putnam and Cahill of carboxyl functionalized PS spheres in a size range from 26 nm to 92 nm (PS) gave some indication that the behavior could also be linear. Later Vigolo et al. [50] obtained a linear dependence investigating bis(2-ethylhexyl)sulfosuccinate (AOT) / isooctane / water microemulsion droplets with a radius between 1.8 nm to 16 nm. Unfortunately the shape of the microemulsion droplets was not properly characterized, and thus it is not certain that the microemulsion droplets are spherical in the range of study. Simultaneously the decreasing surface charge density of the AOT system with increasing radius will change the electrostatic contribution to the thermodiffusion properties. Recently, Braibanti et al. [51] repeated the experiment of Duhr and Braun [34] and studied the thermodiffusive behavior of highly diluted carboxyl modified PS spheres under the same conditions except that they used a 1:1 mixture of H\(_2\)O+D\(_2\)O to minimize sedimentation effects which can occur for the larger colloids. In the investigated radial range between 11 nm and 253 nm they found a linear size dependence for \( S_T \). Recent studies of well-defined microemulsions of the type H\(_2\)O/\( n - \)alkane/C\(_{12}\)E\(_5\) (pentaethylene glycol monododecyl ether) using different \( n \)-alkanes support also a linear radial dependence [52, 53]. Also in theory the radial dependence is still controversially discussed. While Würger [54] expects a linear dependence for charged and uncharged solid colloids and only for soft colloids
While Duhr and Braun [34] observed an unambiguous quadratic dependence of $S_T$ range between 11 nm and 253 nm they found a linear size dependence for mize sedimentation effects which can occur for the larger colloids. In the investigated radial
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$\frac{Q}{D}$ (is the reciprocal Debye length, $\pi l_B$) [41, 42]. The heat of transport, $Q^*$, is the heat carried by a unit solute and the surrounding solvent. Therefore it is also interesting for monitoring biochemical reactions, because those are often accompanied by changes in the hydration layer.

In conclusion we can state that the thermal diffusion in liquids and other soft matter systems is not understood, but the effect is very sensitive to changes in the interfacial layer between the solute and the surrounding solvent. Therefore it is also interesting for monitoring biochemical reactions, because those are often accompanied by changes in the hydration layer.

3 Interesting materials designed for applications in temperature gradients

In the following three subsections we will briefly summarize the results for interesting systems driven by a temperature gradient with a potential for practical applications.

3.1 Gold particles in polymer networks

An application of temperature gradients is the deformation of transient polymer networks with embedded gold nanoparticles (GNPs). Schwaiger and Köhler [55] studied GNPs in a highly entangled solution of an ultrahigh polymer (polystyrene $M_w = 16800$ kg/mol in toluene). As illustrated in figure 3 the GNPs are trapped in the polymer network, because the disentanglement or reptation time is very long. Heating of an isolated GNP by a focused laser beam leads to a local temperature gradient around the bead. Due to thermophoretic forces the solvent is attracted to the heated GNP, while the polymer is pushed away from the surface of the particle. Due to the entanglement of the polymers the transient polymer network is deformed. The movement and deformation of the network can be followed by optical microscopy.

It turned out that the displacement of the tracers and, hence, of the transient network is long-ranged and independent of distance in an infinite medium. Even particles far away from the local perturbation moved approximately by the same amount as particles in the immediate neighborhood of the heated GNP. In finite systems the displacement field is still far-reaching, but it decays to zero for distances of the order of the system size. In their experiments they have been able to observe significant displacements in a distance of $100 \mu m$, corresponding to $10^3$ colloid radii.

Fig. 4: (a) Deformation of a transient polymer network with embeeded GNPs. The gray background represents the solvent continuum. The arrows show the local displacement in the presence of a temperature gradient. (b) Schematic illustration of a twin Janus particle rotating due to heating with a focused laser beam.

a quadratic size dependence of $S_T$, Dhont et al. [37] predict also for charged solid colloids a quadratic dependence.

3.1 Gold particles in polymer networks

An application of temperature gradients is the deformation of transient polymer networks with embedded gold nanoparticles (GNPs). Schwaiger and Köhler [55] studied GNPs in a highly entangled solution of an ultrahigh polymer (polystyrene $M_w = 16800$ kg/mol in toluene). As illustrated in figure 3 the GNPs are trapped in the polymer network, because the disentanglement or reptation time is very long. Heating of an isolated GNP by a focused laser beam leads to a local temperature gradient around the bead. Due to thermophoretic forces the solvent is attracted to the heated GNP, while the polymer is pushed away from the surface of the particle. Due to the entanglement of the polymers the transient polymer network is deformed. The movement and deformation of the network can be followed by optical microscopy.

It turned out that the displacement of the tracers and, hence, of the transient network is long-ranged and independent of distance in an infinite medium. Even particles far away from the local perturbation moved approximately by the same amount as particles in the immediate neighborhood of the heated GNP. In finite systems the displacement field is still far-reaching, but it decays to zero for distances of the order of the system size. In their experiments they have been able to observe significant displacements in a distance of $100 \mu m$, corresponding to $10^3$ colloid radii.
So far there is only this single experiment but in the future it will be interesting to perform more systematic experiments to study the influence of the molar mass and concentration on the network topology, disentanglement time and reversibility. With high speed cameras it will also be possible to study the elastic deformation and to perform micro rheology experiments in synthetic polymer networks or dense biological systems such as cells.

3.2 Janus Particles

Jiang et al. [56] studied the motion of half-metal coated silica or polystyrene particles (diameter = 1 µm) under laser irradiation. The motion is caused by self-thermophoresis: i.e., absorption of a laser at the metal-coated side of the particle creating a local temperature gradient around the particles which in turn drives the particle by thermophoresis. They observed that the particles moves faster under laser radiation and the motion follows the polarity of the Janus particle. At short times the rotational diffusion and the trapping effect can be neglected, and the motion can be treated as Brownian motion with a fixed directed motion. At longer times a trapping effect occurs, which can be explained by the two-dimensional trapping effect due to strong scattering from the metal part of the particle.

In pure water the motion of the Janus particles is toward the silica side, in other words, toward the colder side in the local temperature gradient created around the particle. In a solution with the non-ionic surfactant Triton X-100 the particles move toward the warm side. Finally they constructed a micromachine by carefully selecting twin Janus particles and focused a laser beam at 3.5 µm distance from the tethered particle (c.f. figure 3). Increasing the laser power they could observe a rotation of the twin particle. Above a certain laser power threshold the rotation speed increased linearly. They suspect that the threshold is caused by some interaction between the twin particle and the glass surface. The experiment shows that the external field induces self-propulsion and shows a new way to control micromachines. The basic principle is similar to the Crookes radiometer [57], but the scale is much more reduced.

3.3 Is it possible to build thermophoretic machines?

Especially in the last years has been a large research activity in the development and optimization of thermoelectric generators, which convert heat flux into electric current by the Seebeck effect [58] to recover waste heat. It turned out that the systems are quite robust, but the operational efficiency is quite low. Therefore, researcher look for novel strategies to recover waste heat. In this context researcher also think about the use of thermophoretic machines. Two conceptually different machines, a microgear and a turbine, have been suggested by computer simulations in the group of Ripoll [59, 60].

The proposed microgear [59] has a solid structure and the surface consists of eighth sawteeth with a asymmetric shape (c.f. figure 3.2). The microgear is surrounded by the multiparticle collision solvent and confined inside a circular wall. The rigid gear can freely rotate and its outer surface consists of a mono layer beads. The radial temperature field leads to a larger temperature gradient $\nabla T_{\text{short}}$ along the short edge of the teeth compared to $\nabla T_{\text{long}}$ along the long edge. The bead solvent interaction is described by a Lennard Jones potential. The surface of the gear is in contact with the solvent, which is exposed to a temperature gradient. This leads to a thermophoretic force parallel to the edges of the gear. Depending on the interactions the thermophoretic forces can be along (thermophilic) or against (thermophobic) to the temperature
So far there is only this single experiment but in the future it will be interesting to perform more systematic experiments to study the influence of the molar mass and concentration on the network topology, disentanglement time and reversibility. With high speed cameras it will also be possible to study the elastic deformation and to perform micro rheology experiments in synthetic polymer networks or dense biological systems such as cells.

3.2 Janus Particles

Jiang et al. [56] studied the motion of half-metal coated silica or polystyrene particles (diameter \(=1\ \mu m\)) under laser irradiation. The motion is caused by self-thermophoresis: i.e., absorption of a laser at the metal-coated side of the particle creating a local temperature gradient around the particles which in turn drives the particle by thermophoresis. They observed that the particles moves faster under laser radiation and the motion follows the polarity of the Janus particle. At short times the rotational diffusion and the trapping effect can be neglected, and the motion can be treated as Brownian motion with a fixed directed motion. At longer times a trapping effect occurs, which can be explained by the two-dimensional trapping effect due to strong scattering from the metal part of the particle.

In pure water the motion of the Janus particles is toward the silica side, in other words, toward the colder side in the local temperature gradient created around the particle. In a solution with the non-ionic surfactant Triton X-100 the particles move toward the warm side. Finally they constructed a micromachine by carefully selecting twin Janus particles and focused a laser beam at 3.5 \(\mu m\) distance from the tethered particle (c.f. figure 3). Increasing the laser power they could observe a rotation of the twin particle. Above a certain laser power threshold the rotation speed increased linearly. They suspect that the threshold is caused by some interaction between the twin particle and the glass surface. The experiment shows that the external field induces self-propulsion and shows a new way to control micromachines. The basic principle is similar to the Crookes radiometer [57], but the scale is much more reduced.

3.3 Is it possible to build thermophoretic machines?

Especially in the last years has been a large research activity in the development and optimization of thermoelectric generators, which convert heat flux into electric current by the Seebeck effect [58] to recover waste heat. It turned out that the systems are quite robust, but the operational efficiency is quite low. Therefore, researcher look for novel strategies to recover waste heat. In this context researcher also think about the use of thermophoretic machines. Two conceptually different machines, a microgear and a turbine, have been suggested by computer simulations in the group of Ripoll [59, 60].

The proposed microgear [59] has a solid structure and the surface consists of eigth sawteeth with an asymmetric shape (c.f. figure 3.2). The microgear is surrounded by the multiparticle collision solvent and confined inside a circular wall. The rigid gear can freely rotate and its outer surface consists of a mono layer beads. The radial temperature field leads to a larger temperature gradient \(\nabla T_{\text{short}}\) along the short edge of the teeth compared to \(\nabla T_{\text{long}}\) along the long edge. The bead solvent interaction is described by a Lennard Jones potential. The surface of the gear is in contact with the solvent, which is exposed to a temperature gradient. This leads to a thermophoretic force parallel to the edges of the gear. Depending on the interactions the thermophoretic forces can be along (thermophilic) or against (thermophobic) to the temperature gradient.

**Fig. 5:** (a) Schematic illustration of an eight-teeth micro gear with a steady state radial temperature distribution. (b) Illustration of the temperature gradients \(\nabla T_{\text{short}}\) and \(\nabla T_{\text{long}}\) along the short and long edges of the gear. (c) Diagram of the thermophoretic forces on an anisotropic ellipsoid. (d) Sketch of a minimalistic thermophoretic turbine. Two ellipsoidal blades have opposite orientation angles and their centers are connected by a rigid bond. The rotational direction of the turbine is parallel to the external thermal gradient.
gradient. Due to the asymmetric gear geometry, this will lead to a non-vanishing torque on the
gear, which leads to a unidirectional rotation.
The disadvantage of the microgear is that the temperature field has to be circular coupled to
the gear. An interesting alternative is a thermophoretic turbine [60], which consists out of two
ellipsoidal blades, which have opposite orientation angles and are coupled by a rigid bond (c.f.
Fig. 3.2d). Figure 3.2 illustrates the thermophoretic forces acting on a simple ellipsoidal particle
in a non-isothermal solution. The thermophoretic anisotropy of the particle is characterized by
thermodiffusion factors along the short and long axes, so that the total thermophoretic force
is the \( f_{\text{total}} = f_{\text{short}} + f_{\text{long}} \), which can have a non-zero component, \( f_{\perp} \), perpendicular to the
thermal gradient, \( \nabla T \), which can create a net torque in the direction of the thermal gradient.
Combining two ellipsoidal particles with opposite orientations connected by a rigid bond as
illustrated in figure 3.2 we can construct a thermophoretic turbine. This turbine has a two-fold
rotational symmetry with respect to the temperature gradient, but lacks reflection symmetry. It
has been shown that the thermophoretic forces on the two ellipsoidal blades satisfy the relations,
\( f_{\parallel} = f_{\parallel} \) and \( f_{\perp} = -f_{\perp} \), so that the torque acting on the turbine is parallel to the temperature
gradient. The big advantage to the microgear is that the turbine is passively driven by an external
temperature gradient, which does not have to be matched to the turbine. Therefore the turbine
could be used to convert wasted heat into mechanical work.

4 Commercial Instruments utilizing temperature gradients

There are only two commercial instruments available utilizing temperature gradients for char-
acterization of soft matter. The so-called thermal field flow fractionation method and the Mi-
croscale Thermophoresis. Both methods use thermophoresis for characterization and separa-
tion. Once the temperature gradients are know it is possible to the determine quantitatively the
thermal transport and separation coefficients, but none of the methods has been validated versus
the classical methods, yet. In the following we will briefly explain both methods including the
experimental considerations.

4.1 Field-flow fractionation

The thermal field-flow fractionation (TFFF) belongs to family of flexible elution techniques
capable of simultaneous separation and measurement. Besides temperature fields also other
fields such as flow-, electric- or gravitational fields are used. The TFFF mechanism combines
elements of chromatography and an external temperature field and can be used to characterize
polymers or colloidal particles. The fundamental principle of TFFF is illustrated in Fig. 6.
The separation of a sample takes place inside a narrow ribbon-like channel. This channel is
composed of a thin piece of sheet material (usually 70-300 \( \mu \)m thick Mylar or polyimide) in
which a channel is cut and which is usually clamped between two walls of highly-polished
plane parallel surfaces through which a force can be applied. Fig. 6B illustrates the separation
process. Component \( Y \) forms a distribution closest to the accumulation wall and is entrained
in the lowest laminar flow band. It is gradually separated from component \( X \) moving in a
faster band of the flow profile. How close the solute particles are to the accumulation wall is
determined by the interplay between the applied field and homogeneity-restoring back diffusion.
The retention time \( t_r \) is given approximately by
Fig. 6: (A) Sketch of the basic components in most FFF channels. (B) Distribution of two arbitrary components and the unequal flow displacement velocities for the two species.

\[
\frac{t_x}{t^0} = \frac{|F| w}{6kT}
\]

where \(t^0\) is the void time (the emergence time of a non-retained tracer), \(w\) is the channel thickness and \(|F = kT(D/D_T)\Delta T/w|\) the strength of the thermal force depending on \(D\) and \(D_T\) the mutual and the thermal diffusion coefficient, respectively. A separation of two components is only possible when the force increment between the two species is large enough.

**Experimental considerations** Practically, thermal FFF (th-FFF) is used for the determination of molecular weights and molecular weight distributions. The channel is usually composed of two metallic blocks (with high thermal conductivity, preferably copper) with highly polished even surfaces between which a spacer (≈ 100 μm) is clamped. The typical dimensions of the metal block are 40-60 cm length, 3-6 cm width and a thickness of 2-3 cm. The temperature gradient is applied perpendicular to the solvent flow. Usually the upper plate is heated to avoid convection. Often rather high temperature gradients, exceeding \(10^6\) K/m are applied, corresponding to temperature differences between the hot and the cold wall up to 100 K. The thermal diffusion drives the solute particles either more towards the cold or to warm side with a molecular weight or particle-size dependent penetration length of the concentration distribution into the parabolic channel flow profile, which then leads to a separation of the different molecular weight species. In the literature one often finds the statement that the macromolecules in a temperature gradient are always accumulate in the cold [61, 62, 24], but this is not always the case [63, 25].

Thermal FFF is especially suitable for synthetic polymers in organic solvent in the molecular range between \(M = 10^4 - 10^7\) g/mol using temperature differences \(\Delta T \sim 10 - 100\) K. The list of polymers which have been successfully characterized is as long as for other methods. The references to the original works can be found in the recent review by Cölfen and Antonietti [24]. While polymers in the range \(M = 10^4 - 10^7\) g/mol are well resolved by th-FFF, polymers of lower molecular weight (≈ \(10^3\) g/mol) need an inconveniently high \(\Delta T\) (≈150 K) for retention, and problems of boiling solvent, etc. arise. However, successful separations of polystyrene down to 600 g/mol have been described using very high temperature gradients in a pressurized th-FFF channel [64].
Thermal gradients

4.2 MicroScale Thermophoresis

The Microscale Thermophoresis (MST) [65, 66, 10] utilizes the thermophoresis effect to monitor biochemical reactions. The device consists of an epifluorescence microscope with an IR-laser (1480 nm), which is used to generate a temperature gradient due to strong absorption by water inside a capillary containing a solution of fluorescent molecules. While the temperature gradient is applied, the fluorophores in the solution are excited and the fluorescent light is observed through the same objective as the infrared laser (c.f. fig 7a). Note that the IR-laser heats the sample, while the movement of the molecules is detected via fluorescence. The change in the fluorescent intensity is monitored as a function of time, when the IR-laser is switched on and off (c.f. Fig. 7a). In the sketched cartoon the fluorescently labelled particles are thermophobic, so that the fluorescent intensity decreases towards a plateau value as a function of time. If the IR-laser is switched off the system recovers (except for bleaching effects) back to the original fluorescent intensity. Figure 7c shows a typical binding experiment. When another type of molecule e.g. ligand is added in the solution, which can bind to the labeled molecules e.g. protein, we observe that the thermophoretic response of the latter is changed. This leads then to a change of the thermophoretic plateau, which depends on the fraction of molecules which have bound to the labeled molecule. In the displayed case the fluorescent plateau (laser-on status) increases monotonically till it reaches a plateau as a function of concentration as sketched in figure 7d. This functional relation can then be used to calculate the equilibrium binding constant.

Experimental considerations

The typical applied temperature gradients are in the order of $10^5$ K/m. The sensitivity of the instrument is quite high and equilibrium binding constants in the pico molar range can be determined [10]. In general fluorescent labeling of the molecules is required. On one hand the fluorescent tag influences the diffusion of the solute molecules and on the other hand the coupling of a protein to the tag may alter or even inhibit the biochemical reaction [67]. Therefore, also an intrinsic fluorescence as in tryptophan is used [68] to investigate protein-ligand binding.

If a fluorescent label is used, there will be a low molar mass limit of the solute molecules. To minimize the influence on the diffusion the mass of the molecule with the fluorescent tag should be at least 10-times larger than the mass of the fluorescent label. Typical fluorescent labels have masses in the order of 350 g/mol, therefore the solute molecules should have at least a mass of 35 kg/mol. There is no upper molar mass limit and also large colloids with a diameter of 1 µm can be investigated [34].

For a quantitative analysis of the thermophoretic quantities such as $S_T$ or $D_T$ a precise temperature measurement is required. Typically this is done by measuring the fluorescent intensity of a temperature dependent dye [69]. This method is not very accurate because often artifacts occur due to adsorption and bleaching effects. Additionally, a proper thermometer calibration is required. Nevertheless, for the characterization of biochemical reactions MST is a very useful device, especially due to its low sample consumption.

5 Outlook

Thermal diffusion or thermophoresis is one of the unsolved problems in statistical physics and requires still a lot of experimental and theoretical work. Nevertheless in the recent years many interesting experiments have been performed showing that it is possible to manipulate colloids...
4.2 MicroScale Thermophoresis

The Microscale Thermophoresis (MST) \cite{65, 66, 10} utilizes the thermophoresis effect to monitor biochemical reactions. The device consist of an epifluorescence microscope with an IR-laser (1480 nm), which is used to generate a temperature gradient due to strong absorption by water inside a capillary containing a solution of fluorescent molecules. While the temperature gradient is applied, the fluorophores in the solution are excited and the fluorescent light is observed through the same objective as the infrared laser (c.f. fig7a). Note that the IR-laser heats the sample, while the movement of the molecules is detected via fluorescence. The change in the fluorescent intensity is monitored as function of time, when the IR-laser is switched on and off (c.f. Fig. 7a). In the sketched cartoon the fluorescently labelled particles are thermophobic, so that the fluorescent intensity decreases towards a plateau value as function of time. If the IR-laser is switched off the system recovers (except for bleaching effects) back to the original fluorescent intensity. Figure 7c shows a typical binding experiment. When another type of molecule e.g. ligand is added in the solution, which can bind to the labeled molecules e.g. protein, we observe that the thermophoretic response of the latter is changed. This leads then to a change of the thermophoretic plateau, which depends on the fraction of molecules which have bound to the labeled molecule. In the displayed case the fluorescent plateau (laser-on status) increases monotonically till it reaches a plateau as function of concentration as sketched in figure 7d. This functional relation can then be used to calculate the equilibrium binding constant.

Experimental considerations The typical applied temperature gradients are in the order of $10^5$ K/m. The sensitivity of the instrument is quite high and equilibrium binding constants in the pico molar range can be determined \cite{10}. In general fluorescent labeling of the molecules is required. On one hand the fluorescent tag influence the diffusion of the solute molecules and on the other hand the coupling of a protein to the tag may alter or even inhibit the biochemical reaction \cite{67}. Therefore, also an intrinsic fluorescence as in tryptophan is used \cite{68} to investigate protein-ligand binding.

If a fluorescent label is used, there will be a low molar mass limit of the solute molecules. To minimize the influence on the diffusion the mass of the molecule with the fluorescent tag should be at least 10-times larger than the mass of the fluorescent label. Typical fluorescent labels have masses in the order of 350 g/mol, therefore the solute molecules should have at least a mass of 35 kg/mol. There is no upper molar mass limit and also large colloids with a diameter of 1 $\mu$m can be investigated \cite{34}.

For a quantitative analysis of the thermophoretic quantities such as $S_T$ or $D_T$ a precise temperature measurement is required. Typically this is done by measuring the fluorescent intensity of a temperature dependent dye \cite{69}. This method is not very accurate because often artifacts occur due to adsorption and bleaching effects. Additionally a proper thermometer calibration is required. Nevertheless for the characterization of biochemical reactions MST is very useful device, especially due to its low sample consumption.

5 Outlook

Thermal diffusion or thermophoresis is one of the unsolved problems in statistical physics and requires still a lot of experimental and theoretical work. Nevertheless in the recent years many interesting experiments have been performed showing that is possible to manipulate colloids
due to temperature gradients. Here is especially the optical creation of a temperature gradient an important tool, because the method is quite flexible and does not require the fabrication of special microfluidic instruments. Additionally the development of the microscale thermophoresis instrument turned out to be extremely useful in biotechnology. Additionally, thermophoresis provides an alternative strategy to design smart micromachines and has become a promising tool in the field of microfluidics and conversion of waste heat. As many of the developments took place only in the last years, we can expect interesting future developments.

Appendices

A Theoretical description of thermal diffusion

There is presently no microscopic theory available to describe the thermal diffusion and thermophoresis phenomena. Nowadays are still the phenomenological equations used, which were derived by Onsager [70, 71]. In irreversible processes which are not so far from equilibrium, a system can be divided into small subsystems and local equilibrium is assumed [72]. That is, every ”small” volume element $\delta V$ fulfills microscopic reversibility. Furthermore, the amount of particles inside $\delta V$ is sufficient to define thermodynamic properties, such as entropy and temperature. In the whole system, the macroscopic irreversible processes are assumed to obey the same laws as the average regressions of fluctuations in the microscopic equilibrium systems. In order to achieve local equilibrium, several conditions should be satisfied [72]: first, the thermodynamic forces should be sufficiently small to hold the linear response of the field conjugated flux; second, the whole system should be sufficiently close to equilibrium; third, the characteristic distances over which the thermodynamic forces vary should be sufficiently large so that these forces can be viewed as being constant over the microscopic length scale required to properly define a local thermodynamic state; fourth, the characteristic times over which the thermodynamic forces vary should be sufficiently long that these forces can be viewed as being constant over the microscopic times required to properly define a local thermodynamic state. A single transport process in linear response to an imposed field, where the conjugated flux is proportional to the corresponding thermodynamic force, can be described by equations proposed more than one and a half centuries ago [73]:

$$\vec{J} = -L\vec{X}$$

(9)

where $\vec{J}$ is the flux, $\vec{X}$ the thermodynamic force, and $L$ a proportionality constant, or transport coefficient. For example, Fouriers law describes the first relation of such a type [74]:

$$\vec{J}_q = -\lambda \nabla T$$

(10)

Here the heat flux $\vec{J}_q$ is related to a temperature gradient $\nabla T$ with the proportionality constant $\lambda$, which is termed the ”thermal conductivity” and characterizes the capability of the material to transport heat through the system. Fick's first law [74] is another example for the flux of matter $\vec{J}_m$ (the amount passing through unit area in unit time) caused by the molar concentration gradient $\nabla c_m$:

$$\vec{J}_m = -D \nabla c_m$$

(11)

where $D$ is the diffusion coefficient, which has the dimension square length per time in SI-units (m$^2$ s$^{-1}$). In an incompressible binary system regarding only the translational diffusion
the system is characterized by one single diffusion coefficient, which is commonly noted as "mutual diffusion coefficient" \( D_{12} \). Note that the value for \( D_{12} \) can be equally assigned in different frames of reference (e.g. mass-fixed, mole-fixed, ... ) \[74\]. In the following discussion, we will use the "mass-fixed frame of reference", where no net transfer of total mass crosses a fixed reference plane, to connect Onsager's relation with Fick's law.

Two or more transport processes may happen simultaneously and interfere with each other. Onsager reciprocal relations \[70, 71\] describe such coupling between irreversible transport processes, where the macroscopic flux is expressed as a linear combination of different forces. Therefore, the coupling processes of heat conduction and matter transfer in a multi-component mixture can be written in the following way.

\[
\vec{J}_i = \sum_{j=1}^{n-1} L_{ij} \vec{X}_j + L_{iq} \vec{X}_q, \quad i = 1, \ldots, n - 1
\]

\[
\vec{J}_q = \sum_{j=1}^{n-1} L_{qj} \vec{X}_j + L_{qq} \vec{X}_q
\]

where \( n \) denotes the total number of species, \( \vec{X}_j \) the field (thermodynamic force) which drives the mass flux of species \( j \), \( \vec{X}_q \) the field which drives the heat flux, and \( L_{\alpha\beta} \) the Onsager coefficients with \( \alpha, \beta = (j, q) \). We will introduce their specific representations below. Note that this representation assumes that the flux is parallel to the driving force, otherwise each \( L_{\alpha\beta} \) has to be a \( 3 \times 3 \) tensor. In this work, only binary isotropic media are studied, where the driving force is always parallel to the flux. Hence, without loss of generality, we can use the scalar form to represent the Onsager relation in a binary system:

\[
J_1 = L_{11} X_1 + L_{1q} X_q
\]

\[
J_q = L_{q1} X_1 + L_{qq} X_q
\]

where the chemical-potential gradient and the temperature gradient are the thermodynamic forces \[73\]:

\[
X_1 = -\nabla_T [ (\mu_1 - \mu_2) ] / T
\]

\[
X_q = \nabla T / T^2
\]

Here \( \mu_i \) is the chemical potential of species \( i \) (note the chemical potential here is defined in \( \text{J/kg} \) instead of \( \text{J/mol} \) as the "mass-fixed frame of reference" is used). \( \nabla_T \mu \) denotes a chemical potential gradient at constant temperature.

Of the two diagonal elements in equation 13, \( L_{11} \) is related to diffusion under a concentration gradient; and \( L_{qq} \) is connected to heat conduction under a temperature gradient. Of the two off-diagonal elements, \( L_{1q} \) is related to thermal diffusion, the diffusion of mass under a temperature gradient and \( L_{q1} \) is related to the Dufour effect, the heat transport under a concentration gradient. The assumption of microscopic reversibility of the system requires a general reciprocal relation to hold for equilibrium fluctuations as well as the macroscopic irreversible processes which obeys the same laws of fluctuation regression \[4, 5\]. According to the reciprocal relation, the two off-diagonal elements are equal: \( L_{1q} = L_{q1} \). In the following discussion, we shall link the Onsager coefficients to the transport coefficients shown in equations 10 and 11.

First, if we assume the steady state of the non-equilibrium system is reached where the mass flux is zero, the relation between the thermal conductivity and Onsager coefficients can be derived
Fig. 8: Illustration of the cross effects in a binary mixture in a temperature gradient. The generalized force \( \vec{X}_q \) causes a heat flux and additionally a mass flux due to the Soret effect, while the generalized force \( \vec{X}_1 \) causes a mass flux as well as a heat flux by the Dufour effect. Due to the high heat conduction in fluids compared to gases the Dufour effect can experimentally not be observed in fluids.

From equations 10, 13 and 15:

\[
\lambda_{J_1=0} = \frac{-1}{T^2} \left[ L_{qq} - \frac{L_{1q}^2}{L_{11}} \right] = -\left( \frac{J_q}{\nabla T} \right)_{J_1=0}
\] (16)

When the temperature gradient disappears, the mass diffusion of the system is only caused by the chemical potential gradient, and from equation 13 follows,

\[
J_1|_{\nabla T=0} = -L_{11} \frac{\nabla T (\mu_1 - \mu_2)}{T}
\] (17)

If the "mass fixed frame of reference" is used in equation 11, and the unit of the mutual diffusion coefficient is kept as "m\(^2\)s\(^{-1}\)", the molar concentration gradient may be replaced by the dimensionless weight fraction of species 1, \( c_1 \), and equation 11 can be rewritten as:

\[
J_1|_{\nabla T=0} = -\rho D_{12} \nabla c_1
\] (18)

where \( \rho \) is the overall mean density of the system given in "kg/m\(^3\)". It can be assumed to be a constant property since the system is close to equilibrium. Combining the two equations, we obtain the expression for the mutual diffusion coefficient as:

\[
D_{12} = L_{11} \frac{\nabla T (\mu_1 - \mu_2)}{\rho T \nabla c_1}
\] (19)

According to the Gibbs-Duhem relation [73], at constant temperature and pressure, the chemical potential of a multicomponent system has the following relation:

\[
\sum_i w_i d\mu_i = 0
\] (20)
Note that we also use dimensionless weight fraction of species $i$, $w_i$, to replace the normally used particle number to be consistent with the special definition of chemical potential here. Hence, in a binary system, the chemical potential gradient can be expressed as:

$$ \nabla_T (\mu_1 - \mu_2) = \frac{1}{(1-c_1)} \frac{\partial \mu_1}{\partial c_1} \nabla c_1 $$ \hspace{1cm} (21)

Combining equations 19 and 21, the relation between $D_{12}$ and $L_{11}$ is written as:

$$ D_{12} = \frac{L_{11}}{\rho (1-c_1) T} \frac{\partial \mu_1}{\partial c_1} = \frac{L_{11}}{\rho T} \frac{1}{c_1 (1-c_1)} \left( \frac{\partial \ln c_1}{\partial \mu_1} \right)^{-1} $$ \hspace{1cm} (22)

The remaining question is how to link the transport coefficients for thermal diffusion with the Onsager coefficients. Phenomenologically, the law of thermal diffusion is defined as [75]:

$$ J_1 = -D_{12} \rho \nabla c_1 - D_T c_1 (1-c_1) \nabla T $$ \hspace{1cm} (23)

Comparing to equation 13, we obtain the link between $D_T$ and $L_{1q}$:

$$ D_T = \frac{1}{\rho T^2} \frac{1}{c_1 (1-c_1)} L_{1q} $$ \hspace{1cm} (24)

Finally, the definition of Soret coefficient is obtained for a system in the steady state, where $J_1 = -J_2 = 0$:

$$ S_T = \frac{D_T}{D} = -\frac{1}{c_1 (1-c_1)} \frac{\nabla c_1}{\nabla T} $$ \hspace{1cm} (25)
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1 Introduction

A microgel is a special form of a macromolecule that combines features from different architectures; this is illustrated in. Like a gel it is a chemically cross-linked polymer swollen in a good solvent. However the spatial dimensions are much smaller which is why the are termed “microgel”. Often the size is smaller than 1 µm and sometimes such gels are called “nanogels”.

The presence of cross-links distinguishes microgels from (hyper-)branched polymers that contain branching points but no cross-links. Cross-linking provides the topological integrity and thus microgels differ from colloidal supramolecular aggregates. The surface of a microgel is characterized by dangling chains that reach into the solution and thus a microgels resembles a sterically stabilized latex particle.

Fig. 1: Illustration of the macromolecular architecture of a microgel.

Microgel dispersions gained great interest as promising candidates for various applications as, e.g., in the printing and pharmaceutical industries as well as for drug delivery, separation, catalysis, and microoptics. Microgels are also interesting model systems in the research area of soft condensed matter, where they allow the investigation of the structure and dynamics of concentrated colloidal suspensions. Since the particle interaction forces can be controlled by the properties of the particle, microgels are ideal systems to study the relation between the interaction potential, phase behavior and flow properties.

Microgels can be prepared via different routes, most often the applied techniques employ radical polymerization of monomers and cross-linker either in miniemulsion or as precipitation polymerization. An important alternative is the cross-linking of prepolymer.
2 Temperature sensitive microgels

The solubility of many aqueous polymer systems changes upon variation of the temperature. The most widely studied water-swellable, temperature-sensitive microgel system is based on poly-N-isopropylacrylamide (PNiPAM) first prepared by Pelton et al.\textsuperscript{iv} This polymer shows phase separation upon heating at ca 32°C. The chemical structures of the monomer and of a cross-linker that is often employed are shown in together with the phase diagram.\textsuperscript{v}

Typically the polymerization kinetics of cross-linker and monomer are not identical.\textsuperscript{vi} This can lead to an inhomogeneous distribution of cross-linker inside the microgel particle, especially during precipitation polymerization. Often the cross-linking density decreases from the center of the particle to the surface\textsuperscript{vii} ,\textsuperscript{viii} but that can be controlled via the polymerisation conditions.\textsuperscript{ix}

Scattering methods including small-angle neutron scattering (SANS), small-angle x-ray scattering (SAXS) as well as static and dynamic light scattering (SLS, DLS) are well suited to investigate in detail the structure of PNiPAM microgels. From static scattering experiments, a form factor can be obtained which describes the structure of microgel particles accounting for both the inhomogeneous internal network structure and the overall particle shape. Depending on the particle size one needs to employ light, neutron or X-ray scattering or a combination of them. Basically these methods provide similar information; however, the experimental range of momentum transfer $q$ and the contrast are different. Thus a suitable choice has to be made depending on microgel properties. Often small angle neutron scattering (SANS) is most suitable, however, deuterated solvents or mixtures of deuterated and hydrogenated solvents are used in SANS and one should keep in mind that phase boundaries are often slightly
different between H- and D-containing solvents due to the changes in the hydrogen bonding to water.

**Fig. 3:** Temperature dependent size (as determined from the diffusion coefficient via dynamic light scattering) of PNiPAM microgels in water.

shows how the size of PNiPAM microgel particles decreases sharply upon heating, above the volume phase transition temperature (VPTT). Dynamic light scattering is probably the most frequently used technique to determine the size of microgel particles. DLS detects the collective diffusion coefficient and the Stokes-Einstein equation connects the diffusion coefficient at infinite dilution with the hydrodynamic radius $R_h$. Microgels are strongly swollen by the solvent and usually the non-draining limit is reached, i.e. the solvent is immobilized inside the microgel and the hydrodynamic radius that is influenced by the dangling chains at the particle surface.

The size difference between swollen and collapsed state depends on the cross-linker content of the microgels and can thus be controlled via the monomer feed during the polymerization. The colloidal stability of the microgels at temperatures above the VPTT also depends on the polymerization conditions. Flocculation is e.g. observed when a surfactant has been present during precipitation polymerization but has been removed afterwards.
3 Core-shell microgels

The presence of irreversible chemical cross-links allows preparing microgels with compartmentalized internal structure.

3.1 Seed-and-feed synthesis of core-shell microgels

In particular core-shell microgels can be prepared, typically in a two-step seed and feed polymerisation.\(^\text{x}\) illustrates this procedure that can be used to prepare microgels with double temperature sensitivity. Here two polymers with different VPTTs are employed: poly-N-isopropylacrylamide (PNiPAM) and poly-N-isopropylmethacrylamide (PNiPMAM).\(^\text{xi}\)

A feed and seed polymerization leads to different particles as compared to a random copolymerization. In the latter case one can also obtain microgels containing different temperature sensitive moieties that can also reveal peculiar behaviours\(^\text{xii}\) and e.g. an internally phase separated structure.\(^\text{xiii}\)

two step „seed-and-feed“ synthesis

\(\textbullet\) preparation of core:

\[
\begin{align*}
\text{NIPAM monomer} & \quad + \quad \text{crosslinker BIS} \\
& \quad \quad \quad \quad \text{K}_2\text{SO}_4, \text{SDS, H}_2\text{O} \\
& \quad \quad \quad \quad 70 ^\circ \text{C} \\
\rightarrow & \quad \text{crosslinked PNIPAM-microgel}
\end{align*}
\]

\(\text{NIPAM monomer} \quad \text{crosslinker BIS} \quad \rightarrow \quad \text{crosslinked PNIPAM-microgel}\)

\(\textbullet\) polymerisation of shell monomer on core-microgel:

\[
\begin{align*}
\text{NIPMAM monomer} & \quad + \quad \text{crosslinker BIS} \\
& \quad \quad \quad \quad \text{KPS, SDS, H}_2\text{O} \\
& \quad \quad \quad \quad 70 ^\circ \text{C} \\
\rightarrow & \quad \text{PNIPAM-core--PNIPMAM-shell-microgel}
\end{align*}
\]

\(\text{NIPMAM monomer} \quad \text{crosslinker BIS} \quad \rightarrow \quad \text{PNIPAM-core--PNIPMAM-shell-microgel}\)

\(\textbullet\) variation of shell thickness:

\[
\begin{align*}
\text{mass ratio shell/core: } m_{\text{shell}}/m_{\text{core}}
\end{align*}
\]

Fig. 4: Seed-and-feed synthesis of core-shell microgels based on NiPAM and NIPMAM monomers.
3.2 Multifunctional core-shell microgels

Fig. 5: Temperature dependent size of core-shell microgels. Left: PNiPAM core and PNiPMAM shell; right PNiPAM core and PNiPAM shell.

Such core-shell thermo-responsive particles reveal complex swelling transitions with temperature, as shown in. Microgels with PNiPAM core and PNiPMAM shell (left) reveal a clear two step swelling upon heating: first the core swell and then the shell swells. However, the swelling properties of such core-shell microgels can be altered via cross-link densities and mass ration of core and shell polymers. The behavior of the inverse system, i.e. with PNiPMAM core and PNiPAM shell is even more complex, see the right plot in: at intermediate temperature, the collapsed shell restrains the swelling of the core: a corset effect is observed. The internal structure of these microgels has been determined in detail by means of SANS. Core-shell systems can be also prepared with solid cores that provide a rigid substrate and thus strongly influence the swelling of the shell. Such systems are of great interest as hybrid materials, however, the size and shape of the rigid part will not be affected by the swelling of the network.

Multisensitive temperature and pH-responsiv core-shell microgels can be obtained if acidic and/or basic functional groups are incorporated. The swelling properties depend on the presence and spatial distribution of counterions. Here the complex internal structure of microgels plays an important role: the counterions penetrate into the microgels and lead to an enhanced osmotic pressure. Many different temperature and pH-sensitive core-shell microgels have been reported in the literature.
Multifunctional core-shell microgels

Fig. 5: Temperature dependent size of core-shell microgels. Left: PNiPAM core and PNiPAM shell; right PNiPAM core and PNiPMAM shell. Such core-shell thermo-responsive particles reveal complex swelling transitions with temperature, as shown in. Microgels with PNiPAM core and PNiPMAM shell (left) reveal a clear two step swelling upon heating: first the core swell and then the shell swells. However, the swelling properties of such core-shell microgels can be altered via cross-link densities and mass ration of core and shell polymers.

The behavior of the inverse system, i.e. with PNiPMAM core and PNiPAM shell is even more complex, see the right plot in: at intermediate temperature, the collapsed shell restrains the swelling of the core: a corsett effect is observed. The internal structure of these microgels has been determined in detail by means of SANS.

Core-shell systems can be also prepared with solid cores that provide a rigid substrate and thus strongly influence the swelling of the shell. Such systems are of great interest as hybrid materials, however, the size and shape of the rigid part will not be affected by the swelling of the network.

Multisensitive temperature and pH-resposnive core-shell microgels can be obtained if acidic and/or basic functional groups are incorporated. The swelling properties depend on the presence and spatial distribution of counterions. Here the complex internal structure of microgels plays an inportant role: the counterions penetrate into the microgels and lead to an enhanced osmotic pressure. Many different temperature and pH-sensitive core-shell microgels have been reported in the literature.

Fig. 6: Core-shell microgel functionalized with different charged groups in core and shell, respectively. The counterions are shown as well.

3.3 Polyelectrolyte binding to core-shell microgels

Charged core-shell are an important class of soft matter with many applications. It is important to remember that both regions, i.e. core and shell are chemically cross-linked. That leads to (i) a clear compartmentalisation and (ii) to mechanical coupling of the both regions as discussed above. It also makes core-shell gels distinctly different from (hyper-) branched polymers, where one can also have different chemical functionalities near the centre of the branched molecules and at the end of the branches. However, in branched polymers, backfolding of the chains can occur, which is not possible in core-shell networks. Thus microgels allow preparing compartmentalized particles. These particles are highly swollen and thus allow for the penetration not only by the solvent but also by molecules that are sufficiently small as compared to the mesh size of the microgel network. This allows for uptake and release of guest molecules. As one example we discuss the binding of oppositely charged polyelectrolytes to charged core-shell microgels.

reveals the complex binding of polycations to a negatively charged microgel where the charged groups are located in the core of the microgel. The zeta potential of the microgels is very small although the microgel core contains acid groups. This is due to the fact the counterions are mostly inside the microgel and the zeta potential is caused by the small number of charged moieties of initiator fragments present near the surface of the swollen microgel.

These microgels are able to bind oppositely charged polyelectrolytes. Short chain polycations can fully penetrate into the microgels and thus this binding process does not lead to charge reversal. On the other hand, long chain polycations cannot fully penetrate leading to charge reversal upon binding.

The binding of polyelectrolytes to multiresponsive microgels is rather complex and there are many more reports in the literature than given here. Charged microgels can also be employed for the layer-by-layer deposition of polyelectrolytes.
Finally we want to mention shortly a rather new field: hollow responsive microgels. Hollow capsules are in the focus of the rational design of e.g. responsive drug delivery systems that store and protect drugs from degradation in vivo but allow drug release e.g. in response to an external stimulus.

Nanocapsules with permeable chemically cross-linked shell can be prepared by encapsulating a sacrificial core by a shell of a cross-linked swollen polymer network. Afterwards the core is dissolved, and it is typically assumed that the microgels are hollow with the void size being given by the size of the sacrificial core as illustrated in

**Fig. 9:** SANS curves from core-shell and hollow microgels at different temperatures. The experiments with the core shell particles were performed such that the scattering contrast of the silica core was matched. Thus scattering intensity of both systems – core-shell and hollow microgel – is dominated by the polymer shell. It is obvious that the structure of the shell in the hollow microgel is different as compared to the shell in the core-shell particle. The swelling properties of the shell depend on its cross-link density and mass and a structure-sensitivity dilemma of responsive hollow nanogels has been discussed.

Very recently hollow microgels with two temperature sensitive shells have been reported as well.
Finally we want to mention shortly a rather new field: hollow responsive microgels. Hollow capsules are in the focus of the rational design of e.g. responsive drug delivery systems that store and protect drugs from degradation in vivo but allow drug release e.g. in response to an external stimulus.

Nanocapsules with permeable chemically cross-linked shell can be prepared by encapsulating a sacrificial core by a shell of a cross-linked swollen polymer network. Afterwards the core is dissolved, and it is typically assumed that the microgels are hollow with the void size being given by the size of the sacrificial core as illustrated in Fig. 8.

Hollow nanoparticles made of temperature-sensitive polymers like poly-N-isopropylacrylamide (PNIPAM) are particularly promising materials and have been prepared based on this approach. The temperature-dependent void size and shell thickness is crucial for the rational design of new, functional drug delivery vehicles and can be determined by means of SANS. Here the contrast variation technique is very important.

Fig. 8: *Schematic drawing of: Left: Hybrid core-shell microgel with rigid sacrificial core; right: hollow microgels after core removal.*

Fig. 9: *SANS curves from core-shell and hollow microgels at different temperatures.*

Fig. 9 shows scattering data from SANS experiments with core-shell and hollow microgels. The experiments with the core shell particles were performed such that the scattering contrast of the silica core was matched. Thus scattering intensity of both systems – core-shell and hollow microgel – is dominated by the polymer shell. It is obvious that the structure of the shell in the hollow microgel is different as compared to the shell in the core-shell particle. The swelling properties of the shell depend on its cross-link density and mass and a structure-sensitivity dilemma of responsive hollow nanogels has been discussed. Very recently hollow microgels with two temperature sensitive shells have been reported as well.
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1 Introduction

1.1 Blood

Blood is circulated around the entire body performing a number of physiological functions. Its main functions are the transport of oxygen and nutrients to cells of the body, removal of waste products such as carbon dioxide and urea, and circulation of molecules and cells which mediate the organism’s defense and immune response and play a fundamental role in the tissue repair process. Abnormal blood flow is often correlated with a broad range of disorders and diseases which include, for instance, hypertension, anemia, atherosclerosis, malaria, and thrombosis. Understanding the rheological properties and dynamics of blood cells and blood flow is crucial for many biomedical and bioengineering applications. Examples include the development of blood substitutes, the design of blood flow assisting devices, and drug delivery. In addition, understanding of vital blood related processes in health and disease may aid in the development of new effective treatments.

Blood is a physiological fluid that consists of erythrocytes or red blood cells (RBCs), leukocytes or white blood cells (WBCs), thrombocytes or platelets, and plasma containing various molecules and ions. RBCs constitute about 45% of the total blood volume, WBCs around 0.7%, and the rest is taken up by blood plasma and its substances. One microliter of blood contains about $5 \times 10^6$ RBCs, roughly $5000$ WBCs, and approximately $2.5 \times 10^6$ platelets.

1.2 Blood cells

Figure 1 shows a scanning electron micrograph of blood cells. Human RBCs have a relatively simple structure in comparison to other cells. RBCs resemble biconcave disks with an average diameter of approximately $8 \mu m$ and contain a viscous cytosol enclosed by a membrane. A RBC membrane consists of a lipid bilayer with an attached cytoskeleton formed by a network of the spectrin proteins linked by short filaments of actin. At the stage of the RBC formation, the nucleus and other organelles that are generally present in other eukaryotic cells are ejected, leaving behind a relatively homogeneous cytoplasm and no inner cytoskeleton. RBC cytoplasm...
is a hemoglobin rich solution, which is able to bind oxygen. Therefore, the main RBC function is oxygen supply and delivery to body tissues. RBCs are extremely deformable and can pass through capillaries with a diameter several times smaller than the RBC size.

In comparison to RBCs, WBCs are spherical in shape with a diameter between 7 µm and 20 µm. WBCs have one or multiple nuclei and are stiffer than RBCs. However, WBCs are also able to undergo significant deformation when entering the smallest blood capillaries. WBCs are an important part of the body’s immune system. They protect the body against invading bacteria, parasites, and viruses by killing these microorganisms through phagocytosis ingestion and other antigen-specific cytotoxic mechanisms. There exist different types of leukocytes (e.g., neutrophils, eosinophils, basophils, monocytes, and lymphocytes), each of which is designed to fight a specific type of infection. WBCs may adhere to the vascular endothelium, which is important for their physiological function in the immune response.

1.3 Drug delivery

The use of targeted micro- and nano-carriers for the delivery of imaging agents and drugs provides a promising strategy for early detection and treatment of diseases, e.g., of cancer [1, 2]. However, the design of particles carrying different contrast agents and drugs as well as their physical delivery are very challenging tasks. Micro- and nano-particle fabrication, which needs to address several issues such as bio-compatibility, durability, binding to specific targets, and the ability of controlled release, has been strongly advanced in recent years [3, 4, 5]. Nevertheless, the development of efficient strategies for the delivery of carriers, including their distribution in the organism following systemic administration [6] and their transport through biological barriers [6, 7, 8] (e.g., microvascular walls, interstitial space, and cell membranes), requires a much more detailed understanding of the relevant physical and biological mechanisms [2, 6, 9, 10]. Successful delivery of micro- and nano-carriers strongly depends on their efficient binding to specific targeted sites. Consequently, the distribution of carriers within vessel cross-sections plays an important role, since binding of carriers is only possible in case of direct particle-wall interactions. The cross-sectional distribution of micro- and nano-particles depends on several relevant parameters, which concern blood flow properties (such as flow rate, RBC deformability, and hematocrit – the volume fraction of RBCs), vessel size, and particle characteristics (such as size, shape, and deformability). The migration of various suspended particles or cells toward walls in blood flow, which is often referred to as margination, has been observed experimentally for white blood cells [11, 12], platelets [13], and rigid micro-particles [14, 15]. Particle margination is mediated by RBCs, which migrate to the vessel center due to hydrodynamic interactions with the walls (called lift force) [16, 17] leading to a RBC-free layer near the walls. More precisely, the occurrence of margination is a consequence of the competition between lift forces on RBCs and suspended particles, and their interactions in flow [18]. However, the dependence of margination efficiency on particle size and shape remains largely unexplored so far.

The role of particle size and shape in the efficient delivery is a multi-faceted problem. Large enough particles with a characteristic diameter ($D_p$) greater than about 4 µm may become trapped in the smallest capillaries of the body [19]. In addition, recent experiments suggest that large particles with $D_p \geq 3$ µm are subject to an enhanced phagocytosis [20]. However, recent microfluidic experiments [21] have shown that spheres with the size of 2 µm show a significantly higher adhesion density than particles with a size of 200 nm and 500 nm. Other experiments [22] indicate that liposomes with $D_p < 70$ nm and $D_p > 300$ nm have shorter
circulation times than those having an intermediate size of $D_p \approx 150 - 200$ nm. Furthermore, nano-particles with a size below $20 - 30$ nm are rapidly excreted through the kidneys [23]. Adhesion of different particles has been studied experimentally [24, 25] and theoretically [26, 27], with the result that oblate ellipsoids are subject to stronger adhesion than spheres with the same volume. To better understand the adhesion potential of micro- and nano-particles, a quantitative description of particle margination under realistic blood flow conditions is required.

In this chapter, we investigate the role of particle size and shape on the margination efficiency, and therefore on their adhesion potential. Several sizes ranging from about hundred nanometers to a few micrometers and two different shapes (circular and elliptical) are considered. The margination of micro- and nano-particles is studied numerically for a wide range of hematocrit values, vessel sizes, and flow rates using a two-dimensional (2D) model. Our results indicate that large particles possess a larger probability of being marginated than small particles. As the particle size becomes very small (less than about $100 - 200$ nm), the particle distribution within vessel cross-section can be described well by the plasma volume around flowing RBCs. Furthermore, circular particles marginate better than ellipses, however the adhesion efficiency of elliptical particles is expected to be superior in comparison to that of circles due to their smaller adhesion area.

2 Methods and models

To represent fluid flow, the dissipative particle dynamics (DPD) method [28, 29] is employed. DPD is a mesoscopic particle-based simulation approach which properly captures hydrodynamics often described by the incompressible Navier-Stokes equation. Detailed description of the DPD method can be found in Appendix A.

2.1 Blood cells and suspended particles

To study margination of micro- and nano-particles in blood flow, it is sufficient to model only RBCs, since volume fraction of the other blood cells is negligible in comparison to the volume fraction of RBCs. The RBC volume fraction is referred to as hematocrit $H_t$. In 2D, RBCs are modeled by a collection of $N_v = 50$ particles connected by $N_s = N_v$ springs [30] with the potential [31]

$$V_{spring} = \sum_{j=1}^{N_v} \left[ \frac{k_B T l_m(3x_j^2 - 2x_j^4)}{4p(1 - x_j)} + \frac{k_p}{l_j} \right], \quad (1)$$

where $l_j$ is the length of the spring $j$, $l_m$ is the maximum spring extension, $x_j = l_j / l_m$, $p$ is the persistence length, $k_B T$ is the energy unit, and $k_p$ is the spring constant. A balance between the two force terms in Eq. (1) determines a non-zero equilibrium spring length $l_0$. The cell model also incorporates a bending energy between two consecutive springs given by

$$V_{bend} = \sum_{j=1}^{N_v} k_b [1 - \cos(\theta_j)], \quad (2)$$

where $k_b$ is the bending constant and $\theta_j$ is the instantaneous angle between two adjacent springs having the common vertex $j$. In addition, a constraint to maintain a constant cell area is imposed on each cell by the potential

$$V_{area} = k_a \frac{(A - A_0)^2}{2A_0}, \quad (3)$$
where \( k_a \) is the area constraint coefficient, \( A \) is the instantaneous RBC area, and \( A_0 \) is the specified (target) area.

The RBC diameter is chosen to be \( D_r \equiv L_0/\pi \), where \( L_0 = N_s l_0 \) is the cell perimeter. For comparison in physical units, typical value for healthy RBCs is \( D_r = 6.1 \ \mu m \). The combination of \( A_0 \) and \( L_0 \) determines the shape of a RBC which is characterized by the reduced area \( A^* = 4A_0/(\pi D_r^2) \approx 0.46 \). The RBC equilibrium spring length is \( l_0 = 0.063 D_r \) and \( l_m/l_0 = 2.2 \). In all simulations \( k_b = 50 \ k_B T / D_r \) for RBCs. The other important non-dimensional number, which characterizes the ratio of RBC elasticity to bending rigidity, is \( \alpha = Y D_r^2 / \kappa \), where \( Y = (-\partial^2 V_{spring}/\partial \theta^2)|_{\theta=0} \) is the stretching modulus and \( \kappa = k_b l_0 \) is the RBC bending rigidity. \( \alpha = 1340 \) for RBCs [30], which has been roughly estimated by mimicking RBC stretching experiment [32]. The area constraint coefficient is set to \( k_a = 37210 k_B T / D_r^2 \).

Micro- and nano-particles are modeled by a collection of \( N_p \) particles, which are constrained to maintain a rigid configuration. Two shapes of particles are used in simulations including circular and elliptical particles. The particles are characterized by a size \( D_p \), which corresponds to the diameter for circular particles and to the longest axis for elliptical particles.

Coupling between the fluid flow and cells/carriers is achieved through viscous friction [31] between cell vertices and the surrounding fluid particles, which is implemented via the DPD interactions \( F^D \) and \( F^R \), see Appendix A. The strength \( \gamma \) of the dissipative force \( F^D \) for the interaction between a fluid particle and a membrane vertex is computed such that no-slip BCs are ensured. The derivation of \( \gamma \) is based on the idealized case of linear shear flow over a flat boundary with length \( L \). The total shear force exerted by the fluid on the length \( L \) is equal to \( L \eta \dot{\gamma} \), where \( \eta \) is the fluid’s viscosity and \( \dot{\gamma} \) is the local wall shear-rate. The same fluid force has to be also transmitted onto a discrete membrane having \( N_L \) vertices within the length \( L \). The force on a single membrane vertex exerted by the sheared fluid can be found as \( F_s = \int_{A_b} n g(r) F^D dA \) where \( n \) is the fluid number density, \( g(r) \) is the radial distribution function of fluid particles with respect to the membrane particles, and \( A_b \) is the half circle volume of fluid above the membrane. Here, the total shear force on the length \( L \) is equal to \( N_L F_s \). The equality of \( N_L F_s = L \eta \dot{\gamma} \) results in an expression of the dissipative force coefficient in terms of the fluid density and viscosity, wall density \( N_L/L \), and \( r_c \). Under the assumption of linear shear flow the shear rate \( \dot{\gamma} \) cancels out. This formulation results in satisfaction of the no-slip BCs for the linear shear flow over a flat membrane; however, it also serves as an excellent approximation for no-slip at the membrane surface. Note that conservative interactions between fluid and membrane particles are turned off, which implies that the radial distribution function is structureless, \( g(r) = 1 \).
The simulation setup consists of a single slit-like channel with different widths $W = 10, 20,$ and $40 \mu m$ and length $L = 19.5D_r$ independent of $W$. The channel is filled with fluid particles and with $N$ suspended carriers and $N_{RBC}$ RBCs. The number of RBCs is computed according to channel hematocrit, which corresponds to the area fraction of RBCs. The number of suspended particles for different simulations is provided in Table 1. An illustration of a typical simulation is shown in Fig. 2.

In the flow direction, periodic boundary conditions (BCs) are imposed, while in the other direction the suspension is confined by walls. The walls are modeled by frozen fluid particles with the same structure as the fluid, while the wall thickness is equal to $r_c$. Thus, the interactions of fluid particles with wall particles are the same as the interactions between fluid particles, and the interactions of suspended carriers and cells with the wall are identical to those with a suspending fluid. To prevent wall penetration, fluid particles as well as vertices of RBCs and carriers are subject to reflection at the fluid-solid interface. We employed bounce-back reflections, because they provide a better approximation for the no-slip boundary conditions in comparison to specular reflection of particles. To ensure that no-slip boundary conditions are strictly satisfied, we also add a tangential adaptive shear force [33] which acts on the fluid particles in a near-wall layer of a thickness $h_c = r_c$.

Blood flow is driven by a constant force applied to each solvent particle, which is equivalent to a prescribed pressure drop. To characterize the flow strength, we define a non-dimensional

### Table 1: Carrier characteristics. $N_p$ is the number of particles per carrier and $N$ is the number of carriers in the system depending on the channel width and particle size.

<table>
<thead>
<tr>
<th>size</th>
<th>$D_p = 0.3D_r$</th>
<th>$D_p = 0.63D_r$</th>
<th>$D_p = 0.15D_r$</th>
<th>$D_p = 0.04D_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_p$</td>
<td>20</td>
<td>20</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>$N_W=20\mu m$</td>
<td>6</td>
<td>6</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>$N_W=10\mu m$</td>
<td>6</td>
<td>/</td>
<td>14</td>
<td>/</td>
</tr>
<tr>
<td>$N_W=40\mu m$</td>
<td>12</td>
<td>/</td>
<td>30</td>
<td>/</td>
</tr>
</tbody>
</table>

**Fig. 3:** Center-of-mass distributions of carriers for various $H_t$ values at $\dot{\gamma}^* \approx 29.3$. Simulation results for circular particles with $D_p = 0.3D_r$ (1.83 $\mu m$). The wall is at $y/W = 0$. The arrows indicate the boundary of the RBCFL for the different hematocrits, marked by corresponding colors.

### 2.2 Simulation setup and definitions

The simulation setup consists of a single slit-like channel with different widths $W = 10, 20,$ and $40 \mu m$ and length $L = 19.5D_r$ independent of $W$. The channel is filled with fluid particles and with $N$ suspended carriers and $N_{RBC}$ RBCs. The number of RBCs is computed according to channel hematocrit, which corresponds to the area fraction of RBCs. The number of suspended particles for different simulations is provided in Table 1. An illustration of a typical simulation is shown in Fig. 2.

In the flow direction, periodic boundary conditions (BCs) are imposed, while in the other direction the suspension is confined by walls. The walls are modeled by frozen fluid particles with the same structure as the fluid, while the wall thickness is equal to $r_c$. Thus, the interactions of fluid particles with wall particles are the same as the interactions between fluid particles, and the interactions of suspended carriers and cells with the wall are identical to those with a suspending fluid. To prevent wall penetration, fluid particles as well as vertices of RBCs and carriers are subject to reflection at the fluid-solid interface. We employed bounce-back reflections, because they provide a better approximation for the no-slip boundary conditions in comparison to specular reflection of particles. To ensure that no-slip boundary conditions are strictly satisfied, we also add a tangential adaptive shear force [33] which acts on the fluid particles in a near-wall layer of a thickness $h_c = r_c$.

Blood flow is driven by a constant force applied to each solvent particle, which is equivalent to a prescribed pressure drop. To characterize the flow strength, we define a non-dimensional...
3 Results

To study micro- and nano-particle margination for a wide range of conditions, we exploit the 2D blood flow model due to its numerical efficiency. However, our recent results [36] show that the 2D model is able to qualitatively reproduce the required blood flow characteristics and the particle margination effect in comparison with a realistic 3D model.

3.1 Particle margination

Carrier positions in blood flow sampled over time lead to particle distributions, which reflect the probability of a particle to be at a certain distance from the wall. Figure 3 shows several center-of-mass distributions of circular particles with $D_p = 0.3D_r$ (1.83 μm) for several $H_t$ values and $\dot{\gamma}^* \approx 29.3$. The RBC-free layer (RBCFL) thickness is depicted by small arrows. The distributions have been averaged over the halves of the channel due to symmetry. Figure 3 shows that the carriers migrate into the RBCFL and remain quasi-trapped there. With increasing $H_t$, the carriers marginate better, as indicated by the development of a strong peak in the distribution near the wall at $y/W = 0$, and the motion of the peak position towards the wall. This is due to a decrease in the RBCFL thickness leading to a smaller available space for the particles. This trend is in agreement with experimental observations [14] and simulations [37, 38] of margination of blood platelets, which have a comparable size.

Fig. 4: Probability diagram of particle margination with respect to $\dot{\gamma}^*$ and $H_t$, where the margination probability is defined as a probability of a particle center-of-mass to be within the RBCFL. The white squares (□) indicate the values of $H_t$ and $\dot{\gamma}^*$ for which simulations have been performed.

\[
\dot{\gamma}^* = \bar{\gamma} = \frac{\eta D_r^3}{\kappa},
\]

where $\bar{\gamma} = \bar{v}/W$ is the average shear rate (or pseudo shear rate) and $\bar{v}$ is the average flow velocity computed from the flow rate, while $\tau$ defines a characteristic RBC relaxation time.
To quantify and compare particle margination for a wide range of flow and particle parameters, we define the margination probability as a fraction of particles whose center-of-mass is located within the near-wall layer of thickness $\delta$. The choice of $\delta$ depends on the exact problem to be addressed, and several possibilities can be considered. To describe particle margination into the vicinity of a vessel wall, it is natural to select $\delta$ to be the RBCFL thickness. Figure 4 presents margination probability diagram of particles for a wide range of $H_t$ and $\dot{\gamma}^*$ values. Particle margination strongly depends on $H_t$ as well as on shear rate. At low $H_t$ values, particle margination is expected to be weak, while at high $H_t$ the margination might be also attenuated due to particle-RBC interactions near a wall. The latter effect has been described for a marginating white blood cell [30] and is expected to subside for particles substantially smaller than a RBC, i.e. of sub-micrometer size. A pronounced dependence of particle margination on shear rate is observed at low flow rates. In the limit of very small flow rates ($\dot{\gamma}^* \lesssim 1$), the RBC distribution should be nearly uniform, and therefore, the RBCFL and consequently particle margination should almost vanish. As the shear rate is increased, the RBCFL thickness grows rapidly, leading to a substantial increase in particle margination.

The simulated values of $\dot{\gamma}^*$ cover the range of flow rates characteristic for the venular part of microcirculation ($\dot{\gamma} \lesssim 80 \text{ s}^{-1}$ for $W \approx 20 \mu$m), where it is estimated that $\dot{\gamma}^* \lesssim 77$, while in arteriolar part the flow rates are higher ($\dot{\gamma} \gtrsim 110 \text{ s}^{-1}$ for $W \approx 20 \mu$m) [39, 40]. The

**Fig. 5:** Dependence of margination on particle size. Probability diagrams of particle margination for various $H_t$ and $\dot{\gamma}^*$ values and for circular particles with the sizes (a) $D_p = 0.15D_r$ (0.91 $\mu$m), (b) $D_p = 0.04D_r$ (0.25 $\mu$m). The white squares ($\square$) indicate the values of $H_t$ and $\dot{\gamma}^*$ for which simulation were performed. The margination probability is calculated based on the RBCFL thickness. (c) Distribution of particles with different sizes across the channel for $H_t = 0.3$ and $\dot{\gamma}^* \approx 29.3$. For small particles the distribution resembles the black solid curve computed as the blood-plasma volume. The arrow denotes position of the RBCFL boundary.
considered range of shear rates is also relevant for tumor microvasculature, since blood flow velocities in tumors are much reduced in comparison to those under normal conditions, due to high geometric resistance and vessel permeability [41, 42]. Furthermore, the margination probability diagram in Fig. 4 shows that the strongest particle margination occurs in the range of \( H_t = 0.2 - 0.6 \). This region has a considerable overlap with the characteristic hematocrits in the body’s microvascular networks in the range \( H_t = 0.2 - 0.4 \). A strong particle margination at high \( H_t \) values seems to be an advantage for drug delivery to tumors, since blood within tumor microvasculature is often subject to hemoconcentration due to plasma leakage [43].

### 3.2 Dependence of margination on particle size

The discussion above considered the margination of micron-size particles. There is also a strong interest in nano-carriers, with sizes starting from several nanometers. Figures 5(a),(b) show margination diagrams of particles with \( D_p = 0.15 D_r \) (0.91 μm) and \( D_p = 0.04 D_r \) (250 nm), respectively. The comparison of Figs. 5(a),(b) and Fig. 4 for \( D_p = 0.3 D_r \) (1.83 μm) reveals that the region of high margination probability becomes smaller with decreasing particle size. To illustrate the reason for the reduction in margination probability with decreasing particle size, we present in Fig. 5(c) the distributions of particles with different sizes for \( H_t = 0.3 \) and \( \dot{\gamma}^* \approx 29.3 \). For large enough particles, we observe a pronounced peak in the distribution next to the wall due to their interactions with RBCs, since their size is comparable with the RBCFL.
thickness. Even though small particles are also marginated, their distribution within the RBCFL is more uniform and their presence around the vessel center line is more probable than that for larger particles. Thus, the cumulative probability for a single particle to be within the RBCFL is lower for nano-carriers than that for micro-particles. Recent in vivo experiments [44] also support our numerical observations that particles with a size of about 1 µm are located closer to the vessel wall than smaller nano-particles. Noteworthy is that the distribution of the smallest particles with $D_p = 0.04D_r$ closely approaches the distribution computed as the excess fluid volume of flowing RBCs. This indicates that the distribution of particles smaller in size than roughly 250 nm can be well approximated by the distribution of the blood plasma, and therefore, their margination properties can be directly inferred from local $H_t$ distributions.

To decide on a suitable particle size for efficient drug delivery, a number of different considerations have to be taken into account. A direct interpretation of probabilities in Figs. 4 and 5(a),(b) suggests that larger particle sizes are more favorable for drug delivery due to their better margination properties. To further support this proposition, we consider another definition for the margination probability based on $\delta = 0.5D_p + s$, which characterizes the fraction of carriers whose closest surface point is not further away from the wall than a distance $s$. We denote such a layer as “potential adhesion layer”, since particle margination into a thin near-wall layer is a necessary precondition for adhesion. Even though the distance $s$ is motivated by direct receptor-ligand interactions which occur within several nanometers, resolution restrictions in our mesoscale simulation approach do not allow the selection of smaller distances than approximately $s = 0.033D_r$, which corresponds to about 200 nm. Nevertheless, the distance of several hundred nanometers becomes relevant for particle-wall interactions in case of a carrier whose surface is decorated by tethered molecules [45]. Another definition for margination probability can also be based on a fixed layer thickness $\delta$, thus it does not depend on $H_t$ or on particle size.

Figure 6(a) presents the margination probability into the potential adhesion layer ($p_{\text{ad}}$) at $\gamma^* = 29.3$. At very small $H_t$, the fraction of particles within the potential adhesion layer is small for all particle sizes; however, the smallest studied particles seem to be slightly more advantageous here. For the range of $H_t = 0.3 - 0.6$, Fig. 6(a) clearly shows that the fraction of large particles within the potential adhesion layer is much higher than that for small particles. The corresponding margination diagrams are shown in Figs. 6(b-d) and support the conclusion that large particles marginate better for all considered shear rates. This indicates that micro-carriers are likely to be better for drug delivery than sub-micron particles.
Fig. 8: Dependence of margination on particle shape. Margination probabilities of ellipse-like particles (dashed lines) for various $H_t$ and $\dot{\gamma}^*$ values in comparison to circular particles (solid lines) of the same area. The long axis of a 2D elliptic particle is $D_p = 0.63 D_r$ (3.84 µm) and the aspect ratio equals approximately 7. The margination probability is calculated based on the RBCFL thickness.

3.3 Dependence of margination on vessel size

To elucidate the effect of vessel diameter, we performed a number of simulations for two additional channel widths ($W = 10$ µm and 40 µm) and two particle sizes ($D_p = 0.15 D_r$ and $D_p = 0.3 D_r$). The pronounced dependence of particle margination properties on channel width for the potential adhesion layer is illustrated by a comparison of Fig. 6(b) and Fig. 7. For particles with a size of $D_p = 0.3 D_r$ (1.83 µm), particle margination into the potential adhesion layer improves considerably as the channel size decreases due to the much smaller RBCFL thickness in narrow channels. Thus, particle adhesion is expected to be more efficient in small vessels (i.e., capillaries) than in large vessels (i.e., venules and arterioles). Similar observation is found for particles with $D_p = 0.15 D_r$ (0.91 µm) (not shown here). Furthermore, a reduction of margination into the potential adhesion layer with decreasing particle size is found for all channel sizes.

3.4 Dependence of margination on particle shape

Advances in micro- and nano-particle fabrication facilitate the production of carriers of various shapes, including spherical, prolate and oblate ellipsoidal, and rod-like shapes [4]. However, advantages of different particle shapes for drug delivery are still to be explored. Thus, we investigate the effect of shape on the margination properties in blood flow. Figure 8 displays results of simulations for the margination probability (based on the RBCFL) of elliptic particles under various blood flow conditions in comparison to circular particles. The ellipse has an aspect ratio of about 7 and the longest diameter is $D_p = 0.63 D_r$ (3.84 µm); the enclosed area corresponds to the area of a circle with diameter $D_p = 0.22 D_r$ (1.35 µm). The plot indicates that margination of elliptic particles is slightly worse than that of circular particles. From these data we can also conclude that margination of the elliptic particles with a smaller aspect ratio than 7 is similar to that presented in Fig. 8. However, since the largest diameter of the ellipse is larger than that of a circle with the same area, its margination into the potential adhesion layer, which is defined as a probability of a particle to be within a near-wall layer of thickness $\delta = 0.5 D_p + 200$ nm, appears to be considerably larger for ellipses than that for the corresponding
Recent theoretical [26, 27] and experimental [24, 25] studies also suggest that ellipsoidal particles possess better adhesion properties than spheres due to a larger contact area for adhesion interactions. In conclusion, the current knowledge about adhesion of ellipsoidal particles and our simulation results on margination suggest that ellipsoidal particles are very likely a better choice for drug delivery than spherical particles.

4 Discussion and conclusions

Particle margination in blood flow depends on particle size and shape, hematocrit, vessel size, and flow rate. Margination of circular and elliptical particles increases with increasing hematocrit, while their margination properties appear to be rather similar, where a circle marginates slightly more efficient than an ellipse. The presented diagrams show that larger particles have a higher margination probability in comparison to the smaller ones. Moreover, the distribution of very small particles with a diameter smaller than approximately 250 nm is well represented by the blood plasma volume of RBCs. Margination of particles into the potential adhesion layer is found to be more pronounced in small vessels, indicating that particle adhesion is likely to occur more often in capillaries than in arterioles and venules.

The simulation results are in good qualitative agreement with several experimental observations [13, 14, 21, 24, 25, 44]. For example, margination of micro-particles has been observed to be more efficient than that of nano-particles in recent in vivo experiments [44]. However, a detailed quantitative comparison is still difficult due to two reasons. On the one hand, the simulation results are obtained for 2D systems, which provide interesting insights into the relevant mechanisms, but have limited power for quantitative predictions for 3D systems. On the other hand, experimental data on particle margination in blood flow [13, 44] are very scarce and most of the available experimental investigations (e.g., Refs. [21, 24, 25]) focus on carrier adhesion. Even though margination is a necessary pre-condition for particle adhesion to vessel walls, particle margination and adhesion are not equivalent, since carrier adhesion may also depend on other factors (e.g., specific targets, the receptor/ligand density and distribution).

Clearly, the size and shape of drug carriers are important parameters not only for margination, but also for their adhesion and further transport through biological barriers (e.g., internalization). Our simulations suggest that elliptical particles are expected to adhere more efficiently than circular carriers due to a larger surface for adhesive interactions; however, this needs to be systematically investigated. Further requirements for efficient drug delivery include particle transport through vessel walls, interstitial space, and cell membranes. For instance, particle internalization by endothelial cells and intracellular trafficking have been shown to be most efficient for spherical sub-micron particles, rather than for micron-size carriers with an ellipsoidal shape [8]. This observation points in the direction of smaller carrier to be most efficient for internalization. As a consequence, the concept of multi-stage drug-delivery carriers [1, 5], where a larger micro-particle incorporates a number of small nano-carriers, seems to be very promising. In this way, margination and carrier delivery or adhesion to a specific target within the microvasculature could be achieved using micro-particles, which would then be followed by the release of nano-particles into the tissue. In conclusion, tackling various drug-delivery challenges is a complex issue; its resolution requires an inter-disciplinary effort including in vitro and in vivo experiments and realistic numerical simulations.
Table 2: DPD fluid parameters used in simulations. m is the mass of a fluid particle, α and γ are the conservative and dissipative force coefficients, respectively. r_c is the interaction cutoff radius, k is an exponent for the random-force weight function, n is the number density of fluid particles, k_B T is the energy unit with k_B being the Boltzmann constant and T temperature, and η is the fluid’s dynamic viscosity. γ^* is the non-dimensional shear rate defined in the main text.

<table>
<thead>
<tr>
<th>γ^*</th>
<th>m</th>
<th>α</th>
<th>γ</th>
<th>r_c</th>
<th>s</th>
<th>n</th>
<th>k_B T</th>
<th>η</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 20</td>
<td>1</td>
<td>40</td>
<td>10</td>
<td>1.5</td>
<td>0.3</td>
<td>5</td>
<td>1</td>
<td>72.2</td>
</tr>
<tr>
<td>&gt; 20</td>
<td>1</td>
<td>40</td>
<td>20</td>
<td>1.5</td>
<td>0.3</td>
<td>5</td>
<td>1</td>
<td>144.4</td>
</tr>
</tbody>
</table>

Appendices

A  Dissipative particle dynamics

Dissipative particle dynamics (DPD) [28, 29] is a mesoscopic particle-based method, where each particle represents a molecular cluster rather than an individual atom, and can be thought of as a soft lump of fluid. The DPD system consists of \( N \) point particles of mass \( m_i \), position \( r_i \), and velocity \( \mathbf{v}_i \). DPD particles interact through three forces: conservative (\( \mathbf{F}^C_{ij} \)), dissipative (\( \mathbf{F}^D_{ij} \)), and random (\( \mathbf{F}^R_{ij} \)) forces given by

\[
\mathbf{F}^C_{ij} = F^C_{ij}(r_{ij})\hat{r}_{ij}, \quad \mathbf{F}^D_{ij} = -\gamma\omega^D(r_{ij})(\mathbf{v}_i \cdot \hat{r}_{ij})\hat{r}_{ij}, \quad \mathbf{F}^R_{ij} = \sigma\omega^R(r_{ij})\frac{\xi_{ij}}{\sqrt{dt}}\hat{r}_{ij},
\]

where \( \hat{r}_{ij} = r_{ij}/r_{ij} \) and \( \mathbf{v}_{ij} = \mathbf{v}_i - \mathbf{v}_j \). The coefficients \( \gamma \) and \( \sigma \) define the strength of dissipative and random forces, respectively. In addition, \( \omega^D \) and \( \omega^R \) are weight functions, and \( \xi_{ij} \) is a normally distributed random variable with zero mean, unit variance, and \( \xi_{ij} = \xi_{ji} \). All forces are truncated beyond the cutoff radius \( r_c \). The conservative force is given by

\[
F^C_{ij}(r_{ij}) = a_{ij}(1 - r_{ij}/r_c) \quad \text{for} \quad r_{ij} \leq r_c,
\]

where \( a_{ij} \) is the conservative force coefficient between particles \( i \) and \( j \). The random and dissipative forces form a thermostat and must satisfy the fluctuation-dissipation theorem in order for the DPD system to maintain equilibrium temperature \( T \) [29]. This leads to

\[
\omega^D(r_{ij}) = \left[ \omega^R(r_{ij}) \right]^2, \quad \sigma^2 = 2\gamma k_B T,
\]

where \( k_B \) is the Boltzmann constant. The choice for the weight functions is as follows

\[
\omega^R(r_{ij}) = (1 - r_{ij}/r_c)^k \quad \text{for} \quad r_{ij} \leq r_c,
\]

where \( k \) is an exponent. The time evolution of velocities and positions of particles is determined by the Newton’s second law of motion

\[
\frac{d\mathbf{r}_i}{dt} = \mathbf{v}_i, \quad \frac{d\mathbf{v}_i}{dt} = \frac{1}{m_i} \sum_{j \neq i} (\mathbf{F}^C_{ij} + \mathbf{F}^D_{ij} + \mathbf{F}^R_{ij}) dt.
\]

The above equations of motion are integrated using the velocity-Verlet algorithm [46]. The DPD fluid parameters used in simulations are given in Table 2.
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1 Introduction

Locomotion is an essential part of life. The search for food, for convenient environmental conditions (like temperature or acidity), and for partners for mating and reproduction, and the bisexual reproduction process itself all require locomotion. This is the case in the world of our daily experience, but also in the world of micro-organisms, such as cells, bacteria, and algae. Since these micro-organisms often live in an aqueous environment, locomotion means swimming.

Recently, there have been several attempts to construct artificial microswimmers. These swimmers sometimes mimic biological micro-organisms in their swimming mechanisms, sometimes employ new types of swimming motion. Synthetic microswimmers are interesting as future microrobots to perform tasks on the micrometer scale – such as directed motion in a body in medical applications. They are also interesting model systems to study the behavior of microswimmers without biological complications (such as an active response to external stimuli).

From the physics point of view, the field of microswimmers has been pioneered by Purcell [1], who showed that swimming in the microworld is quite different from our macroscopic experience, because at the length scale of nano- and micrometers, swimming occurs effectively at very high viscosity – for us like swimming in honey. During the more than 30 years, which have passed since Purcell published his article [1], the understanding of swimming microorganisms has increased extensively. This has lead to an exponential growth of publications in this field. Recent review articles provide a good overview of the present state of research and the current research directions. Generic aspects of the emergent large-scale behavior of self-propelled particles and active soft matter have been discussed in Refs. [2–7]. The hydrodynamics of swimming has been reviewed in Refs. [7–12]. Aspects of bacterial motility have been addressed in Refs. [7,13,14]. An overview of sperm motility and chemotaxis has been given in Ref. [15]. The dynamical properties of active Brownian particles have been discussed in Refs. [7,16]. Finally, the propulsion of synthetic swimmer on the nanoscale and the development of nanomachines have been addressed in Refs. [17–19].

1.1 Biological Microswimmers

Bacteria. Some bacteria, like Escherichia coli (E. coli) [20] and Salmonella, swim by rotating helical hairlike filaments called flagella. Several of such flagella are attached to the bacterial body, as shown in Fig. 1. The flagella are rotated by a motor complex, which consists of several proteins, and which is anchored in the bacterial cell wall [20–22]; the motor is connected to the flagellum by a flexible hook, see Fig. 2.

Bacteria like E. coli and salmonella swim in a “run-and-tumble” motion illustrated in Fig. 3. In the “run” phase (stage 1 in Fig. 3), the helical winding of all flagella is left-handed, and they are rotating counter-clockwise. The flagella form a bundle (see also Fig. 1), and the bacterium moves forward in a direction determined by its long axis. At the beginning of the “tumble” phase, one flagellum reverses its rotational direction to clockwise (stage 2 in Fig. 3). This flagellum leaves the bundle, which implies a random reorientation of the bacterial orientation (stage 3 and 4). The reversal of the rotational direction is accompanied by a change of the helical handedness from left-handed to right-handed. At the end of the “tumbling” phase, all flagella start to rotate again in the same counter-clockwise direction (stage 5), the bundle reforms (stage 6), and the bacterium returns to a directional motion (stage 7 and 8).
The purpose of the “run-and-tumble” motion is to detect gradients in the concentration of chemicals (e.g. food) or temperature (to avoid regions of too high or too low temperature). This is achieved by extending the “run” phase in case of improving environmental conditions, and by shortening it in case of worsening conditions.

**Sperm.** Sperm cells consist of a (roughly spherical) head, which contains the genetic material, a midpiece, which contains many mitochondria for energy production, and the eukaryotic flagellum, see Fig. 4. The structure of the flagellum is shown in Fig. 5. It consists of two central microtubules, which are surrounded by 9 double microtubules (microtubules are rather stiff filaments with a persistence length of about 1 mm). The microtubules are connected by many proteins (nexin links, central spokes, ...), which stabilize the structure. Motor proteins (dynein) connecting neighboring double microtubules cause an active bending of the structure by sliding the microtubules relative to each other.

A sperm cell is propelled though a fluid by a snake-like wiggling of its tail, as shown in Fig. 6. The flagellar beat is a propagating bending wave, with wave lengths smaller than the flagellar length. The beat can either be planar, as in Fig. 6, in particular for sperm swimming near surfaces [27], or be three-dimensional with a conical envelope.

**Paramecium and Opalina.** *Paramecia* is a group of unicellular ciliated protozoa, which range from about 50 µm to 350 µm in length. Many hair-like extrusions — called cilia — cover the body, see Fig. 7, which allow the cell to move with a synchronous motion (like a caterpillar) at speeds of approximately 2,700 µm/sec (12 body lengths per second). They generally feed on bacteria and other small cells. *Opalina* is a genus of protozoa found in the intestines of frogs and toads. It is without a mouth or contractile vacuole. The surface of Opalina is covered uniformly with cilia.

The structure of cilia and flagella of eukaryotic cells is very similar, see Fig. 5. The main structural difference between cilia and flagella is their length. A typical cilium is 10µm long, while sperm flagella are about 50µm long. The second large difference concerns their beat patterns. The ciliar beat has two distinct phases. During the *power stroke*, the cilium is stretched straight and moves rather fast in one direction, while it bends, twists a little sideways and slowly retracts in the *recovery stroke*, as shown in Fig. 8. A particularly interesting feature of the beat pattern of cilia arrays on the surface of Opalina and Paramecium is the formation of “metachronal waves”, as can be see in Fig. 7; the cilia do not beat synchronously, but in a pattern resembling a wheat field in the wind.

Different physical mechanisms for the beat of cilia and flagella have been suggested. Either the
Fig. 2: Each bacterial flagellum is driven by a rotary motor embedded in the bacterial cell wall. The motor has a series of rings, each about 20 nanometers in diameter, with a rod inside. Attached to the rod is a curved “hook” protein linked to the flagellum. The flagellum is 5 to 15 micrometers long and made of thousands of repeating units of the protein flagellin. The motor is powered by the flow of sodium or hydrogen ions across the cell wall. This generates rotation frequencies of up to 15 Hz. From Ref. [23].
Fig. 2: Each bacterial flagellum is driven by a rotary motor embedded in the bacterial cell wall. The motor has a series of rings, each about 20 nanometers in diameter, with a rod inside. Attached to the rod is a curved "hook" protein linked to the flagellum. The flagellum is 5 to 15 micrometers long and made of thousands of repeating units of the protein flagellin. The motor is powered by the flow of sodium or hydrogen ions across the cell wall. This generates rotation frequencies of up to 15 Hz. From Ref. [23].
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Fig. 3: Bacteria like E. coli and salmonella move by a “run-and-tumble” motion. During the “run” phase, the flagella form a bundle, and the bacterium moves forward in one direction. In the “tumble” phase, one or a few flagella reverse their rotational direction and leave the bundle. This induces a tumbling motion which changes the orientation of the bacterium randomly. CW denotes clockwise, CCW counter-clockwise rotation. From Ref. [24].

Fig. 4: Schematic presentation of the structure of human sperm. Sperm cells consist of a head 5 µm by 3 µm and a tail 41 µm long. The tail flagellates, which propels the sperm cell at about 1–3 mm/minute by whipping in an elliptical cone. From Ref. [25].
Fig. 5: The axoneme consists of 9 double microtubules, arranged around the perimeter, and two central microtubules. The microtubules are connected by many linker proteins. Motor proteins connecting neighboring double microtubules lead to active bending. From Ref. [26].

Fig. 6: Sperm swim by a snake-like motion of their flagellum. The time sequence (from left to right) of snapshots of the beat of sea-urchin sperm shows a sinusoidal traveling wave on the flagellum. Arrow indicate the wave propagation from the head to the tip. From Ref. [7]
Fig. 5: The axoneme consists of 9 double microtubules, arranged around the perimeter, and two central microtubules. The microtubules are connected by many linker proteins. Motor proteins connecting neighboring double microtubules lead to active bending. From Ref. [26].

Fig. 6: Sperm swim by a snake-like motion of their flagellum. The time sequence (from left to right) of snapshots of the beat of sea-urchin sperm shows a sinusoidal traveling wave on the flagellum. Arrow indicate the wave propagation from the head to the tip. From Ref. [7].

Fig. 7: The surface of Opalina is covered by many hairlike filaments called cilia. Opalina swims forward by a stroke-like wiggling of the cilia. The formation of metachronal waves is clearly visible. From Ref. [28].

Fig. 8: The beat of cilia has two distinct phases, the power stroke and the recovery stroke. Snapshots are shown from Volvox somatic cells, imaged at 1000 frames per second. During the power stroke, the cilium is stretched out straight and moves rather fast in one direction (frames 1-11), while during the recovery stroke, it bends and slowly retracts (frames 13-27). Adapted from Ref. [29].
Fig. 9: *Chlamydomonas* swims by a breast-stroke-like motion of its two flagella. Steering in reaction to a light stimulus is facilitated by additional beats of one flagellum. Adapted from Ref. [38].

beat arises from a coupling of the activity of motor proteins with the curvature of the flagellum, where large curvature implies detachment of motors from the neighboring filament [30–32], or it arises from the cooperative behavior of several motors pulling in opposite directions, with the “winners” pulling along the “losers” for a while, as in a tug-of-war [33, 34].

**Chlamydomonas reinhardtii.** *Chlamydomonas reinhardtii* is a single-celled green algae, about 10 µm in diameter, that swims with two flagella, see Fig. 9. They have an “eye-spot” that senses light. When illuminated, *C. reinhardtii* can grow in a medium lacking carbon and energy sources. Widely distributed worldwide in soil and fresh water, *C. reinhardtii* is primarily used as a model organism in biology in a wide range of subfields [35]. The swimming motion of *C. reinhardtii* resembles the human breast-stroke: the flagella are pulled back in a nearly straight shape, and are then bend over and pushed forward again. The oscillatory velocity field induced by swimming *C. reinhardtii* in stabilized thin liquid films has been observed directly in time-resolved measurements recently [36, 37].

**Volvox.** Volvox is another green algae. It forms spherical colonies of up to 50,000 cells [39]. Each mature Volvox colony is composed of numerous flagellate cells similar to *Chlamydomonas*, embedded in the surface of a hollow sphere. The cells swim in a coordinated fashion, with distinct anterior and posterior poles. The cells have eye-spots, more developed near the anterior, which enable the colony to swim towards light. Recently, the flow field around freely swimming Volvox has been measured directly [36, 40].

### 1.2 Synthetic and Biomimetic Microswimmers

Locomotion on the nanoscale through a fluid environment is one of the grand challenges confronting nanoscience today [17]. The vision is to synthesize, probe, understand, and utilize a new class of motors made from nanoscale building blocks that derive on-board or off-board power from in-situ chemical reactions. The generated mechanical work allows these motors to
move through a fluid phase while simultaneously or sequentially performing a series of tasks. A large variety of such swimmers have been constructed recently, from bimetallic nanorods [17] and Janus colloids [41,42] to artificial sperm [43,44]. Some examples are given below.

**Bimetallic Nanorods.** A simple class of synthetic nanoscale motors are made from bimetallic Pt-Au nanorods immersed in a $H_2O_2$ solution [45,46]. The catalytic reaction $2H_2O_2 \rightarrow 2H_2O + O_2$ occurs at the Pt end of the rod and is the power source for the motion. One plausible mechanism for motion involves the surface tension gradient due to $O_2$ adsorption on the nonreactive Au end. The molecular-level details of how $O_2$ generated at the Pt end of the nanorod leads to the propulsive force remain to be elucidated.

**Diffusiophoretic Microspheres.** Similarly, spherical non-conducting particles (like polystyrene or silica beads with metallic caps), which catalyze a chemical reaction inside the fluid, display self-propulsion [41,42]. The catalytic reaction implies an asymmetric, non-equilibrium distribution of reaction products around the colloid, which generates osmotic or other phoretic forces [47–53]. These objects are denoted “diffusio-phoretic swimmers”. The concept of diffusiophoretic swimmers can be taken one step further by constructing self-assembled, photoactivated colloidal microswimmers. An example is a polymer sphere, which includes a smaller hematite cube in dilute $H_2O_2$ solution. The decomposition reaction is catalyzed by the hematite cubes, but only under illumination. Pairs of spheres and cubes then self-assemble into self-propelled microswimmers at a surface [54]. The dynamic assembly results from a competition between self-propulsion of particles and an attractive interaction induced respectively by osmotic and phoretic effects activated by light.

**Thermophoretic Microspheres.** Janus colloids with a metallic cap can also display self-propulsion due to self-thermophoresis. In this case, the cap is heated by a laser beam, which generates a temperature difference between the two sides of the Janus particle; the colloid then diffuses in this temperature gradient [55–58]. This approach has been extended to thermophoretic Janus colloids in binary fluid mixtures (with an upper miscibility gap) near the
demixing critical point [59,60]. In this case, heating by the laser beam leads to the formation of a droplet of one phase which adheres to the cap. This approach has the advantage that a small laser power suffices to induce self-propulsion.

**Biomimetic Microswimmers.** Artificial microswimmers can be constructed by using similar design principles as those found in biological systems. A by now classical example is a swimmer which mimics the propulsion mechanism of a sperm cell [43]. The flagellum is constructed from a chain of magnetic colloidal particles and is attached to a red blood cell, which mimics the sperm head. This artificial swimmer is set into motion by an alternating magnetic field, which generates a sidewise oscillatory deflection of the flagellum. However, the swimming motion is not the same as for a real sperm cell; the waggling motion is more a wagging than a traveling sine wave, and generates a swimming motion toward the tail end, opposite to the swimming direction of sperm.

A more recent example of a biohybrid swimmer, which mimics the motion of sperm consists of a polydimethylsiloxane filament with a short, rigid head and a long, slender tail on which cardiomyocytes (heart-muscle cells) are selectively cultured [44]. The cardiomyocytes contract periodically and deform the filament to propel the swimmer. This is a true microswimmer because it requires no external force fields.

Also, biomimetic systems have been designed to use artificial cilia for transport. For example, externally-actuated semi-flexible strings, like chains of magnetic beads [43, 61, 62], self-assembled microtubule bundles [63], ionic-polymer metal composite actuators [64], and even semi-flexible micro-pillars mounted an a basis of piston-like actuators [65] have been proposed to employ the cilia propulsion mechanism in artificial nano-machines and microfluidic devices [66–68].

### 1.3 Model Microswimmers

**Three-Bead Swimmer.** It was recognized already more than 30 years ago by Purcell [1] that directed forward swimming of micromachines in viscous fluids — at low Reynolds numbers, see Sec. 2 below — is not possible when the angle between two rigid segments is varied periodically in time (“scallop theorem”). A time-irreversible internal motion is required, which needs at least two degrees of freedom. This can be achieved with a very simple one-dimensional swimmer, which is constructed from three spheres that are linked by rigid rods, whose lengths can change between two values [69]. With a periodic motion that breaks the time-reversal symmetry as well as the translational symmetry, the model device swims at low Reynolds number as shown in Fig. 11. This swimmer has the advantage that many of its properties can be analyzed in detail or even calculated analytically [69–71].

**Squirmers.** One class of microswimmers are almost spherical organisms that are propelled by active hair-like organelles (cilia) covering the body. On a mesoscopic length scale, the synchronized beating of the cilia can be mapped onto a spherical envelope [72, 73], and its time average corresponds to a steady tangential surface velocity. These objects — called ”squirmers” — may also serve as a simple generic model for other types of microswimmers, for example diffusio-phoretic Janus spheres [41, 42].

The squirmer is modeled as a hard sphere of radius $R$ with a prescribed tangential surface velocity $v_{\text{sq}}$, causing a propulsion in the direction of the squirmer’s instantaneous orientation $\hat{e}$. 

\begin{align}
\hat{e}_n &= \frac{1}{\sqrt{1 - \frac{4}{n^2}}}
\end{align}
The squirmer is modeled as a hard sphere of radius $R$. — may also serve as a simple generic model for other types of microswimmers, for example synchronized beating of the cilia can be mapped onto a spherical envelope [72, 73], and its time dynamics as well as the translational symmetry, the model device swims at low Reynolds number as seen in Sec. 2 below — is not possible when the angle between rigid segments is varied periodically in time (“scallop theorem”). A time-irreversible internal motion is required, which see Sec. 2 below.

Collective behavior of active bodies is frequently found in microscopic systems such as bacteria [85–89] and synthetic microswimmers [54, 90–93], but also in macroscopic systems such as flocks of birds and schools of fish [4, 94]. Despite the very different propulsion mechanisms and interactions in these systems, they all favor alignment of neighboring bodies, thus leading to similar forms of collective behavior. Therefore, it is

**Rotators.** Rotating discs [79, 80], rotating spheres or dumbbells [81] are another important class of swimmers. These rotators can be autonomous swimmers, like the Volvox algae mentioned above, or actuated synthetic particles, like super-paramagnetic particles rotated by an external magnetic field [82]. Rotators show an interesting collective behavior, like a circling motion of Volvox around each other [40], or a lane formation of rotating magnetic discs in microfluidic channels [83, 84].

**Vicsek Model for Swarming.** Collective behavior of active bodies is frequently found in microscopic systems such as bacteria [85–89] and synthetic microswimmers [54, 90–93], but also in macroscopic systems such as flocks of birds and schools of fish [4, 94]. Despite the very different propulsion mechanisms and interactions in these systems, they all favor alignment of neighboring bodies, thus leading to similar forms of collective behavior. Therefore, it is
natural to look for a model, which is able to capture the generic collective properties of all the various systems of self-propelled particles and organisms. Such a model was proposed in a pioneering work by Vicsek [95]. In this model, now often called the “Vicsek model”, $N$ polar point particles move in space with constant magnitude of velocity $v_0$. The dynamics proceeds in two steps, a streaming step of duration $\Delta t$, in which particles move ballistically, and an interaction step, in which particles align their velocity direction with the average direction of motion of their neighbors. In two spatial dimensions, this implies the dynamics for the position $r_i$ and velocity $v_i$ of particle $i$,

$$r_i(t + \Delta t) = r_i(t) + v_i(t)\Delta t, \quad (3)$$

$$\theta_i(t + \Delta t) = \langle \theta(t) \rangle_\sigma + \Delta \theta, \quad (4)$$

where $\theta_i$ is the angle between $v_i$ and the $x$-axis of a Cartesian coordinate system, $\langle \theta(t) \rangle_\sigma$ is the average orientation of all particles within a circle of diameter $\sigma$, and $\Delta \theta$ is a random noise uniformly distributed in the interval $[-\pi/2, +\pi/2]$. The essential control parameters of the Vicsek model are the particle density $\rho$, the noise strength $\eta$, and the propulsion velocity $v_0$ in units of $\sigma/\Delta t$. Numerical investigations of this model show a phase transition with increasing density or decreasing noise strength from a random isotropic phase to an aligned phase, in which particles move collectively in a spontaneously selected direction.

## 2 Life at Low Reynolds Numbers

### 2.1 Swimming at Low Reynolds Numbers

The dynamics of fluids — hydrodynamics — is described by the (incompressible) Navier-Stokes equation,

$$\rho \left( \frac{\partial v}{\partial t} + (v \cdot \nabla)v \right) = \eta \nabla^2 v - \nabla p + f_{ext} \quad (5)$$

where $\rho$ is the fluid density, $\eta$ the fluid viscosity, $v(r, t)$ the position- and time-dependent fluid velocity field, $p(r, t)$ the pressure field, and $f_{ext}(r, t)$ an external body force. The Navier-Stokes equation can be written in dimensionless form by scaling all lengths with a characteristic length $L$, velocities by a characteristic velocity $v_0$, and time by $L/v_0$. This implies

$$\Re \left( \frac{\partial v'}{\partial t'} + (v' \cdot \nabla)v' \right) = \nabla^2 v' - \nabla p' + f'_{ext} \quad (6)$$

where the prime denotes dimensionless quantities. Here, $\Re$ is the Reynolds number, which is found to be

$$\Re = \rho v_0 L/\eta. \quad (7)$$

For microswimmers, the Reynolds number is typically very small, because the characteristic lengths and velocities are small. For a swimmer of length $L = 50\mu m$ and a velocity of $10$ body lengths per second (which is already a large velocity), the Reynolds number in water (with a kinematic viscosity $\eta/\rho = 10^{-6} m^2/s$) is $\Re = 0.025$. In this case, the nonlinear contributions on the left-hand-side of Eq. (6) can be neglected, leading to the simpler Stokes equation,

$$\nabla p - \eta \nabla^2 v = f_{ext} \quad (8)$$
Although this equation is much simpler than the Navier-Stokes equation, it is not possible to solve analytically for microswimmer motion – even in simple geometries. At surfaces, the fluid velocity is typically very small, because the collisions of fluid molecules with the surface imply that the molecules are scattered backwards and thereby transfer momentum parallel to the wall. Thus, no-slip boundary conditions, with \( v(r) = 0 \) at the surface, are usually employed.

It has been recognized by Purcell [1] that life at low Reynolds numbers is quite different from the life of our everyday experience. Since low Reynolds numbers can either be achieved by small length scales (and small velocities) or by very high viscosities, a swimming microorganism experiences similar dynamics as a human swimming in honey. Since inertia effects are negligible, forward motion stops immediately when the “motor” stops working. Another important consequence of low Reynolds number is that the Stokes equation is time-reversible. Therefore, a time-reversible motion of a micro-organism will generate an oscillatory, but no directed motion. This has been called the “scallop theorem” by Purcell [1]. It means that just by opening and closing its two shells, a mussel cannot move forward. As explained above for the Purcell-swimmer, a second degree of freedom is required to generate a sequence of moves which is not time reversible.

### 2.2 Microswimmer Flow Fields and Hydrodynamic Interactions

Most microswimmers move autonomously, with no external force applied, and hence the total interaction force of the swimmer on the fluid, and *vice versa*, vanishes. In the simplest case, which actually applies to many microswimmers like bacteria, spermatozoa, or algae, the far-field hydrodynamics (at distances from the swimmer much larger than its size) can well be described by a force dipole [8, 9]. This has been confirmed experimentally for *E. coli* [96]. Two classes of such dipole swimmers can be distinguished, as shown schematically in Fig. 12. If the swimmer has its motor in the back, and the passive body drags along the surrounding fluid in front, the characteristic flow field of a “pusher” emerges, see Fig. 12(a). Similarly, if the swimmer has its motor in the front, and the passive body drags along the surrounding fluid behind, the characteristic flow field of a “puller” develops, see Fig. 12(b). Thus, sperm, *E. coli* and salmonella are pushers, because they have active propelling flagella in the rear, and a passive head in the front. In contrast, *C. reinhardtii* is a puller, because the flagella in the front push the fluid backwards, while the body in the rear remains passive. It is important to notice that the flow fields of pushers and pullers look similar, but with opposite flow directions. This has important consequences for the interactions between swimmers, and of swimmers with walls, as will be explained below.

A first idea about the effect of hydrodynamic interactions on the dynamics of microswimmers near surfaces can be obtained again from a far-field approximation, which applies when the size of the swimmer is much smaller than its distance from the surface, so that it can be approximated by a force dipole, compare Appendix C. In this limit, analytical expressions for the torque on a swimmer and its drag velocity towards the surface can be obtained [97]. For a swimmer with an orientation angle \( \theta \) of the dipole with respect to the vertical \( (z) \) direction (i.e. \( \theta = 90^\circ \) when the swimmer moves parallel to the wall), the induced velocity at a distance \( z \) away from the no-slip wall is given by [97]

\[
  u_z(\theta, z) = -\frac{3P}{64\pi\eta z^2} (1 - 3\cos^2 \theta).
\]

As shown in Appendix B, the dipole strength \( P \) is given by the product of dipole length and
force. The dipole force of sperm can be estimated from the friction force of the head, which —
for a sufficiently large head — balances the pushing force of the tail, and is thus proportional to
ηvL (compare Eqs. (14) and (17)), where v is the swimming velocity and L the sperm length.
The dipole strength therefore is
\[ P \sim \eta v L^2. \]  

Equation (9) allows several interesting predictions. First, the hydrodynamic interaction is attrac-
tive for swimmers oriented nearly parallel to the wall (with \( \theta \) near 90°), but becomes repulsive
for swimmers oriented nearly perpendicular to the wall (with \( \theta \) near 0°). Second, the hydrody-
namic interaction is long-ranged, with a 1/z^2 decay with increasing distance from the surface.
Finally, the hydrodynamic interaction has been shown not only to generate a force on the swim-
ner, but also a torque [97]. It turns out that this torque always acts to align the swimming cell
parallel to the surface – the orientation in which the hydrodynamic force is attractive.
Similarly, the interaction of two microswimmers at long distances is determined by their dipole
flow fields. The dipole approximation predicts that the interactions of pushers and pullers have
opposite sign, because their dipole strengths \( P \) have opposite signs (compare Eq. (56) of Ap-
pendix C). This behavior can be seen explicitly by considering the flow fields of two parallel-
swimming pushers or pullers [76]. The results of mesoscale simulations of two squirmers
shown in Fig. 13 demonstrate that for pushers, the fast backward flow velocity in the rear part
extracts fluid from the gap between the swimmers, and thereby induces attraction (Fig. 13a); in
contrast, for pullers, the fast backward flow velocity in the front part injects fluid into the gap,
and thereby induces repulsion (Fig. 13b). At the small squirmer separation show in Fig. 13, the
interaction is dominated by the hydrodynamic near-field, and the far-field approximation does
not allow quantitative predictions anymore.

3 Swimming due to Flagellar Motion

3.1 Anisotropic Hydrodynamic Friction of Slender Bodies

A microorganism is able to swim forward in a fluid by wiggling or rotating a flagellum, because
the hydrodynamic friction of a long, slender body in a viscous environment is anisotropic. This
for swimmers oriented nearly perpendicular to the wall (with $\theta$).

Equation (9) allows several interesting predictions. First, the hydrodynamic interaction is attractive, because their dipole moments have opposite signs (compare Eq. (56) of Appendix C). This behavior can be seen explicitly by considering the flow fields of two parallel-swimming pushers or pullers [76]. The results of mesoscale simulations of two squirmers (compare Eqs. (14) and (17)), where $\eta v L$ is the swimming velocity and $\eta$ is the kinematic viscosity. The friction coefficient $\zeta$ of a sphere (with no-slip boundary conditions) moving in a viscous fluid under a force $F$ is given by

$$F = \zeta_s v , \quad \text{where} \quad \zeta_s = 3\pi \eta d$$

(11)
is the Stokes friction coefficient. The dynamics of bead $n$ in a chain with other beads is determined in general by the Langevin equation [98]

$$v_n = \frac{\partial}{\partial t} R_n = \sum_m H_{nm} \cdot \left[ -\frac{\partial U}{\partial R_m} + f_m \right]$$

(12)

where $U(R_1, R_2, ...)$ is the interaction potential among the beads (including, in particular, the bonds to nearest neighbors), $H_{nm}$ for $n \neq m$ is the Oseen tensor (see Eqs. (44) and (50) derived in Appendix A), $H_{nn} = I / \zeta_s$, and $f_m$ is an external force on bead $m$. Let’s us now assume that the force $f$ on all beads is the same, and that the interaction between beads can be neglected (this is only valid for short times, but should not affect the calculation of the friction coefficient) [99]. Then,

$$v_{rod} \equiv v_n = \left[ I / \zeta_s + \sum_{m \neq n} H_{nm} \right] \cdot f .$$

(13)

The anisotropic friction coefficients of a rod are defined by

$$F = \zeta_{\parallel} v_{\parallel} + \zeta_{\perp} v_{\perp} .$$

(14)
Calculations based in Eq. (14), with constant friction coefficients $\zeta_\parallel$ and $\zeta_\perp$, are denoted “resistive-force theory”. To calculate $\zeta_\parallel$ and $\zeta_\perp$ for a rod, it is easiest to consider the special cases of a rod pulled parallel and perpendicular to its long axis. Then, with the sum replaced by an integral, for a rod oriented in the $x$-direction, Eq. (51) gives for the central bead

$$v_{rod} = v_n = f \left[ \hat{e}_s + \frac{2}{8\pi\eta d} \int_0^{L/2} \frac{1}{x} (\hat{e}_x + (\hat{e}_x \cdot \hat{e}) \hat{e}_x) \right].$$

with $f = f\hat{e}$. Because $(\hat{e}_x \cdot \hat{e})\hat{e}_x = 1$ and 0 for parallel and perpendicular orientation, respectively, we find immediately that

$$\zeta_\perp = 2\zeta_\parallel$$

in the limit of very long rods. It is therefore a factor 2 easier to pull a long rod along its axis than perpendicular to it. Finally, the integration in Eq. (15) together with $F = (L/d)f$ gives

$$\zeta_\perp = \frac{4\pi\eta L}{\ln(L/d)}$$

to leading order in $L/d$. The logarithmic divergence is a result of the long-ranged hydrodynamic interaction of different parts of the rod, which reduce the friction coefficient compared to that of a chain of non-interacting beads.

### 3.2 Swimming Velocity of Beating Flagella and Sperm

The result (16) together with Eq. (14) can now be used to calculate the swimming velocity of an sinusoidally beating flagellum. In this case, the shape as a function of time $t$ is described by

$$y(x, t) = A \sin(kx - \omega t)$$

where $A$ is the beat amplitude, $\omega$ the beat frequency, and $k = 2\pi/\lambda$ the wave number. The velocity of a segment of the flagellum at $x$ is then

$$v_y(x, t) = \frac{\partial y}{\partial t} = -A\omega \cos(kx - \omega t)$$

With the local tangent vector (not normalized)

$$t(x, t) \sim (1, \partial y/\partial x, 0) = (1, Ak \cos(kx - \omega t), 0)$$

the velocity $v(x, t) = (0, v_y(x, t), 0)$ can be decomposed into $v_\parallel = (v \cdot t)/t^2$ and $v_\perp = v - v_\parallel$ with

$$v_\parallel = -\frac{A^2\omega k \cos(kx - \omega t)^2}{1 + A^2k^2 \cos(kx - \omega t)^2} t$$

According to Eq. (14), this generates a force $F_x$ in the swimming direction with

$$F_x = (\zeta_\parallel - \zeta_\perp) \int dx \frac{A^2\omega k \cos(kx - \omega t)^2}{1 + A^2k^2 \cos(kx - \omega t)^2}$$

while the force in the perpendicular direction vanishes when averaged over the whole flagellum. For small beat amplitudes, Eq. (22) can easily be integrated to give

$$F_x = \frac{1}{2}(\zeta_\parallel - \zeta_\perp)A^2\omega k$$
The swimming velocity then follows from $v_x \simeq F_x / \zeta_\parallel$ to be

$$v_{\text{flag}} = -\frac{1}{2} \left( \frac{\zeta_\perp}{\zeta_\parallel} - 1 \right) A^2 \omega k. \tag{24}$$

This result shows several interesting features. First, it shows that swimming is only possible due to the friction anisotropy, since the velocity is proportional to $(\zeta_\parallel - \zeta_\perp)$. Second, for a traveling wave in the positive $x$-direction, the flagellum moves in the negative $x$-direction, i.e. movement is opposite to the direction of the traveling wave. Third, the swimming velocity increases linearly with the beat frequency $\omega$ and the wave vector $k$, but quadratically with the beat amplitude $A$. And finally, the swimming velocity is independent of the fluid viscosity.

A more refined calculation has been performed in Ref. [100], also employing resistive force theory, to determine the swimming velocity of sperm. For the same sinusoidal beat pattern as in Eq. (18) and $\zeta_\perp / \zeta_\parallel = 2$, this leads to [100]

$$v_{\text{sperm}} = \frac{1}{2} A^2 \omega k \left[ 1 + A^2 k^2 + \sqrt{1 + \frac{1}{2} A^2 k^2} \frac{3r_p}{L_{\text{flag}}} \left( \ln(kd/4\pi) - 1/2 \right) \right]^{-1} \tag{25}$$

Here $L_{\text{flag}}$ is the length of the flagellum, and $r_p$ is the radius of the head. The general conclusions of Eq. (24) remain valid, but additional effects appear. The second term in the brackets of Eq. (25) — whose origin is already recognizable in Eq. (21) — arises from the finite beat amplitude, and implies that the velocity saturates for large beat amplitudes $A$. The last term in the brackets describes the reduction of velocity due the drag of the passive head. The swimming of sperm has also been analyzed by slender-body theory (taking into account the hydrodynamic interactions of different parts of the deformed flagellum, as in Sec. 3.1 for slender rods) [101]. Results agree with the resistive-force results of Ref. [100] within about 10% deviation.

An exact solution, taking into account the full hydrodynamics, is possible for an infinitely long flagellum in two spatial dimensions (where hydrodynamics is more long-ranged than in three dimensions) — corresponding to an infinite sheet with a propagating lateral wave with transverse oscillations in three dimensions. Here, the swimming velocity is obtained in pioneering work by G.I. Taylor to be [102]

$$v = \frac{1}{2} A^2 \omega k \left( 1 - \frac{19}{16} A^2 k^2 \right). \tag{26}$$

This result confirms all qualitative features discussed above, but shows somewhat different numerical coefficients (which is in part due to the different dimensionality).

The sperm structure or beat pattern is typically not completely symmetric, but has some chirality. In this case, sperm swim on helical trajectories [103, 104]. For example, the helicity of the swimming trajectories is very pronounced for sea urchin sperm [105–107]. The same methods can be employed to calculate the swimming velocity of bacteria with rotating helical flagella [108].

### 4 Active Brownian Particles

The dynamics of microswimmers is governed by their self-propulsion, rotational and translational diffusion, and the interactions with other microswimmers and with obstacles and surfaces.
These interactions include both direct interactions (like volume exclusion or Coulomb repulsion) and hydrodynamic interactions. The importance of noise for the dynamics of microswimmers can be estimated by the Péclet number $Pe$, which compares advective and diffusive time scales. The self-advection time scale is $L/v_0$, where $v_0$ and $L$ are the typical swimmer velocity and length, respectively, and the diffusive time scale $1/D_R$, with the rotational diffusion coefficient $D_R$. Hence, the (rotational) Péclet number is $Pe = v_0/(LD_R)$. For $Pe < 1$ the particle behaves like a passive Brownian particle, while for $Pe > 1$ the self-propulsion dominates. In cases where hydrodynamic interactions are not important, the system can be described by active Brownian particles.

### 4.1 Persistent Random Motion

Let us first consider the motion of a single active particle. Since the reorientation of the direction of motion is governed by the rotational diffusion coefficient $D_R$, the unit directional vector $\mathbf{n}$ behaves as a function of time $t$ exactly as for a passive particle, i.e. $\langle \mathbf{n}(t) \cdot \mathbf{n}(0) \rangle = \exp(-t/\tau_R)$, where $\tau_R = 1/(2D_R)$ is the rotational diffusion time. In the limit that the particle moves essentially with constant (magnitude of the) velocity, i.e. $\mathbf{v}(t) = v_0 \mathbf{n}(t)$, the particle position is $\mathbf{r}(t) = \mathbf{r}(0) + \int_0^t dt' \mathbf{v}(t')$. This implies

$$\Delta r^2 \equiv \langle (\mathbf{r}(t) - \mathbf{r}(0))^2 \rangle = v_0^2 \int_0^t dt' \int_0^t dt'' \exp\left(-|t' - t''|/\tau_R\right)$$

so that

$$\Delta r^2 = 2v_0^2 \tau_R^2 \left[ t/\tau_R + \exp(-t/\tau_R) - 1 \right].$$

Equation (28) shows a ballistic motion with $\Delta r^2 = v_02t^2$ for $t \ll \tau_R$, and a diffusive motion with $\Delta L^2 = (2v_0^2\tau_R)t$ for $t \gg \tau_R$. Thus, if we add (by hand) also the passive translational diffusion coefficient $D_T$, the effective translational diffusion coefficient becomes [7, 41]

$$D_{T,\text{eff}} = D_T + v_0^2/(6D_R),$$

which is much larger than $D_T$ for $v_0 \gg \sqrt{D_T D_R}$.

The rotational and and translational diffusion coefficients for self-propelled Janus-colloids have been measured as a function of fuel concentration [41]. The translational diffusion is found to agree very well with $D_{T,\text{eff}}$ of Eq. (29).

### 4.2 Active Brownian Spheres near Surfaces

When active Brownian particles are confined between walls, self-propulsion leads to accumulation of particles near the wall, see Fig. 14. It is important to notice that spheres have no alignment interaction with the walls, so that the rotational diffusion is completely independent of the presence of the wall. Results of Brownian Dynamics simulations are presented in Fig. 15. They demonstrate that the (normalized) probability density $\rho(\Delta z)$ to find a particle at a distance $\Delta z$ from the wall is strongly peaked close to the wall for $Pe \gtrsim 5$. Figure 15 shows the surface excess $s$ as a function of the Péclet number $Pe = v_0/\sqrt{D_R D_T}$ for different channel widths. Note that $s$ is a monotonically increasing function of $Pe$, and approaches unity for large $Pe$ (complete adhesion).
Equation (28) shows a ballistic motion with \( \Delta t \) and diffusion coefficient \( D \) and length, respectively, and the diffusive time scale of motion is governed by the rotational diffusion coefficient \( D_r \).

### 4.1 Persistent Random Motion

They demonstrate that the (normalized) probability density \( \rho \) of the presence of the wall. Results of Brownian Dynamics simulations are presented in Fig. 15.

When active Brownian particles are confined between walls, self-propulsion leads to accumulation and hydrodynamic interactions. The importance of noise for the dynamics of microswimmers can be estimated by the Péclet number \( \text{Pe} \).

These interactions include both direct interactions (like volume exclusion or Coulomb repulsion) and hydrodynamic interactions. The importance of noise for the dynamics of microswimmers is strongly peaked close to the wall for \( \Delta z \).

Note that the self-propulsion dominates. In cases where hydrodynamic interactions are not important, the system can be described by active Brownian motion near walls.

The rotational and translational diffusion coefficients for self-propelled Janus-colloids have been measured as a function of fuel concentration \([41]\). The translational diffusion is found to agree very well with theoretical predictions.

### 4.2 Active Brownian Spheres near Surfaces

The orientation of the propulsion direction relative to the \( z \)-axis, is denoted by \( \theta \). (Middle) Probability density \( \rho(\Delta z) \) to find a particle at a distance \( \Delta z \) from the wall. At zero Péclet number \( \text{Pe} = v_0/\sqrt{D_R D_T} \), the probability density is uniform beyond the short range of the repulsive wall. With increasing Péclet number particles accumulate near the wall. Results are shown for a system with wall separation \( d/\lambda = 15.6 \), where \( \lambda = \sqrt{D_T/D_R} \).

(Right) Surface excess \( s \) as a function of Péclet number \( \text{Pe} \) for various wall separations \( d \), as indicated. Results from analytic calculation for very narrow channels (dotted lines) and for small Péclet numbers (dashed lines) are also shown. All analytic expression have no adjustable parameters. From Ref. [110].
The decoupling of the rotational degrees of freedom from translational motion allows for an analytic treatment via the Fokker-Planck equation [110]

\[
\frac{\partial}{\partial t} \rho(z, \theta, t) = D_R \frac{1}{\sin(\theta)} \partial_\theta \left[ \sin(\theta) \partial_\theta \rho(z, \theta, t) \right] - v_0 \cos(\theta) \partial_z \rho(z, \theta, t) + D_T \partial_z^2 \rho(z, \theta, t),
\]

where the angle \( \theta = 0 \) corresponds to particles oriented in the positive \( z \)-direction. This equation already demonstrates the main origin of surface accumulation. The rotational diffusion is independent of the spatial position, but particles are driven to one of the chamber walls depending on their orientation. Thus particles oriented toward the top, accumulate at the top wall, those pointing down, accumulate at the bottom wall. Less particles remain in the center. Solutions for small Péclet number and narrow channels are depicted in Fig. 15, and work well within their respective limits [110]. For example, the probability density \( \rho(z, \theta) \) for narrow channels is found to be [110]

\[
\rho(z, \theta) = \frac{Pe_d \rho_0 \cos(\theta)}{\pi \sinh(Pe_d \cos(\theta))} \exp[Pe_d \cos(\theta)z]
\]

with \( Pe_d = Pe \, d / \lambda \) and \( \lambda = \sqrt{D_T / D_R} \).

### 4.3 Active Brownian Rods near Surfaces

In order to elucidate the effect of shape on the wall adhesion of a self-propelled particle due to steric interactions, it is interesting to consider the behavior of self-propelled Brownian rods near walls – again in the absence of any hydrodynamic interactions, but with Brownian noise [111, 112]. In this case, excluded-volume interactions favors parallel orientation along the wall, while the thermal noise leads to fluctuations of the rod orientation and thereby an effective repulsion from the wall. The competition of these two effects gives rise to an interesting adsorption behavior [111, 112].

Results of Brownian Dynamics simulations [111] are shown in Fig. 16. While passive rods are depleted from the surface (because their entropy is reduced near the surface due to restricted orientational fluctuations), active rods show an increased probability density near the surface, which grows with increasing propelling force \( f_i \), see Fig. 16(left). In addition to the propelling force, the behavior of the rods strongly depends on the rod length \( L \). The surface excess — the integrated probability density to find a rod near the surface compared to a uniform density distribution — is shown in Fig. 16(left). The results show that (i) short rods show no surface aggregation for any propelling force, and (ii) the surface excess initially increases with increasing \( f_i \) and \( L \), but then saturates and becomes nearly independent of \( f_i \) and \( L \) for large propelling forces and rod lengths [111]. In comparison with active Brownian spheres, it is interesting to note that for rods, the surface excess never reaches unity. Thus, the elongated shape leads to a reduction of surface accumulation due to rapid alignment with the surface upon collision.

In order to understand the mechanism which is responsible for the effective surface adhesion of self-propelled rods, and to predict their behavior as a function of rod length, propulsive force, and wall separation, the analogy of the trajectories of self-propelled rods with the conformations of semi-flexible polymers can be exploited [111]. In the bulk, the rotational diffusion constant of a rod is \( D_R \sim k_B T / (\eta L^3) \), compare Sec. 3.1, which implies a persistence length

\[
\xi_p \sim v / D_R \sim \eta v l^3 / k_B T
\]
of the trajectory. The probability $p$ to find the self-propelled rod in a layer of thickness $L/2$ near the wall can be expressed as $p = \tau_w / (\tau_w + \tau_b)$, where $\tau_w$ is the time the rod remains within this layer and $\tau_b$ is the time it is located in the bulk (with $L/2 < z < d - L/2$).

To estimate $\tau_w$, let us consider a rod, which at time $t = 0$ is oriented parallel to the wall, and located very close to the wall with $0 < z \ll L/2$. As the rod moves forward, it is reflected when it hits the wall, and is thereby constrained to the positive half-space $z > 0$, see Fig. 17. This situation is very similar to a semi-flexible polymer, which is fixed at one end near the wall with tangent vector parallel to the wall; its bending rigidity $\kappa$ is determined by the persistence length, $\xi_p = \kappa / k_BT$. In this case, the distance of the polymers from the wall increases as $\langle z \rangle \sim (k_BT/\kappa)^{1/2} x^{3/2}$ and the orientation angle as $\langle \theta \rangle \sim (k_BT/\kappa)^{1/2} x^{1/2}$, where $x = vt$ is the distance traveled parallel to the wall [113, 114]. The condition $\langle z \rangle = L/2$ at $t = \tau_w$ then implies [111]

$$\tau_w \sim \frac{1}{v} (l^2 \xi_p)^{1/3} \sim \left( \frac{\eta}{k_BT} \right)^{1/3} l^{5/3} v^{-2/3}. \quad (33)$$

For the time $\tau_b$ for the rod to stay in the bulk fluid, we have to distinguish two regimes. In the
ballistic regime, with $\xi_p \gg d$, the rod travels essentially on a straight line between the walls, see Fig. 17. In this case, the bulk time is given by $\tau_b \sim v^{-1}d/\sin(\theta)$, where $\theta$ is the angle of the rod with the surface when it leaves the wall layer of thickness $l/2$. The polymer analogy explained above implies $\langle \theta \rangle \sim (l/\xi_p)^{1/3}$ for $\theta \ll 1$, so that [111]

$$
\tau_b \sim \frac{d}{v} \left( \frac{\xi_p}{l} \right)^{1/3} \sim \left( \frac{\eta}{k_B T} \right)^{1/3} d l^{2/3} v^{-2/3}.
$$

(34)

Thus, the scaling arguments predict in the ballistic regime the probability

$$
p = l/(l + a_B d)
$$

(35)

to find the rod in the wall layers, with a constant $a_B$ which has to be determined numerically. Note that this expression is independent of the velocity $v$, because both time scales $\tau_w$ and $\tau_b$ depend on $v$ in the same way. Thus, scaling theory explains the saturation of the excess surface density with increasing propelling force, as shown in Fig. 16(right).

For a system of many self-propelled Brownian rods between two walls in two dimensions, the rods moving along the walls in opposite directions block each other and lead to the formation of “hedgehog-like” clusters [115].

4.4 Collective Aggregation of Active Brownian Spheres

Active Brownian spheres exhibit a fascinatingly rich collective behavior [116, 117]. At low densities and swimming velocities, the particles in three spatial dimensions show a gas-like behavior comparable to passive particles. However, above a certain Péclet number and density, they phase separate into a dense fluid and a dilute gas phase, see Fig. 18. Here, the local density of the fluid phase $\phi_f = 0.62$ is considerably higher than the critical density $\phi_t = 0.56$ for glass formation of passive particles in three-dimensional space. At a given Péclet number, the morphological character of the two-phase region changes with increasing density from a fluid droplet over a bicontinuous structure to a gas-phase droplet embedded in a fluid phase [116].
In contrast to two-dimensional systems of active Brownian disks [54,91,92], where crystalline clusters are formed, the dense phase is fluid-like up to rather high densities close to random-closed packing, see Fig. 19. Here, the glass-transition density shifts to higher average packing fractions [116,118]. Particularly remarkable is the dynamical behavior of the active Brownian spheres in the dense phase, where they exhibit jets, swirls, and turbulence, see Fig. 20, similar to experimental observations in bacterial colonies. This is surprising, because there is no alignment mechanism between the moving directions of individual particles. Activity and excluded volume interactions suffice to generate highly complex dynamical patterns. A possible explanation for these patterns is a sorting of particles at interfaces [116]. At an interface, particles accumulate with their force direction preferentially toward the dense phase. It then takes a while for their force direction to reorient due to rotational diffusion such that they can move away from the interface. This waiting time depends also on the interface curvature. Therefore, particles remain for a longer time at concave than in convex regions, which leads to an accumulation of particles with similar orientation. Such oriented clusters could then provide the driving force for larger jets and swirls.

The collective motion of rod-like microswimmers has also been studied intensively [7,119–124]. In this case, star-like immobile clusters of motile clusters with nematic order can form. A detailed discussion goes beyond the scope of this Chapter.

5 Hydrodynamic Synchronization

In nature, the density of flagella, cilia, and various kinds of microswimmers can sometimes be very high. For example, in mammalian reproduction, the average number of sperm per ejaculate is tens to hundreds of millions, so that the average distance between sperm is on the scale of ten micrometers — comparable to the length of their flagellum — so that interactions

![Fig. 19: Phase diagram of an suspension of active Brownian spheres. Symbols denote the homogeneous liquid phase (○), the gas-liquid coexistence (□) and the crystal-gas coexistence (▶). The equilibrium transition points of hard-spheres for freezing (φF = 0.494), melting (φM = 0.545), glass-transition point (φG ≈ 0.58), and random close packing (φRCP ≈ 0.64), are indicated by F, M, G, RCP, respectively. From Ref. [116].](image)
effective Péclet number.
The magnitude is color-coded and is expressed by the
effective Péclet number $Pe_{\text{eff}}$. From Ref. [116].

between them are not negligible. In recent years, experiments [125–130] have revealed an
interesting cooperative behavior of sperm at high concentration, e.g. the distinctive aggregations
or 'trains' of hundreds of wood-mouse sperm [128, 129], or the vortex arrays of swimming sea
urchin sperm on a substrate [130]. Vortex arrays of curved flagella have also been obtained
in simulations [131]. Cilia densely cover the surfaces of the protozoa Paramecium [132] and
Opalina [133, 134] and of the green algae Volvox [40, 135], and line the airways in the human
body. Lophotrichous and peritrichous bacteria have multiple flagella located at the same spot
and located randomly, respectively, on the bacteria surface. Their run-and-tumble motion re-
quires the synchronization, bundling and unbundling of these flagella [136–141]. In all these
cases, hydrodynamic interactions play an important role.

5.1 Synchronization of Cilia in Metachronal Waves

Motile cilia on the surface of a cell or microorganism perform an active whip-like motion, which
propels the fluid along the surface of cells and tissues. As explained in Sec. 1, this beat consists
of a fast power stroke in which the cilium has an elongated shape, and a slower recovery stroke
in which the cilium is curved and closer to the cell surface. The beat of different cilia is usually
not random, but strongly synchronized in a wave-like pattern which is called a metachronal
wave (MCW) [133].

Theoretical approaches to investigate hydrodynamic interactions between cilia and the forma-
tion of metachronal waves fall in three categories: (i) highly simplified model systems, de-
signed to elucidate the mechanism of hydrodynamic synchronization of many active agents
[12, 135, 142–147], (ii) models of an actively driven semi-flexible filament, which mimic the
beat of a real cilium [148–152], and (iii) models of a filament, with a beat shape obtained from
maximizing the pumping efficiency [153, 154].

The second class of models consists of semi-flexible filaments, which are deformed actively by
internal forces to reproduce the power and recovery strokes of real cilia, and can react to the flow field generated by their neighbors [148–151, 155]. The studies of such models have been restricted so far mainly to effectively one-dimensional chains of cilia [148–151], or to two-dimensional arrays of a small number of cilia [155]. They provide an indication of metachronal coordination, but the considered systems were too small or the time evolution too short to allow any prediction of MCW properties. This limitation has been overcome very recently by a large-scale, mesoscopic hydrodynamics simulation of arrays of up to $60 \times 60$ cilia, which are modeled as active filaments with geometric triggers for the switching between power and recovery strokes [152], see Fig. 21. This model provides a very clear evidence for the emergence of metachronal waves, and allows a detailed study of wave and transport properties [152]. Simulation results for the beat period, the fluid velocity above the cilia array, and the transport efficiency are compared in Fig. 22 for cilia arrays with either metachronal coordination or a completely synchronous beat [152]. The first surprising result is that the time required for a single beat actually increases in the presence of metachronal waves (MCWs), see Fig. 22(a). This can be understood be the larger hydrodynamic resistance when cilia are beating against each other in a MCW. However, the faster beating in synchronous beating is to little avail, since the fluid above is just pushed back and forth, which results in a much smaller net fluid transport velocity compared to MCWs, see Fig. 22(b). This is not only inefficient in the sense of generating only slow fluid transport, but also from an energetic point of view, see Fig. 22(c), because also the energy efficiency

$$
\epsilon = \frac{16}{3} \frac{\eta v^2 d_c^3}{L_c P_c}
$$

(36)

(where $\eta$ is the fluid viscosity, $v$ the average fluid velocity, $d_c$ and $L_c$ the cilium separation and length, respectively, and $P_c$ the energy consumption per unit time) is much lower for synchronous beating (because also oscillating a viscous fluid generates dissipation) than for MCWs. This effect can be quite large, reaching almost an order of magnitude for the optimal cilia spacing.

From the experimental side, a detailed quantitative investigation of metachronal waves and their properties has been performed recently in Ref. [135] for *Volvox carteri*, whose large size and
ease of visualization make it an ideal model organism for such studies. In particular, beat frequencies, decay times, and wave numbers have been determined. Interestingly, the decay time is found to be just a few times the beat period.

6 Summary and Conclusions

The swimming behavior of biological and synthetic microswimmers is an exciting field of current research. Interesting aspects of swimming are (i) the derivation of the velocity of a swimmer from the underlying propulsion mechanism, (ii) the prediction of the dynamics of two swimmers interacting with each other via static (conservative) forces and hydrodynamic interactions, (iii) the determination of the swimming behavior near walls and in confined geometry, and (iv) the prediction of the collective behavior of many interacting swimmers.

The understanding of the behavior of the “classical” biological microswimmers (such as sperm, bacteria and algae) has increased a lot, and many novel microswimmers have been designed in recent years and decades. This opens the way for a more detailed understanding and many new applications of microswimmers. What is universal about the swimming behavior (and can thus be described by the hydrodynamic far-field approximation), and what is specific for a certain class of swimmers (like the synchronization of different wave forms of flagella)? How can synthetic microswimmers be designed to react to external stimuli and find their targets? How can the “biological complications” be incorporated into theoretical models? The investigations of these and other questions make microswimmers also a exciting research topic in the future.
Appendices

A Oseen Tensor of Low-Reynolds-Number Hydrodynamics

The Stokes equation

\[-\nabla p(r) + \eta \nabla^2 u(r) + f(r) = 0\]

for the hydrodynamic velocity field \(u(r)\) and the pressure field \(p(r)\) of an incompressible fluid [with \(\nabla \cdot u(r) = 0\)] can be solved explicitly for a body-force field \(f(r)\) by Fourier transformation, as explained in detail in Chapter B.3 (Winkler). With

\[p(k) = \int d^3r e^{ikr} p(r)\]

and similarly \(u(k)\), etc., the Stokes equation and the incompressibility condition become

\[-ikp(k) - \eta k^2 u(k) + f(k) = 0\]

\[k \cdot u(k) = 0\]

The multiplication of Eq. (39) with \(k\) then implies

\[p(k) = -ik \cdot f(k)/k^2\]

Insertion of this result in Eq. (39) gives

\[-k(k \cdot f(k))/k^2 - \eta k^2 u(k) + f(k) = 0\]

so that

\[u_{\alpha}(k) = \frac{1}{\eta k^2} \sum_{\beta} \left[ \delta_{\alpha\beta} - \frac{k_{\alpha}k_{\beta}}{k^2} \right] f_{\beta}(k)\]

Fourier transformation back to real space then yields (convolution theorem)

\[u(r) = \int d^3r' \mathbf{H}(r - r') \cdot f(r')\]

with the Oseen tensor

\[H_{\alpha\beta}(r) = \int \frac{d^3k}{(2\pi)^3} e^{-ikr} \frac{1}{\eta k^2} \left[ \delta_{\alpha\beta} - \frac{k_{\alpha}k_{\beta}}{k^2} \right]\]

Because the tensor \(\mathbf{H}(r)\) only depends on the vector \(r\), it can be written in the form

\[H_{\alpha\beta}(r) = A(r)\delta_{\alpha\beta} + B(r)r_{\alpha}r_{\beta}/r^2\]

Thus,

\[\sum_{\alpha} H_{\alpha\alpha}(r) = 3A(r) + B(r)\]

\[\sum_{\alpha\beta} H_{\alpha\beta}(r)r_{\alpha}r_{\beta}/r^2 = A(r) + B(r)\]
A point force at the origin in direction \( \hat{e} \) decay like the Coulomb potential. Equations (44) and (50) imply that the fluid velocity field for the Oseen tensor shows that the hydrodynamic interaction is very long ranged, with a \( 1/r \) decay. Thus, the Oseen tensor finally reads

\[
\sum_{\alpha} H_{\alpha\alpha}(\mathbf{r}) = \frac{1}{2\pi \eta r} ; \quad \sum_{\alpha \beta} H_{\alpha\beta}(\mathbf{r}) r_\alpha r_\beta / r^2 = \frac{1}{4\pi \eta r} . \tag{49}
\]

An explicit calculation using Eq. (45) provides

\[
\sum_{\alpha} H_{\alpha\alpha}(\mathbf{r}) = \frac{1}{2\pi \eta r} ; \quad \sum_{\alpha \beta} H_{\alpha\beta}(\mathbf{r}) r_\alpha r_\beta / r^2 = \frac{1}{4\pi \eta r} . \tag{49}
\]

Thus, the Oseen tensor finally reads

\[
H_{\alpha\beta}(\mathbf{r}) = \frac{1}{8\pi \eta r} \left[ \delta_{\alpha\beta} + \frac{r_\alpha r_\beta}{r^2} \right] . \tag{50}
\]

The Oseen tensor shows that the hydrodynamic interaction is very long ranged, with a \( 1/r \) decay like the Coulomb potential. Equations (44) and (50) imply that the fluid velocity field for a point force at the origin in direction \( \hat{e} \), \( \mathbf{f}(\mathbf{r}) = \hat{e} \delta(\mathbf{r}) \), is given by

\[
\mathbf{u}(\mathbf{r}) = \frac{1}{8\pi \eta r} \left[ \hat{e} + \frac{(\mathbf{r} \cdot \hat{e})\mathbf{r}}{r^2} \right] . \tag{51}
\]

The streamlines of a force monopole is shown in Fig. 23(a).

---

**Fig. 23:** Flow lines of hydrodynamic monopole and dipole, oriented in the horizontal direction. (a) Far-field of the monopole, as given by Eq. (51). (b) Near-field of the dipole, as given by Eq. (53). The two force centers are marked by (red) bullets. (c) Far-field of the dipole, as given by Eq. (54). The separatrix between the inflow and outflow regions is shown by thick red lines.
B Hydrodynamic Force Dipoles

The flow field of a hydrodynamic force dipole, with opposite forces of equal magnitude at \( r = \pm r_0 \) and direction \( \hat{e} = r_0/r_0 \),

\[
f_1(r) = f_0 \hat{e} \delta(r - r_0) ; \quad f_2(r) = -f_0 \hat{e} \delta(r + r_0)
\]

is obtained from Eq. (51) to be

\[
u(r) = \frac{1}{8\pi\eta\sqrt{(r - r_0)^2}} \left[ \hat{e} + \frac{(r - r_0) \cdot \hat{e}}{(r - r_0)^2} \right] - \frac{1}{8\pi\eta\sqrt{(r + r_0)^2}} \left[ \hat{e} + \frac{(r + r_0) \cdot \hat{e}}{(r + r_0)^2} \right]
\]

(53)

The flow lines in the near-field of this force dipole are shown in Fig. 23(b). An expansion to leading order in \( r_0/|r| \) yields

\[
u(r) = \frac{P}{8\pi\eta r^3} \left[ -1 + 3 \frac{(r \cdot \hat{e})^2}{r^2} \right] r
\]

(54)

where \( P = 2f_0r_0 \) is the dipole strength. Note that the flow field of a force dipole decays as \( 1/r^2 \) from the center of the dipole, faster than the force monopole of Eq. (51). The flow lines of a hydrodynamic dipole are shown in Fig. 23(c). There are two inflow and two outflow regions in the \( xy \)-projection, which are determined by the separatrix \( y = \pm \sqrt{2x} \). In three dimensions, the outflow region is of course a cone.

C Hydrodynamics near Planar Surfaces

An exact solution of the Stokes equation near a planar surface with no-slip boundary conditions (i.e. \( u(r) = 0 \) at the surface) is possible. The solution is called the Blake tensor [156]. Instead of the exact solution, we consider here a simple approximation for a dipole near a planar wall, oriented parallel to the wall, by employing the method of image charges known from electrostatics, i.e. we write for a wall at \( z = 0 \),

\[
u_{wall}(r - r_0) = u_{dipole}(r - r_0; \hat{e}) + u_{dipole}(r - r_1; \hat{e}')
\]

(55)

where \( r_0 = (x_0, y_0, z_0) \) and \( r_1 = (x_0, y_0, -z_0) \), with \( z_0 > 0 \), and \( \hat{e}' \) is the mirror image of \( \hat{e} \) with respect to the surface vanishes identically, \( u_z \equiv 0 \), but the no-slip boundary condition is not satisfied. The dipole experiences a force near the surface, which is determined by the hydrodynamic interaction between the dipole and the image charge. It is given by the \( z \)-component of the flow field of the image charge at the location of the dipole, so that

\[
v_z(z_0) = -\frac{P}{32\pi\eta z_0^3} \left[ 1 - 3(\hat{e} \cdot \hat{e}_z)^2 \right].
\]

(56)

because \((\hat{e}' \cdot \hat{e}_z)^2 = (\hat{e} \cdot \hat{e}_z)^2\). This result shows that the hydrodynamic force is attractive to the wall, and that it decays as the dipole flow field with the squared distance from the wall. Eq. (56) is in agreement with the exact result (9) for no-slip boundary conditions, except that the numerical prefactor in Eq. (56) is smaller by a factor \( 2/3 \).
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1 Introduction

The cells and tissues in our body owe their shape and mechanical strength to internal frameworks of protein biopolymers. Cells are supported by a composite network of cytoskeletal filaments, while tissues are supported by an extracellular matrix that is composed of fibrous proteins such as collagen, elastin and fibronectin (see Figure 1). The cytoskeleton not only enables cells to resist mechanical forces, but it also actively generates forces by means of active filament (de)polymerization and the action of motor proteins. As a result, cells can autonomously adapt their shape and mechanical behavior. The cytoskeleton is a paradigmatic example of a growing class of soft condensed matter known as active matter [1]. The cytoskeleton inside the cells is physically anchored to the extracellular matrix by means of transmembrane proteins known as integrins. The extracellular matrix provides anchoring support to cells and helps to organize them into a tissue. The integrin-mediated connections enable cells to influence the spatial organization of the matrix by the application of contractile forces, while at the same time allowing them to actively probe the matrix rigidity (mechanosensing). Mechanical measurements on whole cells and tissues have demonstrated intriguing material properties, including strain-stiffening, a superior mechanical strength, and non-equilibrium behavior that originates from active stress generation by cells [2]. The nonlinear (strain-stiffening) response to external forces is thought to protect cells and tissues from mechanical damage.

To reveal the physical basis of these material properties, there has been extensive research on reconstituted model systems made of purified proteins [3]. The obvious advantage of such a bottom-up approach is that the molecular and structural complexity can be precisely controlled, making it easier to perform quantitative experiments and also to compare experimental results directly with predictions of theoretical or computational models. Experimental and theoretical studies of such simplified single-component biopolymer networks have shown that the nonlinear elasticity and superior strength of cells and tissues stems from the physical properties of these polymers. A common feature of cytoskeletal and extracellular matrix polymers is their large size (10-100 nm diameters and micron lengths) compared to standard synthetic polymers, and their high bending rigidity. These features ensure that they form space-filling elastic networks already at low volume fractions and that they exhibit strain-stiffening behavior [4]. This strain-stiffening response contrasts with the rather linear response of conventional synthetic polymers such as polyacrylamide. However, recent work demonstrated that supramolecular synthetic polymers can be designed to mimic the remarkable nonlinear rheology of cytoskeletal networks [5].

Most existing theoretical models of biopolymer networks treat the filaments as simple elastic beams or as semiflexible polymers, ignoring the internal molecular packing structure. However, there is experimental evidence for several polymers, including fibrin [6] and intermediate filaments [7], that the underlying molecular structure plays an essential part in the network mechanics, being essential for the polymer’s resilience and extensibility. In this chapter, I will provide an overview of the mechanical properties of the protein polymers that are primarily responsible for cell and tissue mechanics. I will focus on passive mechanical properties; reviews on the active mechanical properties of cells and tissues can be found elsewhere [1]. This chapter is partly adapted from an earlier, more extensive, review [8].
2 Structure and functions of biological protein polymers

2.1 Cytoskeletal polymers

Cytoskeletal polymers are supramolecular polymers built up from protein subunits linked via weak, non-covalent interactions. The specificity of these interactions results in highly ordered structures, while their non-covalent nature allows cytoskeletal protein polymers to (dis)assemble dynamically in response to biochemical or mechanical signals. This adaptability is crucial for processes such as cell migration, cell division, and tissue morphogenesis. A large number of accessory proteins such as molecular motors and crosslinkers organize the cytoskeletal polymers into higher-order structures that are tailored for specific tasks.

The cytoskeleton comprises three types of polymers that differ in structure, mechanical properties, and polymerization dynamics: actin filaments and microtubules, which are built of globular subunits, and intermediate filaments, which are built of fibrous subunits (Figure 2). All three polymers have lengths on the order of several µm and diameters of several nm (~10 nm for intermediate filaments, ~6 nm for actin filaments, and ~25 nm for microtubules). Actin and microtubules are conserved across the eukaryotic kingdom, being present in yeast, plant, and animal cells, whereas intermediate filaments are only present in animal cells.

*Actin filaments* are double-helical filaments formed by self-assembly of globular actin monomers (G-actin). The monomers are comprised of two domains separated by a cleft that binds a divalent cation and either adenosine triphosphate (ATP) or adenosine diphosphate
(ADP) [10]. The monomers assemble head-to-tail to form linear filaments that are structurally polar since the ligand-binding clefts of the monomers are all directed towards one end (denoted the „minus end“, while the other end is called the „plus end“). Actin monomers also associate via side-by-side contacts, forming a double-stranded helical structure with a 37-nm pitch [11]. The structural polarity of actin filaments is recognized by molecular motors (myosins), which take advantage of the polarity to move in a directional manner to transport cargo or slide (contract) actin filaments. Moreover, hydrolysis of the ATP bound to G-actin monomers that add onto the plus end of a growing filament provides chemical energy that maintains different monomer on- and off-rates at the two filament ends. The plus end has a higher on-rate than the minus end, leading to a phenomenon called treadmilling that allows actin filaments to exert polymerization forces to drive cell migration [12].

Accessory proteins organize actin filaments into different structures that can be classified as isotropic meshworks, branched networks, or stiff bundles [13]. In many cases, these structures are contractile due to the activity of myosin motor proteins. Right underneath the plasma membrane, actin and myosin for instance form a thin (100 nm) isotropic network known as the cortex, which is actively contracted by myosin motors [14]. During cytokinesis, the cortex transiently forms a contractile ring, which constricts and divides the cell. When adhered to a substrate, cells can actively migrate using a polymerization-based mechanism [15]. At the front of the cell, a thin, nearly two-dimensional branched array of actin filaments called the lamellipodium pushes the cell membrane forward, while at the back a contractile actin-myosin network exerts retraction forces to detach the cell from the substrate. In strongly adherent cells, actin and myosin form contractile bundles known as stress fibers, which span the cell and connect to focal adhesions [16]. In dense tissues, some cells can switch to alternative migration mechanisms involving myosin-induced membrane blebbing or matrix proteolysis [17, 18].

Like actin filaments, microtubules are made up of globular subunits, specifically heterodimers of α- and β-tubulin subunits. Both subunits bind guanine triphosphate (GTP) or guanine diphosphate (GDP), but the nucleotide binding site of the α-tubulin proteins is buried at the dimer interface [19]. The α-β-tubulin dimers assemble head-to-tail to form linear protofilaments, with α-tubulin at the “plus end” and β-tubulin at the “minus end”. Typically thirteen protofilaments associate side-by-side to form a hollow, cylindrical microtubule. Like actin filaments, microtubules are polar as well as non-equilibrium polymers, as a result of the hydrolysis of GTP bound to tubulin subunits that add onto the plus end of growing filaments. This leads to a phenomenon called dynamic instability, which allows microtubules to exert pushing and pulling forces, for instance at the cell cortex.

Due to their tubular structure and larger diameter, microtubules are stiffer than actin filaments by a factor of approximately 300 [20]. Their high rigidity allows microtubules to play a crucial role in organizing the cell interior and determining cell polarity. In interphase cells, microtubules usually emanate from a microtubule-organizing center positioned near the nucleus and grow radially outward toward the cell membrane, forming tracks for long-range cargo transport by kinesin and dynein motors [21]. When cells divide, the microtubules reorganize to form the mitotic spindle, which separates the chromosomes to the two daughter cells [22].

Intermediate filaments have a rather different structure from actin filaments and microtubules. The subunits are rod-shaped double-stranded parallel dimers with a length of 40–50 nm and a diameter of 2 nm. Intermediate filaments are encoded by 70 genes in the
human genome, which are often categorized into three assembly groups (I, II, III) that can coexist as three separate systems within the same cell [23]. One type of intermediate filaments, the *lamin*s, provides the membrane enveloping the nucleus with mechanical strength [24]. They polymerize by an assembly process involving head-to-tail polymerization [25]. The other intermediate filaments are found in the cytoplasm, and are expressed in a tissue-dependent and developmentally regulated manner. The most ubiquitously expressed intermediate filament types are *keratins* (in epithelial cells such as skin cells) and *vimentin* (in mesenchymal cells such as fibroblasts). Cytoplasmic IF proteins assemble into filaments via a multi-step pathway, where dimers first associate to form anti-parallel, approximately half-staggered tetramers, which laterally aggregate into unit-length filaments, which in turn longitudinally anneal to form filaments [23]. The fibrils subsequently mature by a compaction process. In contrast to actin filaments and microtubules, intermediate filaments are nonpolar: the two ends of the filament are identical. It is therefore believed that intermediate filaments do not serve as tracks for molecular motors. Instead, they are thought to endow cells with tissue-type dependent mechanical properties and with mechanical strength against large deformations.

2.2 Extracellular matrix polymers

The extracellular matrix is a composite meshwork of proteins and proteoglycans that forms the scaffold to which cells are adhered. There are two broad categories of extracellular matrices: basement membranes and connective tissue. Basement membranes are flat structures that provide a surface for attachment of polarized cell types such as epithelial and endothelial cells. In contrast, connective tissues provide a three-dimensional scaffold for cells. The main structural component of connective tissues is collagen. The collagen family encompasses 29 genetically distinct members, but the predominant collagen in all tissues except cartilage is type I collagen [26]. Collagen molecules consist of a remarkably long (300 nm) triple helix of three polypeptides, flanked by non-helical telopeptides (Fig. 2). Cells secrete collagen molecules with protective propeptides, which are removed in the extracellular space by enzymatic cleavage. This process triggers molecular self-assembly into stiff fibrils. The diameter and higher-order organization of the collagen fibers are tailored by auxiliary extracellular matrix components such as minor fibrillar collagens and small leucine rich proteoglycans to the specific functions of each tissue. In stiff tissues like tendon, collagen fibrils are aligned and have diameters around 200 nm to ensure tensile strength, whereas in the cornea, collagen fibrils form orthogonal meshworks and are only 30 nm thick to ensure optical transparency. It should be noted that, in addition to collagen, tissues contain a multitude of other structural macromolecules, which are expressed in a tissue-specific manner.

The molecular packing structure of collagen fibrils is remarkably ordered, with a precise axial stagger of 67 nm referred to as the “D-period”. The radial packing structure is more disordered, involving a densely interconnected assembly of right-handed, supertwisted pentamer microfibrils [27]. The axial packing order of the fibrils is essential to encode specific binding sites for cell adhesion receptors and extracellular matrix molecules. Moreover, the ordered structure is critical for the mechanical performance of tissues because it ensures that intermolecular crosslinks formed by lysyl oxidase - which are responsible for
Fibril integrity - are precisely localized to end-on molecular overlaps. This results in a specific crosslink spacing that provides an optimal balance between stiffness and toughness [28]. The hierarchical architecture of collagen fibers has made it difficult to dissect the individual contribution of each assembly level to the mechanical function. In situ X-ray scattering studies on tendons that are mechanically stretched suggest that all hierarchical levels contribute to the macroscopic response [29, 30].

A second protein filament in the extracellular matrix with very interesting mechanical properties is fibrin. Fibrin is a major protein in blood plasma that assembles into tough fibrous blood clots upon vascular injury. The immediate function of these clots is to stop blood loss, but they also serve as a temporary extracellular matrix that recruits cells that repair the wound [31]. Fibrinogen, the soluble precursor of fibrin, is a hexamer comprised of two sets of three
polypeptide chains, referred to as Aα, Bβ and γ (Fig. 2). The carboxy-terminal portion of each Aα-chain forms a compact αC-domain that is connected by an unstructured and flexible αC-connector region to the central region of the fibrinogen molecule. Polymerization is initiated by the enzyme thrombin, which cleaves two protective fibrinopeptides from the central E-domain, thus exposing so-called A- and B-knobs. The activated fibrin monomers spontaneously assemble in a half-staggered manner to form double-stranded protofibrils. This is encoded in non-covalent interactions of the A- and B-knobs with complementary a- and b-holes on the ends (distal D-domains) of adjacent fibrin molecules. The protofibrils subsequently bundle to form fibers. Bundling is mediated in part by interactions of the long and flexible αC-regions that project out from the surface of adjacent protofibrils. Fibrin fibers have a more open structure compared to collagen fibers, which gives them a lower bending rigidity. Biophysical studies have shown that fibrin networks are among the most resilient naturally-occurring polymer networks: fibrin networks can stiffen up to 1000-fold when sheared or stretched, and the individual fibers that build the networks can be stretched up to four-fold their original length before they break [6, 32].

3 Semiflexible polymer models

3.1 Single polymer mechanics

Mechanical models of cytoskeletal and extracellular matrix polymers usually ignore the molecular packing structure of the filaments, coarse-graining the filaments as (athermal) elastic beams or as semiflexible polymers. Semiflexible polymer models approximate the filaments by a smooth linear contour that resists bending with a quantity, κ, called the bending modulus. In the absence of thermal fluctuations, linear polymers would assume a straight shape. At finite temperatures, however, thermal fluctuations will cause these polymers to bend. The rigidity of semiflexible polymers is often quantified by the persistence length l_p, which is defined as the decay length of angular correlations along the polymer contour. The persistence length is related to the bending modulus by \( \kappa = k_BTl_p \), where \( k_B \) is Boltzmann’s constant and T is temperature. The persistence length can be easily measured by observing the thermal bending undulations of protein polymers by time-lapse fluorescence microscopy, as demonstrated for actin filaments, microtubules, and intermediate filaments [20, 33].

Based on the persistence length \( l_p \) relative to the contour length \( L \), we can distinguish between three classes of polymers. If the polymer backbone offers little resistance to bending \( (l_p << L) \), the polymer is known as a flexible polymer. Since thermal fluctuations dominate, the polymer is bent into a coil whose conformation is well described by a fractal contour [34]. In the opposite limit \( (l_p >> L) \), the polymer is sufficiently stiff to resist thermal fluctuations and can be modeled as a rigid rod [35]. Collagen filaments fall into this category as a result of their large (~100 nm) diameter and tight molecular packing structure. A third, and intermediate, regime occurs when \( l_p \sim L \). In this regime, thermal fluctuations cannot be neglected, and the polymer has a mostly straight shape but with undulations. Polymers in this intermediate regime are called semiflexible. Cytoskeletal filaments fall in this category, having contour lengths of several \( \mu \)m, and relatively large persistence lengths that range from 0.5-1 \( \mu \)m for intermediate filaments, to ~10 \( \mu \)m for actin filaments and several mm for microtubules. The small persistence length of intermediate filaments is surprising, given that their diameter (10 nm) is intermediate between those of actin filaments (6 nm) and
microtubules (25 nm). This suggests that the internal molecular packing structure of intermediate filaments affects their mechanics. It has been suggested that sliding between the fibrous subunits may act to lower the bending rigidity [7]. Despite their large (~100 nm) diameter, fibrin fibers also behave as semiflexible polymers. This is a result of their open bundle-like structure, made up of protofibrils separated by large water-filled interstices [6].

Because semiflexible polymers bend in response to thermal forces, their response to an applied pulling force is entropic in origin. Pulling straightens out the thermally-induced bends and thereby causes a reduction of the conformational entropy of the polymer [36]. The amplitude of thermally induced bends in the polymer depends on wavelength, typically quantified through the wave vector \( q = n \pi / L \), where \( n = 1, 2, 3, \) etc. In the presence of an external pulling force \( f \), the amplitude \( u_q \) of bending mode \( q \) is given by

\[
\langle |u_q|^2 \rangle = \frac{2k_B T}{L} \left( k_q^2 + fq^2 \right)
\]

Long-wavelength bends (low \( q \)) have the largest bending amplitudes, while short-wavelength bends (high \( q \)) decay quickly, as \( q^{-4} \). Applying a pulling force \( f \) reduces the transverse bending amplitudes \( u_q \), resulting in an effective restoring force in the linear response regime given by:

\[
f \propto \frac{l_p \kappa}{L^4} x
\]

where \( x \) denotes the displacement of the end-to-end-distance vector of the polymer contour from its equilibrium length. The effective spring constant of a semiflexible polymer is thus \( l_p \kappa L^{-4} \). This expression was experimentally verified with optical tweezers for actin filaments as well as microtubules [37]. Once the excess length stored in thermal fluctuations is pulled out, the polymer strongly resists further stretching, leading to strong stiffening. However, at large enough pulling forces, the polymer backbone can be stretched. The entropic spring model can be generalized to this situation by introducing an enthalpic quantity called the stretch modulus, \( \mu \) [4, 38]. Experimental evidence suggests that actin filaments and microtubules break before they are substantially extended, whereas intermediate filaments and fibrin fibers can be stretched up to 4-fold before they break [7, 32]. Fiber breakage and extensibility is governed by the internal packing structure of the fibers. In case of intermediate filaments and fibrin fibers, the bundle-like packing of the fibrous subunits apparently promotes extensibility by mechanisms involving subunit sliding and/or forced unfolding [7, 32, 39, 40].

The force-extension relation of semiflexible polymers is highly asymmetric. Under a compressive force, semiflexible polymers readily undergo a buckling instability once the load exceeds the critical Euler force, \( f_c \) [35]:

\[
f_c \propto \kappa L^2
\]

Actin filaments can thus withstand pulling forces but not pushing forces. However, bundling as well as coupling to other cytoskeletal structures can reinforce the filaments against compressive loads [41, 42]. Importantly, the buckling force sets a limit on the maximal protrusive force that growing actin filaments or microtubules can exert. Given that microtubules are 300-fold stiffer than actin filaments, they are more stable against
compressive forces [43]. Some theoretical models of cell mechanics therefore assume that microtubules act as compressive struts whereas actin filaments and intermediate filaments act as tensile elements [44].

3.2 Mechanics of entangled polymer networks
The viscoelastic properties of a solution of semiflexible polymers are strongly dependent on the polymer concentration. In the dilute regime, when the polymer number density \(c\) is much less than \(L^{-3}\), neighboring filaments are spaced far enough apart that they do not significantly interfere with each other’s motions. However, once the number density increases beyond \(L^{-3}\), the filaments start to interact via excluded volume interactions. In this entangled regime, the diffusion of each rod is constrained by its neighbors, as modeled by the classical reptation model of Doi and Edwards [45]. In this model, each filament is confined to an elongated virtual tube formed by the presence of neighboring rods and slides back and forth along this tube in a snake-like motion called reptation. The tube model was directly confirmed via experiments on actin filaments, by tracking the diffusion of fluorescently labeled filaments in a dense (0.1 to 2 mg mL\(^{-1}\)) background of unlabeled actin filaments [46].

Entangled polymer networks are viscoelastic, exhibiting a frequency-dependent rheological response with a viscous as well as an elastic component. The response of a viscoelastic material to an applied shear stress is given by the complex shear modulus, \(G^* = G' + iG''\), where \(G'\) is the storage modulus measuring elastic behavior while \(G''\) is the loss modulus measuring the viscous behavior. Experimentally, \(G^*\) is usually determined by rheometry, applying a small oscillatory shear strain of controlled frequency to the polymer solution contained between two concentric plates, and measuring the resultant oscillatory shear stress response. The stress/strain ratio provides \(G'\), while the phase shift between the stress and strain signals reflects the extent of viscous dissipation. At small frequencies, corresponding to times longer than the reptation time of the filaments, entangled polymer solutions behave as viscous liquids, whereas at higher frequencies, the solutions behave as elastic solids. For actin filaments, which have typical lengths of several micrometers, the reptation time scale is on the order of minutes to hours [47]. Theoretical models predict, based on scaling arguments, that the elastic modulus depends on two concentration-dependent length scales [48] according to:

\[
G' \approx \frac{k_BT}{\xi^2 l_e} \tag{4}
\]

The two length scales are the mesh size \(\xi\), and the entanglement length \(l_e\), which describes the typical length over which filament entanglements restrict thermal fluctuations. The mesh size scales as \(\xi \sim \phi^{-1/2}\) \(a\) (where \(a\) is the filament diameter) for random networks of rigid filaments [49], while the entanglement length scales as \(l_e \sim (a^4 l_p)^{1/5} \phi^{-2/5}\) [50]. Thus, \(G'\) should increase with polymer volume fraction as \(\phi^{7/5}\). This prediction was experimentally verified for entangled actin networks [47]. Intermediate filaments and microtubules exhibit more complicated dependencies of \(G'\) on filament density as a result of attractive filament interactions that depend on temperature and added salts [51, 52].
3.3 Mechanics of crosslinked polymer networks

Both intracellular and extracellular protein filament networks are usually crosslinked. In case of extracellular polymers such as collagen and fibrin, these crosslinks are covalent molecular bonds created by enzymes. Moreover, fibrin and collagen networks are usually branched, exhibiting an average coordination number close to 3 [53, 54]. In case of the cytoskeleton, crosslinks are transient, because they are created by specialized crosslinking proteins that transiently and specifically bind to the cytoskeletal filaments. Examples of well-studied crosslinking molecules are the homodimeric actin crosslinkers filamin and α-actinin and the monomeric crosslinker fascin [13]. Experiments with purified actin have shown that these crosslinkers can organize actin filaments into bundles, isotropic networks, or mixed network/bundle phases, depending on crosslinker concentration and on the molecular structure and size of the crosslinker molecule. There have been efforts to theoretically predict the network structure by analytical approaches and computer simulations [55], but the interplay of crosslinker protein structure and binding kinetics is still not entirely clear. Theoretically predicting network structures is further hampered by the possibility of nonequilibrium network structures [56].

Introducing crosslinks in a network of entangled semiflexible polymers introduces a new length scale important for the network mechanics, called the crosslink distance $l_c$. This distance is a key parameter that determines whether a macroscopically imposed network deformation locally results in filament stretching or filament bending. When a macroscopic shear strain results predominantly in filament stretching, the network experiences affine (uniform) deformations. Since all filaments experience exactly the same deformations, the network elasticity can in this case be calculated analytically by orientationally averaging over the force-extension response of each filament [4]. Provided that thermal fluctuations are appreciable and the network is isotropic and randomly crosslinked, the storage modulus depends on the crosslink concentration (molar ratio of crosslinks to actin monomers) $c_x$ according to [57]:

$$G'_{\text{affine}} \propto c_x \mathcal{N} \rho^3 \frac{1}{l_c^3}$$  \hspace{1cm} (5)

This relation was experimentally verified for actin filaments crosslinked with the protein scruin [57] as well as for intermediate filaments crosslinked with divalent cations [58].

When the filaments are very stiff and/or when the network connectivity is low, it will be more energetically favorable for the filaments (or bundles) to bend rather than stretch when a macroscopic shear stress is applied, resulting in nonaffine deformations. Compared to an affinely deforming networks, the network stiffness will always be lower since nonaffinity increases the number of degrees of freedom in the system. In this case, it is much more challenging to theoretically predict the elastic modulus of the network. This regime has therefore mostly been explored by computer simulations of Mikado models (randomly deposited rigid rods) and disordered lattices. Since the connectivity of biological polymer networks is usually somewhere between 3 (for a branched networks) and 4 (for a crosslinked network), they are in principle in a sub-marginal state: their average connectivity is lower than the Maxwell criterion, which states that networks of springs are stable only when the average connectivity (in 3D) is at least 6. Computer simulations demonstrated that biopolymer networks are nevertheless stable, due to the high bending rigidity of the filaments [59]. Also stresses, such as tensile forces applied by motors, can stabilize initially floppy (submarginal) networks [60]. The simulations predict a strong dependence of the network
mechanics on fiber length. The bending-dominated (nonaffine) elastic regime is controlled by fiber length, and for long enough filaments there is a crossover to a stretch-dominated (affine) regime [61].

When biopolymer networks are subjected to large shear stresses, they tend to stiffen strongly. This nonlinear response poses technical challenges for measuring the rheological properties in a quantitative fashion. When a large oscillatory stress is applied, the strain response tends to deviate strongly from a sinusoidal shape and the shear modulus extracted from the stress-strain ratio represents only the first harmonic component of the response. Most studies on actin networks therefore report instead the differential storage modulus, \( K' = [\delta\sigma / \delta\gamma] |_{\sigma_0} \), which is the local tangent of the stress-strain curve. \( K' \)-values can be directly compared with theoretical predictions based on semiflexible polymer models [62, 63]. \( K' \) is usually obtained by a differential prestress (also known as parallel superposition) protocol, where small amplitude oscillations are superimposed on a steady-state shear flow. An alternative protocol, which is more suitable for materials exhibiting creep such as entangled actin solutions, is a strain rate ramp protocol, where \( K' \) is extracted by differentiating the stress/strain curve measured at different strain rates.

In the limit of semiflexible polymers, where thermal fluctuations are appreciable, the origin of the strain-stiffening behavior is the asymmetric, entropic force-extension behavior of the filaments, which are easily buckled but strongly resist stretching. Provided that the networks deform in an affine manner, the differential elastic modulus is predicted to increase with stress \( \sigma \) according to \( K' \sim \sigma^{3/2} \) [57]. This prediction was indeed confirmed in measurements on actin networks crosslinked with scruin [57] and intermediate filament networks crosslinked by divalent cations [58]. In case of actin networks, there have been a few studies that showed how the strain-stiffening response is modified by molecular properties of the crosslinker protein such as its mechanical compliance [64, 65] and its force-dependent dissociation kinetics [66]. For networks of intermediate filaments and fibrin fibers, a more complex strain-stiffening response is observed, where the initial entropic stiffening regime is followed by an enthalpic regime that originates from the extensibility of the fiber backbone [6, 58]. In case of fibrin, the networks furthermore exhibit a distinct strain-stiffening regime at high strain, which reflects the fact that the polymers themselves stiffen when they are highly stretched. This fiber stiffening response is probably a result of force-induced monomer unfolding [32].

Networks of rigid actin bundles [67] or collagen fibers [68], for which thermal fluctuations are negligible, also tend to strain-stiffen. In this case, computer simulations indicate that strain-stiffening is a consequence of a transition from bending-dominated (nonaffine) elasticity at small strain to stretching-dominated (affine) elasticity at large strain [61, 69, 70]. Imaging of sheared networks by confocal fluorescence microscopy has indeed provided direct evidence of geometric realignment of these networks [39, 71, 72].

4 Summary and outlook

In this chapter, I have provided an introduction to the passive mechanical properties of cytoskeletal and extracellular matrix biopolymers based on experimental insights gained by studying simple purified model systems, theoretical modeling, and computer simulations. Actin filaments and microtubules, which are comprised of globular subunits held together by
weak lateral and longitudinal bonds, are generally well approximated as semiflexible polymers. Intermediate filaments and fibrin fibers, which are rope-like bundles of fibrous subunits, exhibit more complex mechanical properties. Like actin filaments and microtubules, they exhibit entropic elasticity for small strains. However, at large strains, they exhibit elastomeric behavior that somehow originates from their hierarchical molecular structure. Networks of stiff polymers like actin bundles or collagen fibers also exhibit highly non-linear mechanical properties, but in this case the network mechanics is governed by nonaffine bending at small strain and affine stretching at high strain.

Dissecting the contributions of each level of hierarchy to the macroscopic mechanical response of biopolymer networks poses major experimental as well as theoretical challenges, requiring multiscale approaches. On the experimental side, combinations of macroscopic mechanical measurements with in situ X-ray scattering [29, 30, 32] or with IR-vibrational spectroscopy [73] provide a promising route. Moreover, with recent technical advances in biophysics and nanotechnology such as optical tweezers, atomic force microscopy, and microelectromechanical devices, it is now possible to measure mechanical properties of individual molecular subunits and individual fibrils [37, 74, 75]. On the theoretical side, an interesting way forward to model a multiscale system such as actin bundles or fibrin fibers is to treat the filaments as semiflexible polymer bundles. This approach allows one to account for the details of the coupling between the constituent monomers [76] and for crosslink reversibility [77]. In addition, computer simulations will greatly benefit from systematic coarse-graining approaches in order to simulate multi-scale hierarchical polymers such as collagen from the atomic up to the fiber/network scale [78]. Another key challenge for the future is to bridge between the relative simplicity of one-component polymer networks and the complexity of whole tissues and cells. This involves considering the synergistic properties of composite networks of polymers of distinct bending rigidities [79] as well as the role of active driving forces coming from molecular motors and non-equilibrium polymerization dynamics [80]. Moreover, biophysicists are increasingly turning to quantitative experiments and coarse-grained modeling of entire living cells or even model organisms such as C. Elegans embryos [81, 82].
Elegans and coarse-grained modeling of entire living cells or even model organisms such as dynamics. Moreover, biophysicists are increasingly turning to quantitative experiments active driving forces coming from molecular motors and non-equilibrium polymerization of composite networks of polymers of distinct bending rigidities as well as the role of the complexity of whole tissues and cells. This involves considering the synergistic properties future is to bridge between the relative simplicity of one-component polymer networks and reversibility. In addition, computer simulations will greatly benefit from systematic collagen from the atomic up to the fiber/network scale. Another key challenge for the coarse-graining approaches in order to simulate multi-scale hierarchical polymers such as mechanical properties, but in this case the network mechanics is governed by nonaffine for the details of the coupling between the constituent monomers and for crosslink individual molecular subunits and individual fibrils. On the theoretical side, an microelectromechanical devices, it is now possible to measure mechanical properties of biopolymer networks poses major experimental as well as theoretical challenges, Dissecting the contributions of each level of hierarchy to the macroscopic mechanical bending at small strain and affine stretching at high strain. for the intermediate molecular subunits, exhibit more complex mechanical properties. Like actin filaments and microtubules, polymers. Intermediate filaments and fibrin fibers, which are rope-like bundles of fibrous weak lateral and longitudinal bonds, are generally well approximated as semiflexible bending at small strain and affine stretching at high strain. Networks of stiff polymers like actin bundles or collagen fibers also exhibit highly non-linear elastomeric behavior that somehow originates from their hierarchical molecular structure. They exhibit entropic elasticity for small strains. However, at large strains, they exhibit mechanical measurements with X-ray scattering or with IR-vibrational spectroscopy provide a promising route. Moreover, with recent technical advances in biophysics and nanotechnology such as optical tweezers, atomic force microscopy, and spectroscopy. The following references are relevant:
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1 Introduction

As a consequence of evolution biological materials like human skin are the most advanced functional systems. They differ from synthetic materials that we know in everyday life at least in their ability to considerable self-repair [1,2,6,10,11]. Natural materials thus continuously adapt and so are responsive to damage. It would not be the first time that mankind is making use of this wealth of examples in nature e.g. to construct buildings or develop new machinery. Rubbers are used in many everyday applications as sealing elements or joints, vibration damper and many more. During use they are subjected to fatigue, impact, abrasion, wear etc., which causes formation of small fractures. Those can lead to irreparable failure, limiting the life time and requiring frequent replacement. This causes significant investments and waste of time. Including self-repair concepts to elastomers would be beneficial to prolongate their service time. This is especially important in areas where repair or replacement of parts is very costly and impractical e.g. aeronautic and astronatic applications. Unexpected damages from impacts of dust and interstellar rocks in space require strong innovative materials that ideally can repair itself. Hairline cracks cause major damage over time and lead to cata-strophic failure [1]. In this time-limited short survey we aim at scratching the rich field of current self-repairing matters and methods. Furthermore, this review will be entirely restricted to polymeric materials, although there are many more applications. We leave out concrete, ceramics and even nanocomposites [11]. The idea of self-repair is not at all new and attempts can be traced back to the early days of synthetic polymer chemistry more than a century ago, especially in the field of tire development. Fig 1 shows the heading of a patent specification, that was filed in the year 1896. Therefore, in the present review, the most common self-healing strategies, their classification and properties will be covered without having the claim to be complete. We strongly suggest the interested reader to look up the cited, exciting and for sure inspiring literature and references therein to get a complete picture of the broad field of self-healing materials [5,6,8,11].

Designing novel materials for the future is an inter-disciplinary process and requires the joint efforts of microscopic and macroscopic studies into the fundamental principles. With some intelligence one may arrive at a knowledge-based transfer between the different levels of complexity that distinguish nature and well-defined molecular details.

As we will discuss in the manuscript, the possibility and the concept of self-healing is associated with at least a partial mobility in a polymeric matrix. A molecular ‘glue’ is required which rejoins the fractured sections of cracks. This molecular glue always needs a combination of physical and chemical healing principles. Ideally, damage sensors or triggers would detect the damage automatically and could initiate the healing process, either by transport of the healing agent into the troubled zone or by entering into the mending reaction itself. Skin e.g contains millions of microscopic nerves and nerve endings that signal the brain. Often this self-monitoring allows one to react on time to the warning and to avoid serious injury. On the long-term, nanometer-scaled sensors in materials to self-monitor would be highly beneficial. Damage prevention is certainly good but the question is whether the amplitude of damage or its impact can be predicted in the necessary accuracy? Therefore, a more important property is damage management, which relates to the intrinsic capability to repair the generated damage in situ. Ideally, microcracks are efficiently repaired and the original function is restored quantitatively to grant the “life-long” performance observed in skin tissue.
The manuscript is divided in following sections: first, we will discuss self-healing in polymers along a concept called dynamic bonding, in various aspects. Thereby we will refrain from many chemical details and refer e.g. to the contribution about Functional Polymers by M. Möller (RWTH Aachen). Instead, some generic examples will be strongly simplified and highlighted. After this, attention is given to the physical characterization or validation of the mechanisms and finally we switch to some current applications and show up future directions. During the lecture the matter will be illustrated by some impressive video material and ongoing research at the JCNS-1.

**Fig. 1:** Filed patent in self-healing dating back to 1896

## 2 Dynamic Bonds

Before we diversify we note that there are several ways to classify self-healing processes in polymers [2,7,8,11]. For the sake of generality we will not distinguish them according to monomeric type nor application. The ability of a material to heal damages leads to mainly two classes: *automously* repairing polymers, without any external mostly human intervention or stimulus, and *non-autonomously* healing after an impulse is given. Sometimes also the terms “extrinsic” and “intrinsic” self-healing concepts are found. In case of extrinsic self-healing materials, the healing process is based on external healing components (i.e. micro- or nanocapsules) intentionally pre-embedded into the matrix materials which itself is inactive. These capsules can provide the mobile phase as a result of damage. Alternatively, intrinsic self-healing requires no separate healing agent. The molecular mechanisms involved in this healing process consist of physical interactions and chemical interactions. The system utilizes an inherent material triggered either by a damage event or in combination with an external stimulus. The classification is not well defined and we have opted here to argue along the concept of dynamic bonding which to our opinion describes in the best way the mechanisms of self-repair via local chemistry. This precludes the already mentioned most famous and old mechanism of autonomous extrinsic repair. However, to maintain the review character of this contribution, it will be shortly reviewed as well.

Any type of bond that undergoes reversible breaking and reformation selectively, under equilibrium conditions, can be termed a “dynamic bond” [2]. It can be either self-complementary i.e. linking the same functionality, or hetero-complementary if two different functional groups are concerned. We distinguish in the following “dynamic covalent bonding” and “dynamic non-covalent bonding” and refer to the other as “non-dynamic covalent bonding”. Both concepts of dynamic and non-dynamic covalent bonding act on different
length scales: whereas chemical bonding is a typical molecular scale approach and depends on the local chemistry of the partners, the encapsulation of solvents, healing agents, monomer and catalysts is mesoscopic in nature and deals with at least micron-sized bubbles or channels.

2.1 Non-Dynamic Covalent Bonding-Based Self-Healing
The encapsulation approach has been mainly developed for crosslinked materials [7]. The underlying mechanism is called autonomous since the repair is triggered by the damaging process itself. However, it is a good example of an irreversible covalent bond formation. Fig. 2 illustrates shortly the process: a microcapsule is ripped open by a propagating crack after which the contents are either set free into the matrix where the reaction can proceed locally, or a catalyst is drawn into the microcapsule by capillary forces and crosslinks the interior of the capsule. Cracks can be effectively stopped in this way. A major disadvantage is that the healing process is one-time-only and thus cannot be repeated. Furthermore, attention should be paid not to pre-damage the capsules during polymer processing. One classical system uses a catalytic metathesis reaction with a ruthenium-based Grubbs catalyst and dicyclopentadiene monomers inside a 10-10000 µm-large microcapsule. The ring-opening metathesis polymerization (ROMP) proceeds as long as 30°C<T<120°C. This rather ambient temperature window strongly limits new applications in more harsh conditions and environments.

![Microencapsulated healing agent](image1)

![Healing agent](image2)

![Polymerized healing agent](image3)

Fig. 2: Encapsulation: a crack is stopped by post-polymerization [11]

2.2 Dynamic Covalent Bonding-Based Self-Healing
One approach to introduce processability into cross-linked polymers is the introduction of reversible cross-links in polymeric systems [8,10,11]. The nature of dynamic covalent cross-links, whether they are at equilibrium or triggered via an external stimulus, is an important
issue if a material is to be tailored for a specific application. In addition to re-fabrication and recyclability, reversible cross-links exhibit self-healing properties. However, a reversible cross-linked system does not show self-repairing ability by its own. An external trigger such as thermal, photo-, or chemical activation is needed to achieve reversibility, and thereby the self-healing ability. Thus, these systems show a non-autonomic healing phenomenon. Such dynamic covalent bonds then behave more or less like traditional covalent bonds. The material in which they are embedded, however, can still exploit the inherent dynamic features.

- **Diels-Alder:**

The Diels-Alder cycloaddition is of interest for repair mechanisms in polymers due to the existence of its reverse or retro-reaction. Whereas the 4+2 cycloaddition of a 1,3-diene and a dienophilic group already proceeds at almost ambient conditions through a 6-center mechanism, leading to a coupled product (see Fig. 3), increasing the temperature typically above 100°C reverses the path way. The self-healing activity is thus connected with the 2 groups which are either incorporated in side chains of the backbone polymer or make up the backbone itself [7]. Despite its success and ease of reaction the efficiency is rather low.

![Fig. 3: General reversible Diels-Alder scheme](image)

- **Di-Sulfide Links:**

The use of allylic disulfide linkages in self-healing materials has become popular due to their reversible cleavage [2,6]. The mechanism can involve radical or anionic intermediates and it is assumed that under mechanical load stress is locally released by cleavage of the bonds whereafter the system re-assembles and adopts a new stress-free state. The speed of reaction is strongly related to the unsaturation in the beta-carbon and is reported to be ineffective with aliphatic disulfides. A scheme showing the formation of the bonds is given in Fig. 4. It is clear that a combination of several mechanisms – in the example additional hydrogen-bonding (Fig. 5) - simultaneously yields the next generation of self-healing materials [5].

![Fig. 4: Thiol-disulfide reaction involving a radical intermediate](image)
2.3 Dynamic Non-Covalent Bonding-Based Self-Healing

In comparison to the above mentioned covalent counterparts, dynamic non-covalent bonds are in a continuous equilibrium and due to their weaker nature, they are more affected by factors such as thermal fluctuations, concentration, and solvent. Nevertheless, robust self-healing polymeric materials have been prepared using this type of interaction. The issues to deal with are primarily the time-scale of the dynamics, especially in relating the bond dynamics to the time scale of healing and also the strength of the formed associates.
Self-Healing Polymers

- **Supramolecular Chemistry H-bonds:**

Hydrogen bonds play a prevalent role in functional biomaterials. Hence, hydrogen bonding has been extensively studied in supramolecular chemistry, both from a fundamental and an application driven viewpoint [3,4,6,8,9]. These principles are adapted in self-healing biomimetic polymeric materials.

In a dilute solution of telechelically modified polymers the polymerization degree (DP) strongly depends on the concentration, [M], of single supramolecular units and their respective equilibrium binding constants, $K_a$, following $DP \sim \sqrt{K_a[M]} [2,3]$.

Long supramolecular polymer chains can only be achieved through multiple complementary hydrogen bonding interactions (Fig. 6). As the list of references and applications is very long we focus here on two approaches. Famous work was performed by the Meijer group in Eindhoven, using the UreidoPyrimidone (UPy) unit [3]. This has led to various applications in the field of supramolecular polymers. The general scheme is following:

**Fig. 6:** Quadruple Ureidopyrimidone-linker, linear aggregation and resulting supramolecular rubber [3]

A further boost was given recently by the Leibler group in Paris [4]. Here, the components are aliphatic dimers and trimers of commercial fatty acids which, combined with a triamine and urea produced a material which is network-like and entirely builds upon a high number of hydrogen bridges.

**Fig. 7:** Natural fatty acids, combined with urea lead to a fully dynamic network [4]
This rubber is amorphous at room temperature and dissolves its network upon temperature increase. The bonds open and the material can be reshaped (Fig. 7). Together with the high stability of the intermolecular bonds also a strong self-healing effect is found: fresh-cut surfaces intermolecularly diffuse and after 3 h the original Young modulus is restored! The efficiency of self-healing is matter of definition and treated later. A noted disadvantage is that the healability is retained only for a short time after the fracture event. Thermodynamic more stable structures may have formed and prohibit a new association.

- **Supramolecular Chemistry: $\pi-\pi$:**

Self-healing materials based on aromatic $\pi-\pi$-stacking interaction have been of interest as a convenient counterpart for the above mentioned hydrogen bonding mechanism [6,10,11]. A certain advantage is the insensitivity to humidity which destroys supramolecular H-bonding and saturates the supramolecular interactions with water molecules. Burattini reported the combination of $\pi$-electron-rich and $\pi$-electron-poor moieties. Fig. 8 illustrates how two $\pi$-electron-poor units which are connected by a flexible ‘hinge’ are able to back-fold and form a sandwich with a $\pi$-electron-rich donor by which a stacking situation arises. This aggregation modus typically shows high equilibrium constants. To overcome the rather high $T_g$ of such materials heat is needed to start the self-healing processes. The strength and directionality of the interactions can be greatly enhanced by tailoring the electronic properties of the two different aromatic components.

![Fig. 8: Example of a stacking geometry](image.png)

- **Metal-Ligand Coordination:**

For the design of supramolecular networks based on metal-ligand interactions, Pd and Pt in connection with suitable ligands are most often selected [6]. In order to create supramolecular networks the ligand requires at least two mono- or polydentate functionalities which are linked by a spacer group. Furthermore, the choice of the metal ranging from main- to transition-group metals to lanthanides and the oxidation state influences the stability of the generated complex and thus the dynamics as well as the reversibility of the metallo-supramolecular interaction. For this class, weak reversible interactions between the transition metals and e.g. aromatic amines like pyridine are chosen. The generic scheme is shown in Fig. 9 from which it is clear that the system can also adapt reversibly to stress. The method is not yet very popular and suffers from the presence of the metallic component. On the other hand, it is insensitive to moisture.
This rubber is amorphous at room temperature and dissolves its network upon temperature increase. The bonds open and the material can be reshaped (Fig. 7). Together with the high stability of the intermolecular bonds also a strong self-healing effect is found: fresh-cut surfaces intermolecularly diffuse and after 3 h the original Young modulus is restored! The efficiency of self-healing is matter of definition and treated later. A noted disadvantage is that the healability is retained only for a short time after the fracture event. Thermodynamic more stable structures may have formed and prohibit a new association.

Supramolecular Chemistry: $\pi-\pi$: Self-healing materials based on aromatic $\pi-\pi$-stacking interaction have been of interest as a convenient counterpart for the above mentioned hydrogen bonding mechanism [6,10,11]. A certain advantage is the insensitivity to humidity which destroys supramolecular H-bonding and saturates the supramolecular interactions with water molecules. Burattini reported the combination of $\pi$-electron-rich and $\pi$-electron-poor moieties. Fig. 8 illustrates how two $\pi$-electron-poor units which are connected by a flexible 'hinge' are able to back-fold and form a sandwich with a $\pi$-electron-rich donor by which a stacking situation arises. This aggregation modus typically shows high equilibrium constants. To overcome the rather high Tg of such materials heat is needed to start the self-healing processes. The strength and directionality of the interactions can be greatly enhanced by tailoring the electronic properties of the two different aromatic components.

Fig. 8: Exemplary pyridine-metal interaction and use in dynamic networking [6]

- **Ionomers:**
The metal-ligand coordinative structures differ from so-called ionomers in that there is no charge involved [6,11]. Ionomers, on the other hand, are polymers which carry an appreciable

Fig. 9: Exemplary pyridine-metal interaction and use in dynamic networking [6]

Fig. 10: Ionomer composition and schematized ballistic self-healing
amount of ions. Typical ionomers have grafted arms with acidic functions which are neutralized by a base. In this way separated ion-pairs result which form aggregates. The strong similarity with block copolymer micro-phase separation results from the fact that the charged groups tend to cluster into domains, and therefore charges are shielded from the amorphous matrix. The interactions are of electrostatic nature. The healing effect with ionomers has been demonstrated e.g. after a ballistic impact. In this case the energy required to facilitate self-healing is provided by the projectile. The process sets in due to the activation during high energy impact. This is an example where the type of damage and damage conditions must work in a synergistic manner with the polymeric structure. The structure of an ionomer and the self-healing process is summarized in Fig. 10.

### 3 Physical Characterization and Efficiency

Although not discussed in the former sections, one-time healing mechanisms have the strong disadvantage that a renewed microcrack at the same spot cannot be closed anymore. Intrinsic self-healing materials on the other hand can always be healed multiple times as the self-healing process and therefore the recovery of the materials properties are inherent to the system. A number of different methods have been developed to characterize and validate self-healing abilities that are based on different mechanisms and result in different material properties. These methods are rooted in engineering science and are based on complex theories of damage and fracture mechanics that will not be reviewed here [1,7,8]. Instead, this section will enumerate some definitions for the efficiency of the process and try to make a link from the macroscopic testing towards meso- or microscopic scales. Therewith, fundamental theories dealing with polymer dynamics and rubber elasticity can enter in the description and even constitutive models can be developed. Of course, all physical self-healing approaches like intermolecular diffusion or melting can also be considered as multiple time healing processes.

Healable materials are expected to regain their strength after a damage event. In Fig. 11 the tensile modulus of a system subject to consecutive break/heal cycles is shown. The efficiency of repeated repairing clearly depends on the material itself and the cycles may have several effects on the material. Thus, ultimatively, the performance of a sample will degrade, but, depending on the timescales involved, this may be adequate to fulfill the typical lifecycle of the product.

![Fig. 11: Ideal and real material strength after repeated self-healing cycles](image-url)
We need to quantify the loss in performance of the healed material. This is expressed in the ‘healing efficiency’, \( R(f) = \frac{f_{\text{healed}}}{f_{\text{initial}}} \), determined by the ratio of a specific mechanical property, \( f \), of the material after healing and the initial state. Healing efficiency is therefore an easy parameter to obtain but the simplicity is misleading. A cross-correlation with different techniques is advantageous. In a typical break/heal experiment, a variety of mechanical properties for \( f \) are at hand: \( f = \) (tensile modulus, elongation at break, stress at break, modulus of toughness). At the ultimate tensile strength the material breaks. The energy required to break the sample is related to the area under the stress-strain curve and is referred to as the modulus of toughness.

Mechanical methods are most commonly used to detect and quantify the repair of a material. In a static experiment a constant force is applied to a pre-cracked sample which is typically shaped as a tapered double cantilever beam. The distance between the precrack and the spot where the force is applied is followed (Fig. 12). If the load is removed and the crack is allowed to heal through one of the above mentioned mechanisms, the crack length will again reduce and the ratio of the lengths defines the efficiency. For elastic samples, this geometry is not suitable and dog-bone shapes are chosen. The sample is not precracked. Instead, the sample is brought to rupture in the middle, whereafter the surfaces are allowed to interdiffuse, interreact and self-heal. From the comparison of the stress vs strain curves the relevant parameters can be deduced.

\[ \text{Fig. 12: Double cantilever beam, crack propagation and subsequent healing [8].} \]

Instead of this monotonic static approach, also fatigue testing is common: here, the samples are tested oscillatory and the number of cycles of both virgin and healed samples before fatal rupture or reference value can be used for the efficiency measure.

From the scientific point of view the rheological technique is the most appropriate. The inherent transient behavior that self-healing polymers exhibit has already led to different models of rubber elasticity, where two different kind of bonds determine the elastic behavior. Polymers are viscoelastic materials that react elastically or viscous depending on the rate of perturbation or intermediate i.e. viscoelastic. The complex modulus then can be decomposed into a storage modulus \( G'(\omega) \), corresponding to the elastic response to the strain and a loss modulus \( G''(\omega) \) which is out-of-phase by 90° with the strain. Following both allows to obtain the increase of elasticity due to the re-association process and also to determine e.g. the time scales below which the dynamic bonds are more in a closed state than in the open state. Due to the similarity with networks, several approaches nowadays deal with the combination of both permanent and transient linkages. They base on the typical Maxwell and Kelvin-Voigt phenomenological models, i.e. spring and dashpot symbols to mimic the time-dependent properties of such systems [3,6,9]. Some assumptions are made: the permanent bonds are infinitely stronger than the transient ones, so constant over time, and the dissociation is faster.
than the rebuilding process which has implications for the different rates. Without detailing further, but referring to the literature, already good accordance with creep data e.g. can be obtained. The constitutive model bases only on 2 different elastic moduli (one each for the permanent and the dynamic network) and a single viscosity which depends on temperature. The same concepts apply to shape-memory materials which form another new interesting class [9].

**Fig. 13:** Creep measurement of a double network with covalent and non-covalent cross-links. Phenomenological spring-dashpot model describes the mechanical performance [9].

The Leibler example in the previous section [4] clearly shows such a polymer-like behavior although the components are all based on small molecules (Fig. 14). At high frequencies the dynamical glass transition is seen, whereas at the lowest frequencies a frequency-independent elastic rubbery plateau in $G'$ is shown. The existence of a transient rubber is further confirmed in uniaxial deformation. Stress–strain curves resemble those of soft rubbers and the strain at break exceeds 500% (Fig. 15). The residual strain after stress removal is less than 5%. When the cycle is repeated, the sample recovers completely without any residual strain. As for real rubbers the deformation follows incompressibility.

**Fig. 14:** Formation of the supramolecular network in a frequency-independent storage modulus (left) and its similarity to real covalent networks (right) [4].
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dynamical glass transition is seen, whereas at the lowest frequencies a frequency-independent
elastic rubbery plateau in G' is shown. The existence of a transient rubber is further confirmed
in uniaxial deformation. Stress–strain curves resemble those of soft rubbers and the strain at
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Fig. 14: Formation of the supramolecular network in a frequency-independent storage
modulus (left) and its similarity to real covalent networks (right) [4].

4 Future Directions

It is still a grand challenge to meet all of the posed aims. Nevertheless, utilizing reversible
cross-links of whatever kind within a polymeric network results in a new class of smart
materials that can ultimately enlarge the service lifetime of polymeric materials for a wide
range of advanced materials applications. Materials thereby receive an active role in target
applications instead of being mainly passive. Prolonged lifetimes increase the reliability and
enhance safety in cars and machinery and transportation infrastructure. Societal benefits are
recognized by reducing the number of accidents, injuries and fatalities, the environmental
pollution and urban noise. Economic benefits include less maintenance, less traffic jams and
waste of time, savings in energy and natural resources consumption, reduced machinery idle-
time due to frequent reparations, and reduced transportation costs.

To conclude, this review had the aim to guide the reader through the strongly expanding,
interdisciplinary field of self-healing polymers which draws inspiration from physics,
chemistry, biology and engineering. We tried to cover the fundamental principles that guide
the development of such self-healing polymers, while many more ideas, techniques and
applications are currently emerging.
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1 Introduction

Fuel cells and electrolysers are special applications of membrane reactors. The general setup can be explained by using the well known lemon battery as an example (figure 1). Here, two electrodes are supported and separated by the body of the lemon fruit. Lemon juice serves as electrolyte and provides ionic conductivity.

Fig. 1: The lemon battery

The energy delivered by the lemon battery comes from the dissolution of an ignoble metal while a noble metal serves as counter electrode.

\[
\begin{align*}
\text{anode:} & \quad 2 \text{Al} \rightarrow 2 \text{Al}^{3+} + 6 e^- \\
\text{cathode:} & \quad 6 \text{H}^+ + 6 e^- (\text{Cu}) \rightarrow 3 \text{H}_2
\end{align*}
\]

In this case a 'biomembrane' supports and separates the two electrodes. Additionally, it also provides ionic conductivity since the juice is inside the membrane. The same is true for technical membranes where polymer membranes and electrolyte form a functional unit. The final behavior of membranes under working condition can only be understood or predicted if the characterization of the underlying materials is combined with an understanding of the three dimensional structure of the composite. The main focus of this chapter is to provide an overview over state of the art materials and their fundamental properties that lead to the successful application in fuel cells and electrolysers.
Figure 2 shows a sketch of a polymer electrolyte fuel cell. At the anode side hydrogen is supplied and at the cathode side either pure oxygen or air. Hydrogen molecules are oxidised to protons which are transported through the membrane to the cathode side whereas the electrons move through the external load to the cathode. At the cathode oxygen and protons form water molecules.

The following scheme shows the respective half cell reactions at anode and cathode. Net reaction of a fuel cell is the combustion of hydrogen with oxygen to water. For electrolysers these reactions remain the same in reverse direction. The function of the membrane in these systems is to supply ionic conductivity, separate the electrodes and to block gas permeation from anode and cathode side.

\[
\text{anode:} \quad \text{H}_2 \quad \rightarrow \quad 2 \text{H}^+ + 2e^- \\
\text{cathode:} \quad 0.5 \text{O}_2 + 2\text{H}^+ + 2e^- \quad \rightarrow \quad 0.5 \text{H}_2\text{O}
\]

The standard voltage for the reaction above is 1.23 V at room temperature, 101.325 kPa and water in its liquid state. The voltage of an operating fuel cell under load is usually between 0.5 V and 0.7 V because additional losses lead to a deviation from the thermodynamic value when electrical current is generated. In general three main effects contribute to losses. Firstly, kinetic losses at the electrode lead to a decrease of the cell voltage. This effect is usually called overpotential and refers to electron transfer processes. Secondly, the necessity of mass transport leads to additional losses. In some cases mass transport coupled with the electrochemical reaction solely generates concentration gradients which in turn change the overall voltage like described by the Nernst equation. Additionally, transport is always connected to some kind of resistance. The proton resistance (or conductivity) of the membrane is therefore one of the key parameters of a fuel cell or electrolyser which has a major influence on the overall efficiency of the device.
2 Polymer Membranes

The main function of the polymer membrane is the spatial separation of electrodes while providing at the same time a matrix for the electrolyte. Therefore, the membrane should not have electronic conductivity but may possess ionic conductivity. It must have a high compatibility with the electrolyte, i.e. it must take up and contain electrolyte easily. For a technical application the membrane should also show high chemical and thermal stability. The operation temperature ranges from 25 °C to 200 °C in either strongly acidic or strongly alkaline environment. Furthermore, membranes should be stable under thermal cycling and insensitive to pressure gradients. Above all membrane materials are expected to be inexpensive and available on an industrial scale. The most successful candidates to withstand these drastic conditions are polymers that contain perfluorinated chains and/or aromatic groups. At present there is a vast number of polymer and polymer blends available for application in electrochemical membrane reactors [1–5]. This text will give only few examples of prominent polymers.

The most established membrane is Nafion with the chemical structure shown in figure 3. It is one example of the large group of perflourosulfonic acid polymer membranes (PFSA). PFSA type membranes consist of carbon-flourine backbone chains with perflouro side chains that contain one or more sulfonic acid groups. Table 1 summarizes some of the commercially available Nafion types with the structure parameters $a, b, c, d$ from figure 3 (as available).

![Figure 3: Repeating unit of PFSA type polymers (Nafion)](image)

Table 1: Examples of commercial PFSA membranes [1]

<table>
<thead>
<tr>
<th>structure parameters</th>
<th>trade name</th>
<th>company</th>
<th>thickness / µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ 5 to 13.5, $b$ 1, $c$ 1, $d$ 2</td>
<td>Nafion 120</td>
<td>DuPont</td>
<td>260</td>
</tr>
<tr>
<td>$a$ 5 to 13.5, $b$ 1, $c$ 1, $d$ 2</td>
<td>Nafion 117</td>
<td>DuPont</td>
<td>175</td>
</tr>
<tr>
<td>$a$ 5 to 13.5, $b$ 1, $c$ 1, $d$ 2</td>
<td>Nafion 115</td>
<td>DuPont</td>
<td>125</td>
</tr>
<tr>
<td>$a$ 5 to 13.5, $b$ 1, $c$ 1, $d$ 2</td>
<td>Nafion 112</td>
<td>DuPont</td>
<td>80</td>
</tr>
<tr>
<td>$a$ 0; $b$ 1 to 5, $c$ 1 to 5, $d$ 2</td>
<td>Flemion-T</td>
<td>Asahi Glass</td>
<td>120</td>
</tr>
<tr>
<td>$a$ 0; $b$ 1 to 5, $c$ 1 to 5, $d$ 2</td>
<td>Flemion-S</td>
<td>Asahi Glass</td>
<td>80</td>
</tr>
<tr>
<td>$a$ 0; $b$ 1 to 5, $c$ 1 to 5, $d$ 2</td>
<td>Flemion-R</td>
<td>Asahi Glass</td>
<td>50</td>
</tr>
<tr>
<td>$a$ 1.5 to 14, $b$ 0, $c$ 2 to 5, $d$ 2</td>
<td>Aciplex-S</td>
<td>Asahi Chemicals</td>
<td>25 to 100</td>
</tr>
<tr>
<td>$a$ 3.6 to 10, $b$ 0, $c$ 2</td>
<td>Dow</td>
<td>Dow Chemical</td>
<td>125</td>
</tr>
</tbody>
</table>

Aromatic hydrocarbons are another large class of polymers besides PFSA that show high chemical and thermal stability. Among them polyether ether ketones (PEEK) and sulfonated polyether ether ketones (SPEEK) are prominent candidates [9, 10]. The chemical structure of PEEK and SPEEK is shown in figure 5. The incorporation of sulfonic acid groups is frequently used to further increase hydrophilicity of polymer membranes. PEEK has been known under the brand name Victrex and shows very high stability against oxidation at elevated temperatures but suffers from a comparably low glass transition temperature of 143 °C [1].
One of the obvious differences among commercial membranes from table 1 are variations in length of the side chain and number of spacer groups in the backbone. An example of the three dimensional structure is shown in figure 4. The polymer chain contains a hydrophobic backbone and hydrophilic side chains. The final three dimensional structure is determined by the interaction of the polymer with water resulting in an ionic conductive system (polymer electrolyte membrane). Other additives may be present in order to increase hydrophilicity or mechanical strength of the system [1, 6]. Polymer and electrolyte form a bicontinuous structure as it is known from other complex fluids [7]. The driving force is similar to the concept of protein folding [8] although these membrane systems show less complexity. Nafion is likely to be the most frequently used polymer in polymer electrolyte fuel cells which operate at temperatures between 50 °C and 90 °C.

Aromatic hydrocarbons are another large class of polymers besides PFSA that show high chemical and thermal stability. Among them polyether ether ketones (PEEK) and sulfonated polyether ether ketones (SPEEK) are prominent candidates [9, 10]. The chemical structure of PEEK and SPEEK is shown in figure 5. The incorporation of sulfonic acid groups is frequently used to further increase hydrophilicity of polymer membranes. PEEK has been known under the brand name Victrex and shows very high stability against oxidation at elevated temperatures but suffers from a comparably low glass transition temperature of 143 °C [1].
Polybenzimidazoles are aromatic heterocyclic polymers containing benzimidazole units that also show superior stability against oxidation. These polymers have been developed originally for the production of textile fibres to be used in heat protection garments. They gained technical relevance for the application in fuel cells as they can be combined with phosphoric acid as an electrolyte. The most well-known polymer is poly 2,2’-m-(phenylene)-5,5’-bibenzimidazole (PBI or mPBI) with its brand name Celazole [3]. Another example with technical importance is poly(2,5-polybenzimidazole) (AB-PBI) [3]. The chemical structures of mPBI and AB-PBI are shown in figure 6. AB-PBI has a simpler structure and can be polymerized from a single monomer, which makes it potentially cheaper than mPBI. PBI type membranes are used in combination with phosphoric acid in high temperature polymer electrolyte fuel cells which operate at temperatures between 150 °C and 180 °C.

![Chemical structures of mPBI and AB-PBI](image)

Fig. 6: Repeating units of PBI (mPBI) and AB-PBI [3]

Recently, polymer membranes based on graphene have attracted some attention. Graphene shows extraordinary electronic properties [11] but it can also serve as a virtually two dimensional polymer backbone. For this purpose graphene is first oxidized into graphene oxide. This can be used directly as self supporting membrane [12]. Another possibility is to introduce sulfonic acid groups in subsequent steps leading to an overall structure similar to the sketch in figure 7. In that case the final membrane is a composite of sulfonated polyimide and sulfonated propylsilane graphene oxide (SPI-SPSGO) and it was successfully tested in a direct methanol fuel cell [13].

![Sketch of the structure of sulfonated propylsilane graphene oxide (SPSGO)](image)

Fig. 7: Sketch of the structure of sulfonated propylsilane graphene oxide (SPSGO) [13]
3 Electrolytes

Aqueous solutions are the most common electrolytes for low temperature fuel cells and electrolyzers. A special feature of these technological applications is that water also takes part in the electrochemical reaction. Therefore, water content changes as a function of operation conditions. Presently, structure and molecular properties of water are not fully understood [8] although water plays a key role in many technological and biological processes. One particular property of water is the ability to form hydrogen bonds. This leads to a tetrahedral coordination of the oxygen atom in bulk water as sketched in figure 8 [14, 15]. Electron density can be exchanged very fast between covalent bonds and hydrogen bridge bonds. The result is a network of water molecules with a certain degree of order [14,15]. This cooperative effect plays a major role for the difference in macroscopic properties especially if only small volumes are occupied by water. The interaction with surfaces additionally changes the structure of the water network.

![Sketch of hydrogen bonds in water](image)

The protonic conductivity of water is generally described by two different mechanisms. Firstly, protons can be transferred through the network of hydrogen bonds merely by the shift of local electron density. This leads to a very fast process where a proton is incorporated into the network at one location and another proton is simultaneously released at another location. The largest time step in this process is the reorientation of water molecules. This process is sometimes called 'Grotthus mechanism'. Secondly, a so called 'hydronium ion' (H$_3$O$^+$) can be formed by autoprotolysis or by adding acidic substances. This ion can be transported by means of diffusion. Like all ions it will be surrounded by a hydrate shell. The characteristic time scale of this transport process will be similar to other diffusion processes in liquids. In acidic solutions exist a large variety of such 'hydronium ions' with the overall formula H(H$_2$O)$_n^+$ where only one of $10^{14}$ protons will have $n = 1$ [16]. The total protonic conductivity of aqueous solutions can be described by a mixed interpretation of the two mechanisms.

Under ambient conditions water can be used as electrolyte up to its boiling point at 100 $^\circ$C. For some technological applications it is favorable to further increase the operation temperature. Reasons for this are a decreased sensitivity of the platinum catalyst to carbon monoxide poisoning, easier exchange of heat for larger devices and the option to recover waste heat. Therefore, orthophosphoric acid (short: phosphoric acid) is used in some cases to increase the operation temperature up to 220 $^\circ$C. Pure phosphoric acid has a melting point of 21 $^\circ$C and theoretically a boiling point of 158 $^\circ$C. Practically phosphoric acid has a very small vapor pressure. At higher temperatures water is released and phosphoric acid forms so called poly-acids [17] while still keeping a small amount of associated water. Generally, phosphoric acid has a very high affinity to water. It is therefore used as drying agent in the laboratory.
Phosphoric acid and water together also form a network of hydrogen bonds. In the case of pure water all protons are connected in the system of hydrogen bonds. For 85% phosphoric acid at room temperature it was shown that ninety percent of all protons from acid and water are involved in such a network of hydrogen bonds [18]. (85% phosphoric acid has a molar ratio of acid: water = 1:1.) Again, there are two mechanisms for protonic conductivity. Firstly, the so called 'Grotthus mechanism' seems to be a valid description just like in the case of pure water [18,19] (see figure 9). Secondly, phosphoric acid dissociates in three steps. Subsequently, the diffusion of 'hydronium ions' provides a second mechanism for proton conductivity which is now accompanied with the diffusion of the counter ions.

![Diagram of proton transfer](image)

**Fig. 9:** Sketch of the Grotthus mechanism of proton transfer in the system phosphoric acid/water
4 Structure of the membrane electrolyte composite

The morphology of the membrane is influenced by the structure of the polymer and its interaction with electrolyte and additives. The amount and composition of the electrolyte may change as function of the operating conditions. This leads to macroscopic swelling and shrinking of membranes, which lead in turn to differences in overall proton conductivity and also to mechanical stress and finally to degradation phenomena. Since polymer and electrolyte form a bicontinuous phase, the mechanical properties of the membrane is determined by the three dimensional structure of the (hydrophobic) domains of the polymer backbone. On the other hand, proton conductivity is provided by the domain of the electrolyte. The exact structure and dynamics of such membranes is very hard to access. First attempts have been made to simulate the overall structure for different water content with dissipative particle dynamics [20, 21]. The polymer forms a sponge like structure that contains a network of water filled pores. These simulations seem to be in agreement with data from small angle x-ray scattering [20]. The pore network of the electrolyte consists of clusters (‘pockets’) which are connected by channels. It is important to note that this electrolyte domain is not homogeneous in itself as shall be explained in the following (for water as the main electrolyte). The interface between water and polymer backbone consists of hydrophilic groups. These groups are hydrated, i.e. a layer of water is bound to these groups. The overall ordering of water molecules as well as their interaction differs significantly from bulk water. With increasing distance from the polymer surface the electrolyte shows more behavior like in the bulk phase. Nevertheless, the network always resembles a confined geometry where bulk properties do not necessarily apply. Figure 10 shows a two dimensional sketch of the assumed network of water pores.

Fig. 10: 2D sketch of pores at low and high water content

In figure 10 the water film of the hydrated polymer surface is shown in light blue and ‘free’ water in gray. With change of water content the membrane swells or shrinks. By doing so the size and number of water pores may change as well as the diameter of the connecting channels [1, 10, 22, 23]. This in turn should lead to differences in proton conductivity because the underlying mechanism depends upon the internal water structure.
The above described scenario was developed mainly through interpretation of macroscopic effects. Figure 11 shows the adsorption of water for PSFA polymers. With increasing partial pressure of water vapor the ratio of water molecules to surface groups $n_{\text{H}_2\text{O}}/n_{\text{SO}_3\text{H}}$ changes very slowly, until at $n_{\text{H}_2\text{O}}/n_{\text{SO}_3\text{H}} \approx 5$ a sudden increase is observed. From this it can be deduced that on average five water molecules are required to hydrate one surface group. It is assumed that the structure of the PFSA membrane differs greatly from its dry state to its hydrated state [24]. Once the surface groups are completely hydrated, additional water molecules are incorporated as ’free’ water. The final ratio for water adsorption from the gas phase seems to be $n_{\text{H}_2\text{O}}/n_{\text{SO}_3\text{H}} \approx 14$ and from the liquid phase $n_{\text{H}_2\text{O}}/n_{\text{SO}_3\text{H}} > 20$ [25].

The resulting proton conductivity of these membranes is shown in figure 12. For values of $n_{\text{H}_2\text{O}}/n_{\text{SO}_3\text{H}} < 5$ the conductivity is almost zero. In this region all water molecules belong to the hydration layer. For larger values of $n_{\text{H}_2\text{O}}/n_{\text{SO}_3\text{H}}$ conductivity increases. The slopes and maximum values in figure 12 depend on the inner structure of the polymer electrolyte composite as well as on mass transport issues in the respective electrochemical device. The movement of protons from anode to cathode leads in turn to movement of water molecules in the same direction because of the attached hydrate shell. This phenomenon is called electroosmotic drag. For PSFA type membranes a number of 1 to 4 water molecules per proton are transported by this mechanism [25]. The resulting gradient in water concentration causes back diffusion of water from cathode to anode. Thus, the flux of protons is coupled to a flux of water molecules in operating fuel cells and electrolysers which in turn is strongly depending on cell geometry and operating conditions.
The above described scenario was developed mainly through interpretation of macroscopic effects. Figure 11 shows the adsorption of water for PSFA polymers. With increasing partial pressure of water vapor the ratio of water molecules to surface groups \( \frac{n_{H_2O}}{n_{SO_3H}} \) changes very slowly, until at \( \frac{n_{H_2O}}{n_{SO_3H}} \approx 5 \) a sudden increase is observed. From this it can be deduced that on average five water molecules are required to hydrate one surface group. It is assumed that the structure of the PFSA membrane differs greatly from its dry state to its hydrated state [24]. Once the surface groups are completely hydrated, additional water molecules are incorporated as 'free' water. The final ratio for water adsorption from the gas phase seems to be \( \frac{n_{H_2O}}{n_{SO_3H}} \approx 14 \) and from the liquid phase \( \frac{n_{H_2O}}{n_{SO_3H}} > 20 \) [25].

The resulting proton conductivity of these membranes is shown in figure 12. For values \( \frac{n_{H_2O}}{n_{SO_3H}} < 5 \) the conductivity is almost zero. In this region all water molecules belong to the hydration layer. For larger values of \( \frac{n_{H_2O}}{n_{SO_3H}} \) conductivity increases. The slopes and maximum values in figure 12 depend on the inner structure of the polymer electrolyte composite as well as on mass transport issues in the respective electrochemical device.

The movement of protons from anode to cathode leads in turn to movement of water molecules in the same direction because of the attached hydrate shell. This phenomenon is called electroosmotic drag. For PSFA type membranes a number of 1 to 4 water molecules per proton are transported by this mechanism [25]. The resulting gradient in water concentration causes back diffusion of water from cathode to anode. Thus, the flux of protons is coupled to a flux of water molecules in operating fuel cells and electrolysers which in turn is strongly depending on cell geometry and operating conditions.

Today, the interpretation of small angle x-ray and neutron scattering data allows a more detailed analysis of the membrane electrolyte composite. For Nafion membranes a model was published that explains the characteristic spectra by an arrangement of long parallel water channels which show a high degree of short range order [28]. The membrane was characterized at a very low water content of 20 vol\%. The resulting water channels have diameters in the range of 3 nm. The polymer backbone forms elongated crosslinks with an average cross section of 5 nm\(^2\).

In order to predict the macroscopic conductivity of membranes it is necessary to understand how proton conductivity works in such small geometries with strong adsorption effects. To answer this questions it is necessary to perform neutron scattering experiments. Recent results for the system PBI/ phosphoric acid/ water show a distribution of proton diffusion constants with higher absolute values than anticipated from measurements of macroscopic membrane conductivity [29].
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1 Introduction

Fuel cells convert chemical energy in the form of a fuel such as hydrogen gas or alcohol into electrical energy. Many different types of fuel cells exist, varying in output power, operating temperature, fuel, size and weight [1]. The common principle of fuel cells is the separation of protons and electrons from hydrogen in the fuel, the protons are then transferred from the anode to the cathode side through a proton conducting membrane, while the electrons go via the electrical consumer to the cathode side of the fuel cell. Important parameters in this context are the proton conductivity in the heart of the fuel cell, the proton conducting membrane, and the long term stability of the fuel cell. Details on the fuel cell design and operation are given in Chapter G2.

An understanding of the microscopic structure and mobility of all components is essential for improving the fuel cell design. The structure is relevant for the mechanical and chemical stability of the membrane. The path of the proton is affected by the local structure on length scales of the order of nanometers to micrometers. This contribution deals with the structure of polymer electrolyte fuel cell membranes on atomistic length scales up to mesoscopic length scales (some 100 nm), and on measurements of the proton mobility on such length scales which is closely related to the macroscopic proton conductivity.

2 Fuel Cell Membranes

Basically two kinds of fuel cells using polymer electrolyte membranes as proton conducting membrane are presently available [2]: Fuel cells operating at temperatures below 100 °C, most commonly relying on Naion based membranes, and high temperature polymer electrolyte fuel cells (HT-PEFCs), which operate at temperatures of 140-180 °C. More details on fuel cell operation are given in Chapter G2.

Here we are interested in the local structure of the core of such a fuel cell and its relation with stability, conductivity and proton diffusion.

The most commonly used material in low temperature polymer electrolyte membranes for fuel cells is Naion, a sulfonated fluoropolymer with ionic properties, therefore also called ionomer. It has basically a fluorocarbon backbone (Teflon) with sidegroups containing sulfonate groups (SO3H). The water contents plays a crucial role in these materials and provides the conduction properties [3, 4]. Ionomer groups are the essential ingredients for providing the proton conductivity, the backbone polymeric material can be varied. It has been reported in Ref. [5] that styrene-ethylene copolymers are candidates for proton conducting membranes.

High temperature PEFCs have most often a polymer structure such as polybenzimidazole, which is swollen with phosphoric acid for providing the required proton conductivity. More details on membrane properties and materials are given in Chapter G2.

The essential function of the polymer electrolyte membrane in fuel cell applications is the transport of protons across the membrane from the anode to the cathode. The environment where this proton transport takes place is rather complex. Polymer domains, maybe partly crystalline, partly amorphous [3], water, acid or ionomer containing parts are part of the membrane. There have been two main mechanisms proposed in the literature how the proton moves across the membrane, depicted in Figure 1. The carrier mechanism describes the situation where protons use e.g. H2O as a vehicle and travel as a H3O+. The Groththus mechanism describes the transport along hydrogen bonds by a combination of jumps and reorientation [6]. Transport in electrolyte
Material plays a role not only in fuel cell applications, but also for batteries. Polyethylene oxide (PEO) is a solid polymer electrolyte used in Li-ion batteries as an ion conductor for Li$^+$. The polymer dynamics and ion diffusion have been investigated with neutron scattering experiments. Polymer dynamics also has been investigated in the context of Li-conduction in batteries with quasielastic neutron scattering in ref. [9].

### 3 Techniques

The goal is to achieve a good understanding of the structure and dynamics on microscopic length and time scales. Amongst the zoo of possible techniques the focus will be set here to only some selected techniques.

#### 3.1 Neutron Scattering

Neutron scattering is excellently suited for studying soft matter samples due to the capability of contrast variation by isotop substitution. Introductory material on this topic can be found e.g. at neutronsources.org [10]. Structural properties can be addressed with small angle neutron scattering (SANS) and neutron diffraction, polymer dynamics and proton diffusion is the domain of quasielastic neutron scattering techniques, such as backscattering spectroscopy, time of flight spectroscopy or neutron spin echo spectroscopy [11, 12, 13]. There are different strong arguments for using neutron scattering. Absolute scattering intensities can be measured since the
scattering cross sections of the elements are known. SANS experiments allow therefore to obtain quantitative information on the sample, such as volume fractions of different components, the surface to volume ratio of two component systems, and by the dependence of the scattering intensity on the angle one obtains structural and shape information of the constituents of the sample. The irregular dependence of the scattering cross sections on the atomic number and on different isotopes allows to study also light elements. The high incoherent cross section of the proton makes proton diffusion studies possible. Neutrons pass through thick samples of the order of mm, it is therefore possible to study liquid samples thick samples. The drawback is that the results of scattering experiments are obtained in reciprocal space (i.e. a Fourier transformed image of the real space) and need some modeling of the data. Real space distances \( d \) and the modulus of reciprocal space scattering vectors \( q \) are related by \( d = 2\pi /q \). The result is an averaged information of the sample, such as atomic position or particle size and not a view of single individual particles. The averaging over a macroscopic amount of sample requires that the sample needs to have a certain homogeneity w.r.t. the quantity one would like to observe. On the other hand the result is representative of the whole sample and not a pick at a single location as it is with microscopy techniques in real space.

**Diffraction**

SANS is a diffraction technique which gives structural information such as size and shape of nanoscopic objects. A highly collimated beam hits the sample, a detector behind the sample records the scattering at low angles (typically \( < 10^\circ \)). This technique is (as its X-ray equivalent SAXS) sensitive to length scales of the order of nanometer to 100s of nanometers.

**Neutron Diffraction** is used to study atomic distances. In solids, the crystal structure can be obtained from single crystal diffraction or powder diffraction, but also in soft matter samples typical atomic repeat distances occur, e.g. the typical bond length of carbon atoms, which makes diffraction a useful tool also in disordered materials.

**Spectroscopy**

The momentum transfer during the scattering process tells us something about the structure of the sample. The energy transfer depends on the dynamics, i.e. the motion of the scattering particles in the sample. Depending on the required length and time scale, different spectroscopic techniques are available. Other than for three-axis spectrometers, where typically distinct excitations are measured, e.g. phonon dispersions in solids, the techniques described here are used in this context of “soft matter” to measure a continuous spectrum of energy transfers of thermally activated motions. This results in a broadening of the elastic line (the neutrons which did not suffer any energy transfer) and not to distinct peaks well separated from the elastic line. It is therefore often referred to as quasielastic neutron scattering (QENS or QNS).

**Time of flight spectroscopy** allows to study motions in solids on lengths scales below 1 nm and energy transfers in the meV range, corresponding to time scales of 1-100 ps. The neutron beam is chopped with a series of choppers such that a short pulse of known wavelength (=known speed) arrives at the sample. The travel time of the neutrons to the detectors in some meters distance is measured and deviations from the initial velocity are detected.

**Backscattering spectroscopy** is the technique with the highest resolution when measuring directly the energy transfer. The backscattering spectrometer consists, similar to a three axis spectrometer, of a monochromatizing crystal, the sample and analyzing crystals. The peculiarity here is that the Bragg-reflections at the monochromatizer and analyser take place in backscattering geometry (wavevector of the incoming neutrons is perpendicular to the surface). This minimizes the angular error in the Bragg equation and leads therefor to the best precision with crystal monochromatization. Energy differences of the incoming neutrons on the sample
are produced by moving the monochromator crystal and imposing a Doppler shift of the neutron energy. Energy transfers in the range of $< 1$ up to $\simeq 30 \text{ \mu eV}$ corresponding to $\simeq 10$-5000 ps are measured with this technique.

The large incoherent cross section of protons allows to study self diffusion processes of protons with neutron scattering.

A special case of backscattering measurements are so called elastic scans [13], where the evolution of the elastically scattered intensity with temperature gives information on the proton mean squared displacement in the sample on a time scale of some nanoseconds.

**Neutron spin echo spectroscopy** (NSE) measures the intermediate scattering function, the Fourier transform into the time domain of the scattering function $S(q,\omega)$ measured by TOF- or backscattering spectroscopy. Instead of measuring the velocity before and after the scattering event, only velocity changes are measured by a neutron spin encoding and decoding procedure. This gives the highest energy resolution in quasielastic neutron scattering, with time scales of up to 200 ns (energy range down to some keV). NSE spectroscopy can be used to study incoherent processes, but to the price of a large background since in incoherent scattering $2/3$ of the beam gets depolarized and only $1/3$ remains polarized for the velocity change analysis. On the other hand, NSE can be used to investigate the dynamics of coherently scattering parts of the sample, mainly in the region where SANS is used for structural investigations. In the case of polymer membranes, thermally driven fluctuations of the polymer chains can be investigated. Coherent contrast is achieved by deuterating the major part of the sample, the remaining protonated part can then be measured. For fuel cell membranes this means that deuterated solvent has to be used with the mainly protonated polymers (water in the case of Nafion or deuterated phosphoric acid for PBI membranes).

### 3.2 Imaging techniques

**Electron microscopy** provides real space images on the relevant nanoscopic length scales. The highest resolution is obtained with transmission electron microscopy (TEM), where the length scales match well those of neutron scattering experiments in reciprocal space. The requirements to the sample are completely different. A very thin slice of the sample of $\simeq 50 \text{ nm}$ is required to allow the electron beam pass through. Measurements take place in vacuum, i.e. the sample must be dry, or liquid samples need to be frozen and kept in this condition in a special sample holder (Cryo-TEM).

Scanning electron microscopy (SEM) looks at surfaces on length scales down to approximately 10 nm. The resolution is not as good as in the TEM, but sample preparation is much easier. Both techniques, TEM and SEM, can be equipped with chemical analysis options, such as energy dispersive x-ray spectroscopy (EDX) or electron energy loss spectroscopy (EELS), which allows to map chemical elements in the sample.

**Optical microscopy** allows for an inspection of the membrane on length scales of microns or above. Certain aging effects are probably reflected on length scales accessible by optical microscopy.

**Atomic force microscopy** is a surface sensitive technique, where one can achieve also very high resolution with appropriate tips.

### 3.3 Other techniques

**Nuclear Magnetic Resonance**
Pulse field gradient nuclear magnetic resonance (PFG-NMR) allows studying diffusion processes on intermediate length- and time-scales by following the spin polarization of e.g. hydrogen atoms. A radio frequency sequence of pulses creates a spin echo after an observation time $\tau$. Gradient magnetic field pulses are applied at the sample, which define the length scale of observation (typically down to micrometers). The spin echo amplitude decays when particles diffuse along the magnetic field gradient due to the spacial dependence of the Larmor frequency in the gradient field. The spin echo attenuation measured in PFG-NMR experiments is a signal decaying from its initial value to zero, in analogy to the intermediate scattering function measured in NSE experiments. Only the time and length scales are rather in the micrometer/microsecond instead of the nanometer/nanosecond regime as in the NSE case. Both techniques are therefore complementary and allow to study diffusion processes over a large tempo-spacial range.

The local diffusion measurements can be linked directly to macroscopic properties such as the conductivity of the membrane and is therefore an important part of the puzzle in understanding the mechanisms of stability, performance and degradation in fuel cells.

Conductivity measurements as a macroscopic technique also provide valuable insight into the proton transport mechanisms, by linking the conductivity to that of pure materials, e.g. pure phosphoric acid. The comparison between macroscopic conductivity and microscopic diffusion can yield information on the nature of transport processes, for example which fraction of the proton motion actually contributes to the macroscopic conductivity.

Also many other techniques can be useful for the microscopic and macroscopic study of fuel cell membranes, such as dielectric spectroscopy, $^1$H-NMR spectroscopy [14], X-ray and neutron radiography [15, 16], to mention just a few.

### 3.4 Computer simulations

Molecular dynamics (MD) simulations are a virtual experiment, where the trajectories of atoms or particles in general can be followed [17, 18, 19]. A possible free software for such MD simulations is gromacs[20]. The transport mechanism (Grotthus- and vehicle mechanism) has been simulated with ab initio MD simulations in Ref. [21]. The principle of ab initio molecular dynamics simulations is to write down the equation of motion for all atoms in the sample volume which is simulated:

$$m_i \ddot{r}_i = F_i$$

with the mass $m_i$ and position $r_i$ of each atom and the forces $F_i$, which in the simplest case are taken as pairwise Coulombic interactions with an additional short range repulsion [22]. On each atom, the interaction forces of all surrounding atoms are acting, which is described with a suitable force field. In each step (=time step) of the simulation, the displacement of each atom according on the acting forces is calculated and the atom moved to the new position, then the procedure is repeated. A first "production run" of several time steps equilibrates the system and brings it into thermodynamic equilibrium (it produces a canonical ensemble NVT). Then the transport and dynamics of the atoms can be simulated. The limiting part of MD simulations is the box size, since each atom has to be treated individually, and the computation time for reaching simulation times corresponding to the typical time scale of neutron scattering experiments.

This can be overcome with coarse graining, i.e. several atoms are grouped together to a particle which is then observed in the simulations [23].

Since the atomic positions of particles can be tracked in MD simulations, it is easily possible to
obtain the structural or time correlation function from MD simulations which allows to link the simulations to scattering experiments.

4 Interpretation of scattering experiments

In chapter C1 correlation functions have been introduced and their relevance for static and dynamic scattering experiments has been pointed out. They describe the probability finding a system in state \( A(t) \) when it was known to be in state \( A(0) \) at \( t = 0 \) for some variable \( t \) (e.g. time or space). The spacial correlation function is called radial distribution function. Some aspects of the correlation function important for the characterization of polymer electrolyte membranes are pointed out in the following sections.

4.1 Structure

Scattering experiments measure static correlation functions. A very short introduction presents here how structural information are gathered from such experiments [24]. The density of scatterers in a sample can be written as

\[
\rho(\vec{r}) = \sum \delta(\vec{r} - \vec{r}_j)
\]

(2)

for point scatterers at the positions \( \vec{r}_j \), where the sum runs over all scattering centers. The spacial or pair correlation function is then

\[
\rho(\vec{r}_1)\rho(\vec{r}_2) = \sum \delta(\vec{r}_1 - \vec{r}_j)\delta(\vec{r}_2 - \vec{r}_k)
\]

(3)

summing over all pairs of centres \( j \) and \( k \). The Fourier transform of this equation is the structure factor measured by small angle scattering of neutrons or X-rays (with different contrast, i.e. different functions of the scattering density \( \rho(\vec{r}) \)):

\[
S(q) \propto \int d^3r \rho(\vec{r}_1)\rho(\vec{r}_2)e^{i\vec{r}\cdot\vec{r}}
\]

(4)

with \( \vec{r}_2 = \vec{r}_1 - \vec{r}_2 \).

Fractal structures exhibit a self similarity if looked at it on different length scales. This can be found in nature, e.g. in the structure of a cauliflower (see Fig. 2 [25]), but also on microscopic length scales, where the structure resembles itself over a rather broad range of length scales. Mass fractals have the property that the mass \( M \) scales as \( M \propto r^D \) with the fractal dimension \( D \). The density of a mass fractal structure has a length scale dependence of[26, 12]

\[
\rho(\vec{r}) \propto \rho(\vec{r}_1)^{D-d}
\]

(5)

The Fourier transform is the scattering intensity in reciprocal space as measured e.g. by SANS or SAXS. For a fractal density distribution, the Fourier transform in polar coordinates leads to

\[
I(q) \propto q^{-D}
\]

(6)

i.e. when plotting the intensity vs. \( q \) on a double logarithmic scale, the slope is the fractal dimension. Since the mass of a homogeneous object scales as \( M \propto r^3 \), the upper limit for the mass fractal dimension is \( D < 3 \).
Porod law: Porod derived an expression for large scattering vectors $q$, which relates the scattering intensity to the ratio of surface $S$ to volume $V$ (see chapter C1 and Ref. [27]).

$$I(q) = \frac{2\pi}{q^4} (\Delta \rho)^2 \frac{S}{V}$$  \hspace{1cm} (7)

At large $q$, the intensity drops with $q^{-4}$, which is characteristic for sharp interfaces with a sudden variation in the scattering length density $\rho$. A rough or fractal surface results in a less strong $q$-dependence, with $I(q) \propto q^{-(6-D_s)}$ with the surface fractal dimension in the range of $2 < D_s < 3$[12].

Teubner Strey Model:

If density variations occur with a characteristic repeat distance $d$, a peak is visible in reciprocal space at a scattering vector $q_0 = 2\pi/d$. The more regular the structure is, the sharper gets the peak.

One possible way characterizing such a structure which exhibits a characteristic length scale but is nonetheless rather disordered is the Teubner-Strey model, where a Gaussian random field model is used to present the density fluctuations of the microemulsion. The scattering intensity

$$I(q) \propto \frac{1}{q^4 - 2(q_0^2 - \xi^{-2})q^2 + (q_0^2 + \xi^{-2})^4}$$  \hspace{1cm} (8)

Eq. 8 shows a peak at $q_0 = 2\pi/d$ with a characteristic width proportional to the inverse of the correlation length $\xi$ [28].

Rodlike structures:

Rodlike objects have a typical small angle scattering intensity dependence of

$$I(q) = \frac{L}{q} I_c(q)$$  \hspace{1cm} (9)
which depends on the length of the rods, $L$, and the function $I_c(q)$ related to the rods cross section [27]. The $q^{-1}$-dependence of the scattering intensity has been interpreted as a rod like water channel structure in Nafion membranes [29, 3].

4.2 Dynamics

The van Hove correlation function $G(r, t)$ describes the probability finding a particle at time $t$ at position $r$, if at time $t = 0$ another particle was at position $r = r_0$. If we look only at the self diffusion, e.g. of protons ($N$ particles) in the case of fuel cells, the self correlation function is

$$G(r, t) = \frac{1}{N} \sum \delta(r - r_i(t) + r_i(t = 0)) = \frac{1}{N} \sum \delta(r - \Delta r_i(t)) \tag{10}$$

For the time $t = 0$ we have $G(r, t = 0) = \delta(r - r_0)$, i.e. the system is in its initial state. The Fourier transform of the correlation function into reciprocal space is the intermediate scattering function $S(q, t)$, in the case of self diffusion it reads:

$$S(q, t) = \frac{1}{N} \sum \langle \exp (i Q \Delta r_i(t)) \rangle \tag{11}$$

If the displacement of particles obeys a Gaussian distribution and we do a cumulant expansion, we can write $S(q, t)_{s}$ in the following form:

$$S(q, t)_{s} = \frac{1}{N} \exp (-\frac{1}{6} Q^2 \langle \Delta r^2(t) \rangle) \tag{12}$$

The mean squared displacement (MSD) $\Delta r^2(t)$ directly measured with NSE spectroscopy or by Fourier transform from $\omega$-space into the time domain of the scattering function $S(q, \omega)$ measured with TOF- or backscattering-spectroscopy (all instruments with their own characteristic time scale). Diffusion has been introduced in chapter C1. As a short summing up the main result is repeated here. Starting from Fick’s second law, the MSD has been linked to the diffusion constant $D$ by

$$\langle \Delta r^2(t) \rangle = 2 D t \tag{13}$$

Microscopically, the movement of a particle in a random walk follows this equation. Figure 3 illustrates the evolution of the van Hove correlation function with time, i.e. a broadening of the particle distribution starting from a point where all positions have been known (sharp peak), which corresponds to a random walk of each particle.

The same result can also be obtained when starting from a microscopic point of view with the Langevin equation, the equation of motion of a particle in a fluid undergoing collisions with the fluid particles. The strong incoherent scattering cross section of the proton allows to measure the Fourier transform of the van Hove correlation function with QENS experiments (NSE, Backscattering and TOF spectroscopy). The MSD of the proton is therefor accessible in these experiments.

5 Microscopic structure of a proton exchange membrane

We have seen in the previous sections that neutron scattering techniques are a good choice for structural investigations of polymer electrolyte membranes. We will have a look now how
the small angle scattering signal from a proton exchange membrane, in this case a sulfonated styrene-ethylene copolymer membrane [5] looks like. Figure 4 shows the SANS intensity as a function of scattering vector $q$, which is inversely proportional to the length scale investigated. The dry membrane shows some power law decay below $q = 0.01\,\text{Å}^{-1}$ indicating a fractal structure over this length scales range (larger than $\simeq 50$ nm). Hydrating the membrane, as it is needed for providing sufficient conductivity in fuel cell applications, the scattering significantly changes and a pronounced peak at $q = 0.1\,\text{Å}^{-1}$ emerges. This peak has been interpreted with the Teubner-Strey model as a signature of a bicontinuous structure, with the polymer material as one phase and water channels as a second phase, both interpenetrating each other like a soaked sponge. From the fits to the Teubner-Strey model, characteristic length scales of the water domains and a correlation length, which indicates how ordered and regular the water domains are distributed, has been deduced. Figure 4 shows a possible picture of such a bicontinuous structure.

Similarly, Nafion membranes have been investigated with small angle X-ray scattering, which corroborated the picture of water channels due to a $q^{-1}$-dependent decay of the scattering intensity typical for rodlike structures, together with the appearance of a peak similar to the one in Figure 4 often called ”ionomer peak”, which always indicates a regular structure in the sample. The Nafion water channels are rather regularly structured. Figure 5 shows the small angle scattering intensity as it would be measured from a Nafion like membrane. References [3, 30] report on such measurements.

6 Microscopic proton transport inside the membrane

The proton diffusion as well as the polymer dynamics can be studied experimentally on a nanometric length scale with quasielastic neutron scattering techniques. Proton transport in pure phosphoric acid was investigated e.g. in Ref. [31, 32]. It has been shown that Nafion, one of the extensively studied materials, gets softer with increasing hydration level (plasticitation) up to a level where it is saturated with water [33]. The proton diffusion in hydrated Nafion membranes
Figure 4: **Left**: Small Angle Neutron Scattering shows averaged structural properties on length scales of nm-μm. Reprint with permission from [5]. Copyright (2002) American Chemical Society. **Right**: Sketch resulting from the SANS/SAXS experiments, as described e.g. in [3]

Figure 5: **Small angle scattering (SANS or SAXS)** from a Nafion membrane follows a $q^{-1}$ power law at low $q$ as a signature of cylindrical water channels as described e.g. in [3], the so called "ionomer peak" similar to the correlation peak from a structure as depicted in Fig. 4, and a $q^{-4}$ Porod behavior at large $q$. 
has been studied with QENS in Ref. [34]. They observed two populations of diffusing protons, a slow and a fast one, which they attributed to different diffusion processes. In Ref. [35] it has been shown that the polymer scaffold of a PBI membrane loaded with phosphoric acid as a proton conductor is very rigid, providing the needed stability of the sample. The intermediate scattering function in a NSE experiment, \( S(q,t) \), is a constant if no fluctuations are present. On the other hand, incoherent scattering from the protons by NSE and backscattering revealed that the proton diffusion is only slightly lower than that of pure phosphoric acid. Elastic scans at a backscattering spectrometer and the NSE results already indicated that the diffusion is not governed by one single diffusion constant, but by a distribution of constants[35], since on different length scales the value of the diffusion constant varied significantly. Figure 6 show the intermediate scattering function from incoherent scattering measured by NSE on phosphoric acid loaded PBI membranes, and the MSD determined from elastic scans from a backscattering spectrometer.

This can be seen when measuring the scattering function \( S(q,\omega) \) with different instruments (TOF, backscattering) over a large range of energy transfers. The Fourier transform \( S(q,t) \) is displayed in Figure 7 as a function of temperature [36]. It is obvious that the combination of different experimental techniques is needed in order to cover a large enough time window of the intermediate scattering function. The indications from the NSE and elastic scan data from [35] are also corroborated since the decay of \( S(q,t) \) in Figure 7 is not a single exponential function, but rather a distribution of relaxation times, which can be deduced from the data [37]. The proton diffusion is therefore not following the simple case of a single diffusion constant, but rather a distribution of constants due to different microscopic transport processes are present in the sample.

### 6.1 Conductivity and local proton transport

The local proton diffusion measured with quasielastic neutron scattering experiments or determined in computer simulations can be related to the macroscopically important proton conductivity with some simplifying arguments. We do this for the case of a PBI membrane of

![Graphs showing intermediate scattering function and MSD](image-url)
HT-PEFCs swollen with phosphoric acid (PA) [35]. The Nernst-Einstein equation links the proton diffusion with the macroscopic conductivity:

\[ \sigma = N_V D_H e^2/(k_B T) \]  

with the charge \( e \) and assuming a single diffusion constant \( D_H \), with the temperature \( T \), the Boltzmann constant \( k_B \) and the number of charges per unit volume, \( N_V \). We estimate \( N_V \) (with 3 protons per PA molecule) to be \( N_V = V/M \cdot \rho \cdot N_A \cdot 3 = 3 \times 10^{28} \text{ m}^{-3} \), where the bulk density of phosphoric acid of \( \rho = 1.7 \text{ g/cm}^3 \) and a molar mass of \( M = 98 \text{ g/mol} \) has been used [35]. Taking \( D_H = 18 \times 10^{-11} \text{ m}^2/\text{s} \) from NSE experiments [35] leads then to a conductivity of \( \sigma = 24 \text{ S/m} \), which is about half the value of the conductivity of pure phosphoric acid.

7 Summary

Fuel cells, in particular the HT-PEFCs which were in the focus of this article, are a complex multi component system. Its understanding on different length- and time scales is of importance for improving and further developing the technique. The combination of different experimental techniques helps largely in achieving this task. Computer simulations allow to study structural and dynamic properties which are inaccessible experimentally. Experiments on the other hand are required to verify the validity of simulations and to observe with intuitive models fundamental properties. Neutron scattering for example, which has the required sensitivity to light elements such as hydrogen, allows to measure correlation functions in space (structure of the membrane) and in time (diffusion of the proton). Transport processes on a molecular scale can be related in this way to macroscopic properties such as conductivity.
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1 Introduction

These last years, many experimental studies have shown that the viscoelastic response of a polymer melt strongly depends on its composition, which includes both dispersity in molecular weight and dispersity in architectures [1-4]. Understanding the relationship between composition and dynamics is thus of crucial importance in order to determine the role played by specific architectures and to design new polymeric systems with desired properties. Furthermore, this would allow us to use rheology as a new characterization tool, i.e. starting from the viscoelastic properties of a polymer melt in order to determine its composition [5].

In this direction, several coarse-grained models have been proposed, which describe the macromolecules at a mesoscopic scale, and which allow taking into account the motion of the different architectures present in the polymer [6-8]. Most of these models are based on the tube theory introduced by de Gennes [9] and by Doi and Edwards [10] in order to explain how an entangled polymer (either melt or highly concentrated solution) relaxes the anisotropy and related stress induced by a step strain. This model reduces the complex dynamics of inter-chain topological interactions to a “single-body” process, in which the molecular environment of an observed chain (usually called the “test” chain) is represented by a mean field called the “tube” in which the chain is confined.

In the following Sections, we first present the main relaxation mechanisms in tube theories for describing the relaxation of entangled linear chains. Then, in Section 2, the concept of hierarchical relaxation, which is used for describing the relaxation of complex branched polymers, is presented. In the last Section, we present how both rheological data and tube models can be combined in order to determine or validate the polymer composition.

2 Fundamentals of tube models

As illustrated in Figure 1, according to the tube theory, the test chain, which is unable to cross another molecule with which it is entangled, is behaving as if it was confined in a tube since only motions parallel to the curvilinear tube axis are possible, while lateral motions are limited to a characteristic distance, the tube diameter \( a \) [1-4].

![Schematic representation of a chain in the tube. Real chain: thin broken line; primitive path: thick line; Entanglements are represented by the dotted curves.](image)

**Fig. 1:** Schematic representation of a chain in the tube. Real chain: thin broken line; primitive path: thick line; Entanglements are represented by the dotted curves.
Since the tube is an average object, its diameter has a constant value along the chain and for all chains. While it depends on the nature of the polymer and concentration, it is independent of chain architecture.

### 2.1 Relaxation modulus

The relaxation of a polymer after a small step strain is usually described by the relaxation modulus $G(t)$, the strain-independent ratio of the stress to the step-strain amplitude, which shows different regions in time (see Figure 2) [10,11].

![Figure 2](image)

**Fig. 2:** Different stages of the relaxation modulus of a polymer melt (see text for details).

- After the glassy region, the Rouse regime describes the relaxation of the chains or subchains at times and length scale short enough to ignore mutual influences between the molecules. The chain motion is therefore described by the Rouse model [12], as described in Section 1.2.

- At longer times, the chains start interacting topologically and their motions are influenced by the environment: entanglements act as a temporary, physical network. At this stage, the tube representation becomes appropriate: embedded in the temporary network, the chains have reached their ‘equilibrium’ or “rubbery” stage and cannot relax further by the normal Rouse process, confined as they are by the surrounding tube. The main material parameters of the tube theory are defined at this stage: the plateau modulus $G_N^0$, the molecular weight between entanglements, $M_e$, which represents the molecular weight of the longer subchains relaxed at this stage, and the Rouse time of a segment between two entanglements $\tau_e$, equal to $\tau_{Rouse}/Z^2$, with $\tau_{Rouse}$, the Rouse time of a test chain having $Z$ entanglements. The material parameters $G_N^0$ and $M_e$ are linked through the relation [1-4]:

$$G_N^0 = \frac{4}{5} \frac{\rho RT}{M_e},$$ (1)
where \( \rho \) is the density of the polymer and \( T \) the temperature. According to the precise definition of \( M_e \), the pre-factor 4/5 is required or not in Equation 1. This has been clarified by Larson et al. [13].

Since it is assumed that a sub-chain between two entanglements is Gaussian, its end-to-end distance \( l \) is given as \( l^2 = N_e b^2 \), where \( b \) is the length of a Kuhn segment and \( N_e \) is the number of Kuhn segments between two entanglements [2]. It is useful to imagine that in the tube picture, the chain is coarse-grained at the scale of the segments between entanglements (Figure 1). They define the primitive path of the chain, having a length \( L_{eq}(M) = Zl = (M/M_e)l \). The primitive path can be considered as a (discretized) representation of the curvilinear axis of the tube [2].

Since we assume a Gaussian chain confined in a tube of diameter \( a \), the most probable curvilinear path length \( L_{eq} \) is proportional to molecular weight through the relation:

\[
R^2 = L_{eq} a = Zl a,
\]

where \( R \) is the quadratic end-to-end distance of the relaxed chain. On the other hand:

\[
R^2 = N b^2 = Z N_e b^2 = Z l^2,
\]

where \( N = Z N_e \) is the total number of Kuhn segments.

Hence: \( a = l \).

- The second transition in Figure 2 corresponds to the escape of the chain from the stressed entanglement network toward the relaxed equilibrium state, via tube renewal. This includes different relaxation processes (reptation, contour length fluctuations, constraint release mechanisms) described in detail below.

Neglecting the glassy region, the relaxation modulus of an entangled polymer, \( G(t) \), is thus described by two terms: the first takes into account the Rouse relaxation and the second describes the tube renewal process, which is proportional to the unrelaxed fraction, \( F(t) \), of the polymer:

\[
G(t) = G_{Rouse}(t) + G^0_N F(t).
\]

Equation 4 is obviously not valid at very short times corresponding to the glassy region. Different models based on the generic tube theory have been proposed in order to correctly describe the relaxation function \( F(t) \) of an entangled, well defined, polymer melt. While significant qualitative and quantitative differences are found between the various models, they all use the same basic ingredients to describe the relaxation of a chain: reptation, contour length fluctuations and constraint release mechanisms. These processes are introduced in Sections 1.3.
2.2 Rouse relaxation in entangled polymer melts

As shown in Figure 2, the high frequency (or equivalently short time) relaxation of an entangled polymer is described by a Rouse relaxation. A distinction is conveniently made between times shorter and longer than \( \tau_e \). At times shorter than \( \tau_e \), the relaxing segments, which are shorter than the distance between entanglements (itself equivalent to the tube diameter), do not feel the tube. At longer times, the segments feel the constraint imposed by the surrounding chains and therefore only the longitudinal Rouse modes along the tube are available [14]. This leads to the following expression for the Rouse modulus, including longitudinal modes:

\[
G_{\text{Rouse}}(t) = G_e \sum_{p=2}^{N} \frac{1}{Z} \exp \left( -\frac{2p^2 t}{\tau_{\text{Rouse}}(M)} \right) + G_e \frac{Z}{5} \sum_{p=1}^{Z} \frac{1}{Z} \exp \left( -\frac{p^2 t}{\tau_{\text{Rouse}}(M)} \right)
\]  

(5)

where \( \tau_{\text{Rouse}}(M) = \tau_e Z^2 \) is the Rouse time of a chain of molar mass \( M \).

The first term accounts for the free Rouse relaxation of the segments shorter than the distance between entanglements (see Figure 3). The second term accounts for the longitudinal modes, confined by the tube to one dimension. The longitudinal modes are sometimes referred to as the “monomer redistribution process”. Since the Doi and Edwards theory predicts the plateau modulus to be 4/5 of the rubber modulus because of the longitudinal motions along the tube, Likhtman et al. concluded that 1/5 of the stress stored in the tube after a step deformation is relaxed by longitudinal modes [14]. Therefore, the Rouse relaxation of an entangled chain can be expressed from its entanglement modulus, \( G_e \), which is about 20% higher than the plateau modulus.

![Illustration of the different modes of the Rouse relaxation of a polymer chain.](image)

**Fig. 3:** Illustration of the different mode of the Rouse relaxation of a polymer chains. First, fast modes take place, which involve the motion of 1 Kuhn segment. Then, slower modes including 2 Kuhn segments, etc. take place until the chain motion are prevented, due to the entanglements (see the last figure). This picture corresponds to the pseudo-equilibrium state (see Figure 2).
2.3 Disentanglement mechanisms

Reptation

At times larger than the Rouse time of an entangled segment, $\tau_c$, the tube picture is becoming active: Topological constraints restrict the motion of the chain laterally. Therefore, in order to relax its initial orientation, the chains need to find diffusion mechanisms which allow it escaping from this initial tube. In case of linear chains, the main relaxation process consist in the diffusion of the center of mass of the chain, along the curvilinear axis of the tube [4,9]. This process is defined by a one dimensional diffusion equation (Doi and Edwards, [10]). By back and forth motions along the primitive path (which are associated to a Brownian motion of the center of mass), the chain can move few by few outside the initial tube to create a new one. Reptation process is illustrated in Figure 4.

![Cartoon of the reptation process. The initial tube is represented by blue lines. As soon as the chain diffuses along the tube axis, the memory of the initial orientation is partially lost.](Image)

The chains will relax from the outer to the inner segments. According to reptation theory [9,10], the time needed to relax the entire chain by reptation, $\tau_d$, is proportional to the cube of the molecular weight of the test chain:

$$\tau_d = \frac{L_{eq}^2}{\pi^2 D_c} \propto \frac{M^2}{M^{-1}} = M^3, \quad (6)$$

where $D_c$, the curvilinear diffusion coefficient, is equal to $kT/N\zeta_0$, results from the summed drag of all the monomers along the chain and is thus proportional to the number of monomers, $N$, and the monomeric friction coefficient $\zeta_0$. Expressing the primitive path length $L_{eq}$ and the curvilinear diffusion coefficient in terms of tube model parameters gives the important relation [1-4]:

$$\tau_d(M) = \frac{\zeta_0}{\pi^2 kT} \left( \frac{N^2 b^2}{M} \right)^3 = 3 \tau_c Z^3. \quad (7)$$

This $M^3$ dependence of the reptation time must be compared to the $M^2$ dependence of the Rouse time. The same $M^3$ scaling is predicted for the zero shear viscosity, $\eta_0$, since:

$$\eta_0 \propto G_N^0 \tau_d, \quad (8)$$
and the plateau modulus is (within this picture) molecular-weight independent.

**Contour length fluctuations and chain retraction**

Because the experimental dependence observed for zero shear viscosity of entangled linear polymer melts follows a $M^{3.4}$ scaling rather the anticipated $M^{3}$ predicted by pure reptation, it is clear that additional relaxation mechanisms besides curvilinear diffusion of the center of mass are required to correctly describe the relaxation of linear chains [1-4]. Initially proposed by Doi [10] and later expanded by Milner and McLeish [15], **contour length fluctuations (CLF) mechanisms** is the second key ingredient to model the relaxation of polymeric architectures. Taking place at short times, this process takes into account the chain extremities are not constrained by the tube and therefore, can easily explore their surrounding environment. CLF is thus a Rouse relaxation of the chain ends, which does not require the motion of the center of mass. As shown in Figure 5, when the chain contracts within the tube and then stretches out again, the orientation of the ends of the initial tube is forgotten, and the stress associated with those portions is relaxed.

![Illustration of the Contour Length Fluctuations process (taken from [4]).](image)

CLF will therefore speed up the overall relaxation of the polymer. The experimental 3.4 scaling for viscosity and reptation time of linear chains has been attributed to CLF by Doi [10], arguing that the fraction of tube relaxed by CLF should scale as $Z^{-1/2}$. The estimated time to relax a molecular segment localized at a position $x$ along the chain (from 0 at the chain extremity to 1 in the middle of the chain) is determined as:

$$\tau_{early}(x) \approx \frac{9 \pi^3}{16} \cdot \tau_e \cdot \frac{(x \cdot L_{eq,0} / 2)^4}{a^4}$$

(9)

According to Doi and Edwards, the linear chain fraction relaxed by CLF does not have to relax by reptation, which speeds up this last process.

On the other hand, branched architectures, such as star-like molecules, are not able to relax by reptation. Therefore, while the extremities of the arms of the molecule will relax by CLF, the central molecular segments will relax by deep retraction within their tube. These deep retractions are called **chain retraction** [15,16]. They arise because the equilibrium length of a chain is only the most probable length, representing the most stable configuration. However, the real length of the chain fluctuates around this equilibrium length, allowing deeper molecular segments to relax. The retraction process is entropically unfavorable, and therefore characterized by long relaxation times, which increase exponentially with the molecular weight of the observed branch, or with the depth of the molecular segment along this branch:
\[ \tau(x) = \tau_0(x) \exp\left(\frac{\nu x M}{M_e}\right), \quad (10) \]

Where \( \nu \) is constant close to 3, \( x \) is the localization of the molecular segment along the branch (from 0 at the extremity to 1 at the branching point), \( M \) is the molecular weight of the branch and \( M_e \) is the molecular weight between two entanglements [1-4, 15-17].

Chain retraction is a typical first passage problem: it is not related to the most probable location of a chain end, but rather to the deepest tube segment reached by the fluctuating chain end.

**Constraint release and tube dilation**

Since the tube represents the topological constraint on a given chain from its molecular environment, the tube itself is able to move according to the motion of the surrounding chains. This tube motion, neglected in the Doi and Edwards model, is of particular importance for polydisperse systems. Tube motions are extremely complicated to describe in their generality and therefore only simplifications of the real situation are tractable. Tube motions chiefly affect the test chain in two different but related ways. First, “slow” tube motions allow large-scale lateral motions of internal segments, i.e. they induce a constraint release mechanism (CR) [4, 18], see Figure 6. Second, when motions of surrounding chains become fast at the observed time scale, the effect is equivalent to an increase of the “effective” tube diameter, which leads to an acceleration of the other relaxation processes (reptation, CLF). This mechanism is called “Dynamic Tube Dilation” (DTD) [19]. Several authors, using different approaches, have studied these two fundamental concepts.

![Fig. 6: Constraint release process (from [4]).](image)

According to the **Dynamic Tube Dilution** concept (DTD), which has been proposed by Marrucci [19], the “effective” tube of constraints around a chain widens as the relaxation proceeds. Indeed, the tube diameter is directly linked to the average distance that a chain can laterally cover without hitting topological constraints by the surroundings molecules. Were these obstacles fixed (i.e. a permanent network), the tube diameter would be a well-defined, time-independent quantity. However, because of the mobility of the surrounding chains, obstacles continuously disappear and reform, some of them more rapidly (near the chain end), others more slowly (far from the chain ends).

Therefore, the test chain will be able to move laterally and thus to explore the surroundings more and more with time. In other words, the tube diameter must be taken as an increasing
function of time during relaxation. This increase is calculated by assuming that the relaxed part of the polymer behaves like a solvent. Therefore, the effective tube diameter depends on the survival fraction of initial tube (i.e. the unrelaxed fraction of the polymer, considering reptation, CLF or retraction processes), \( \Phi(t) \), as:

\[
M_e(t) = \frac{M_e(0)}{\Phi(t)^\alpha}
\]

\[
L_{eq}(t) = L_{eq}(0) \left( \Phi(t) \right)^{\alpha/2}
\]

\[
a(t) = \frac{a(0)}{\left( \Phi(t) \right)^{\alpha/2}}
\]

Note that the time dependent values are described as “effective” and are different from the true material parameters (except at time zero). Indeed, since the polymer density remains constant through time, the equilibrium values do not change.

From Equation 1 and Equation 11, we obtain:

\[
G(t) = \frac{\rho RT}{M_e(t)^\alpha} \Phi(t) = G^0 \Phi(t)^{1+\alpha}
\]

The exponent \( \alpha \), called the dilution exponent takes a value between 1 and 1.3. Still today, there is no real consensus on its value [20].

In the DTD model, the relaxed part of the polymer is immediately taken as solvent. However, Struglinsky and Graessley [21] have shown that this assumption is not always true. It works only if the different relaxation times are well separated on the time scale.

Ball and McLeish have extended the Dynamic Tube Dilation concept to chain retraction, in order to explain the relaxation of branched polymers [18]:

\[
\frac{\partial \ln \tau_{\text{fluct}}(x_i, t)}{\partial x_i} = 3 \cdot \left( \frac{M_l}{M_{c0}} \right) \cdot x_i \cdot \Phi(t)^\alpha,
\]

This model was improved by Milner and McLeish [19] who solved the first passage problem to obtain more accurate expression of the initial retraction time and who proposed a transition equation to consider both early (non-activated) Contour Length Fluctuations and retraction process.

3 Linear viscoelasticity of complex molecular architectures
As for the linear chains, the linear viscoelastic response of complex architectures results from a combination of different relaxation mechanisms such as reptation, retraction and constraint release mechanisms. However, the motion of the polymer fraction which is trapped between two branching points requires, first, the motion of these branching points, which significantly slows down the relaxation of these inner segments. This leads to the important concept of hierarchical motion, according to which the outer generation of branches relax first, followed by the relaxation of the inner branches. This hierarchical relaxation is illustrated in Figure 7, which shows the storage and loss moduli of a polymer: while the outer branches relax at relatively high frequencies (around 100 rad/s), a second, low frequency plateau in the storage modulus is clearly observed (around 0.1 rad/s), which corresponds to the unrelaxed part of the chains, located between two branching points. Only after much longer time, the inner part of the molecules will also be able to move and relax, at the rhythm of the motion of the branching points.

Fig. 7: Storage and loss moduli of a polybutadiene sample with a pom-pom shape with the molar mass of an arm of 14.8 kg/mol and the molar mass of the inner backbone of 47 kg/mol. Since the inner part of the backbone is trapped between two branching points, its relaxation will take place at longer time, at the rhythm of the motion of the branching points. Symbols represent the experimental data (from ref. [22]), while the continuous curves represent the predictions based on a tube model [23].

This hierarchy of relaxation processes in complex architectures has been observed with many complex model systems such as H-polymers, comb polymers [24] and Cayley tree polymers [25]. It must be noted that with polydisperse systems, this hierarchical process cannot be easily observed, due to the larger number of different relaxation times present in the polymer.

In order to quantify the relaxation time of the inner fraction of a branched molecule, extra friction coming from the branching point needs to be included in the reptation and retraction mechanisms. This has been proposed by several authors in the case of model polymer melts. Also, it has been generalized to polydisperse systems in refs. [26-28]. The idea behind these models is illustrated in Figure 8: first, the outer branches will relax. After its relaxation, each branch can be seen as an extra friction, of a certain importance, which is determined from the relaxation time of the branch.

As illustrated in Figure 7, accounting for this extra friction in the motion of the inner part of the molecules, a good agreement between theoretical and experimental viscoelastic curves has been found, which validated this approach.
As for the linear chains, the linear viscoelastic response of complex architectures results from a combination of different relaxation mechanisms such as reptation, retraction and constraint release mechanisms. However, the motion of the polymer fraction which is trapped between two branching points requires, first, the motion of these branching points, which significantly slows down the relaxation of these inner segments. This leads to the important concept of hierarchical motion, according to which the outer generation of branches relax first, followed by the relaxation of the inner branches. This hierarchical relaxation is illustrated in Figure 7, which shows the storage and loss moduli of a polymer: while the outer branches relax at relatively high frequencies (around 100 rad/s), a second, low frequency plateau in the storage modulus is clearly observed (around 0.1 rad/s), which corresponds to the unrelaxed part of the chains, located between two branching points. Only after much longer time, the inner part of the molecules will also be able to move and relax, at the rhythm of the motion of the branching points.

Fig. 7: Illustration of the hierarchical relaxation of the branched macromolecule. After the deformation, only the branches can move by retraction. When a branch fully relaxes, it is replaced by a bead at the branching point, to take into account the frictional drag of the branch. Figure taken from ref. [1].

4 Combining rheology and tube models as a new characterization tool

4.1 Sensitivity of rheology to molecular architectures

As explained in Sections 2 and 3, the viscoelastic properties of a polymer melt strongly depend on its composition. Given its high sensitivity, rheology is often used as an accurate tool to determine the architectures present in a complex polymeric material [5]. For example, it is used to detect low level of long-chain branching [29]. Indeed, comparing the experimental viscoelastic data to predictions based on linear chains, it is possible to estimate the level of branching chains in the sample. Furthermore, several studies with polyethylene samples inferred the presence of complex molecules from the thermo-rheological complexity of the material [30].

Thus, the viscoelastic curves of a model polymer include the signatures of the branched architectures present in the material, which can be used in order to better characterize the sample composition. In order to validate the consistency between linear viscoelastic properties and sample composition, models such as the tube models are very useful since they allow successfully predicting the linear rheology of polydisperse complex polymers, essentially without adjustable parameters. Thus, they allowed detecting low amount of side-
products in model polymers, which need to be taken into account in order to relate viscoelastic properties and sample composition, and despite the fact that these samples were considered as pure from SEC/LS analysis [5].

Furthermore, besides linear rheology, several recent works have shown the huge sensitivity of non-linear rheology to architecture and hence its potential to characterize such complex polymers. In particular, the strain hardening observed in extension can give us important information about the branching level and seniority of the molecules [31]. Quantitative models able to predict the non-linear behavior of polymer melts will certainly be further developed in the near future.

4.2 Determining the composition of a polymer from its viscoelastic response (inverse modelling)

While predicting the viscoelasticity of a polymer from its composition is well-defined, determining the composition of a polymer from its viscoelastic curves represents an ill-posed problem: rheology alone does not suffice to determine the composition of a sample, irrespectively of the viscoelastic model used. In order to resolve this issue and be able to extract molecular structure from the viscoelastic data requires describing the whole sample composition based only on few parameters in order to minimize the number of possible solutions (and hence, uncertainty).

For example, as illustrated in Figure 9, determining molar mass distribution (MMD) of a sample from its viscoelastic properties has been applied to linear polymers. Indeed, knowing a priori that a sample is linear, it was shown that the inverse problem could be solved by approximating the unknown MMD by one or two log-normal distributions or Generalized exponential (GEX) functions [31]. In this way, the number of unknown parameters was low enough (two parameters by log-normal and three by GEX function) to overcome the ill-posed properties of determining the possible architectures present in the polymer.

A first example of such systems are the polydisperse branched samples which have been developed in the near future. While the MMD of a branched polymer can be determined experimentally, its interpretation in terms of different architectures contributing to the signal is far from trivial, since several architectures could lead to virtually the same signal. Hence, associating MMD to architectures remains a formidable challenge. In order to reduce the ill-posed character of this exercise, it is necessary to add coupling agent in a linear polydisperse parent. In that case, only combinations of two linear and 3-arm star polymers (with the proportion of 4-arm star polymers being the remaining fraction of the polymer). Therefore, this inverse problem could be solved by using a best-fit procedure. This is illustrated in Figure 11.

Despite these encouraging developments, in most cases even model star polymers are already too complex to allow transforming their viscoelastic response to MMD. Therefore, these products in model polymers need to be taken into account in order to relate viscoelastic properties and sample composition, and despite the fact that these samples were considered as pure from SEC/LS analysis [5].

**Fig. 9:** Illustration of solving the inverse problem, starting from the rheological data to determining the MMD of a monodisperse linear polystyrene sample. In the left figure, the symbols represent the experimental data, while the continuous curves show the theoretical MMD obtained after a certain number of iterations. In this specific case, after 280 iterations, the model converges toward the experimental MMD and stops evolving.
Despite these encouraging developments, in most cases even model star polymers are already too complex to allow transforming their viscoelastic response to MMD. Therefore, these mesoscopic models are rather used to validate a specific composition, proposed for example from the analysis of its MMD, or to further investigate the influence of specific architectures on the viscoelasticity of the sample.

### 4.3 Combining rheology and statistical tools for determining the polymer composition

While the MMD of a branched polymer can be determined experimentally, its interpretation in terms of different architectures contributing to the signal is far from trivial, since several architectures could lead to virtually the same signal. Hence, associating MMD to architectures remains a formidable challenge. In order to reduce the ill-posed character of this exercise, it is necessary to exploit any information available from the synthesis protocol.

For example, due to their nature or their synthesis protocol, some polydisperse branched polymers have a composition which follows well-defined statistical rules [5]. In this case, it has been shown that despite the large number of different macromolecules, the MMD measured by SEC/LS could be decomposed into different architectures without facing the ill-posed problem of model polymers. Decomposition of the SEC/LS data is indeed possible if the whole set of molecules could be determined from a few parameters like branching density and number-average molar mass.

A first example of such systems are the polydisperse branched samples which have been obtained by coupling different polydisperse linear parents. In such a case, one can strongly reduce the degree of freedom and thus the ill-posed properties for determining the possible architectures present in the polymer.

This has been illustrated in ref. [32], where a blend of linear and star chains were obtained by adding coupling agent in a linear polydisperse parent. In that case, only combinations of two (to create double linear), three (to create 3-arm stars) or four linear parents (to create 4-arm stars) were, chemically, possible (see Figure 10).

![Fig. 10: Statistical composition of a polymer blend obtained from a polydisperse linear polymer in which coupling agents have been added.](Image)

The corresponding MMDs of these different species could be easily determined from the MMDs of the linear (polydisperse) parents. In this way, only three unknown parameters are needed to describe the statistical MMD of the whole sample: the proportions of linear, double linear and 3-arm star polymers (with the proportion of 4-arm star polymers being the remaining fraction of the polymer). Therefore, this inverse problem could be solved by using a best-fit procedure. This is illustrated in Figure 11.
Another example of systems for which the ill-posed properties of the inverse problem can be reduced are poly-condensate samples [5]. Indeed, for these samples, the different architectures present in the polymer can be statistically determined based on a Monte Carlo simulation. In such a case, if the different chemical components are known, the only unknown needed to fit the experimental SEC/LS curve is the conversion level. Interpreting the SEC/LS curves becomes then possible, and comparing the experimental viscoelastic data to the predicted curves based on this statistical distribution allows, again, to validate the approach. This has been illustrated, for example, in ref. [33].

Fig. 11: (left:) Decomposition of the experimental MMD (blue curves) into linear, double linear, 3arm stars and 4arm stars polybutadiene polymers. The sum of these different distributions is shown by the magenta curve. (right:) Comparison between experimental storage and loss moduli (o) and the moduli predicted based on the statistical composition.
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1 Introduction

The human brain is an organ of vast complexity and despite ever increasing effort, scientists are still far from understanding how this network of several billion neurons accomplishes functional interaction and signalling or to find reliable methods to assist this intricate machinery in places where correct signalling fails. Due to its complexity, in vivo studies are limited to macro-scale investigations such as electroencephalography (EEG), magnetic resonance imaging (MRI) and positron emission tomography (PET). While these methods allow for the ascertainment of organ function and the localization of its failures, it is impossible to characterize single cell function and the mechanisms of network communication from these studies. Therefore, our group focuses on the investigation of small-scale, two-dimensional neuronal networks (up to 1000 cells/mm²), their interaction and possible means to influence their behaviour. We aim to establish methods for the manipulation of bionetwork development and establishment of connectivity patterns via microcontact printing (µCP) and novel microfluidic systems. Within this area of expertise, we engineer shapes and then deposit corresponding protein patterns via µCP that facilitate a preferential outgrowth of neurites in a predetermined direction, thereby controlling the directionality of signal propagation within the network. Furthermore, it is our goal to fabricate chip-based sensors that enable an efficient cell-chip coupling towards precise recording of cellular signals. We want to facilitate a better understanding of the cell-cell communication and provide the ability to stimulate network communication by the transmission of electrical signals to the constituting neurons. Within this framework, we have developed a variety of microelectrode array (MEA) designs that enable non-invasive, parallel, multi-site recording of action potentials from primary neurons and cardiomyocyte-like HL-1 cell line. We have modified our standard planar 64 electrode MEA design with different geometries ranging from nanometer-sized cavities that allow for cellular protrusion into the sensor to mushroom-shaped 3D electrodes. Furthermore, we investigate various field-effect transistor (FET) designs with gate materials ranging from silicon nanowires to graphene. In order to realize the development of our devices, we employ both traditional cleanroom technology as well as modern 3D printing procedures. Ultimately, the combination of our different approaches – microcontact printing, microfluidics and multi-electrode arrays – yields novel devices for the study of network development and communication.

This Chapter is meant to give an overview over the commonly used techniques, processes and approaches in the area of multielectrode arrays for the study of cellular communication. Section 1 describes the techniques of relevance for our nanofabrication procedure, Section 2 various MEAs designs and their respective advantages and Section 3 deals with the formation of specific connectivity patterns of neuronal cultures on MEA devices.

2 Nanofabrication

Nanotechnology focusses on the design, synthesis, and characterization, of multi-functional materials and devices that have a functional organization in at least one dimension on the nanometer scale, ranging from a few to about 100 nanometers. Applications of nanotechnology to biology and medicine are varied and continue to advance as the engineering continues to improve. In general, the preparation techniques in nanotechnology can be categorized as bottom-up or top-down, or a combination of both. Top-down
approaches start with a bulk material, in which a detailed structure is transferred. Methods such as lithography and etching techniques fall into this category. Bottom-up approaches start with a defined structure or a pre-conditioned material that undergo specific chemical or physical processes that produce higher-ordered structures. Methods such as self-assembly, templating and scaffolding fall into this category. In the following paragraphs concepts and examples will be described.

### 2.1 Lithography

Lithography is one of the key processes used in microfabrication and is used to pattern thin films or the bulk of a substrate. It uses light or electrons to transfer a predefined pattern to a light- or electron-sensitive material (resist) on the substrate (see Fig. 1). The exposure is followed by a series of chemical or physical process steps which either etches the pattern into, or deposits new material in the desired pattern onto, the material underneath the photo resist [1]. Exposure systems in photolithography typically produce an image on the wafer using a photomask. Exposure systems either work in contact or proximity mode or as projection systems called stepper. Current state-of-the-art photolithography tools use deep ultraviolet (DUV) light sources, which allow minimum feature sizes down to 50 nm and below. In contrast electron-beam lithography is a maskless method and directly writes patterns with high resolution (sub-10 nm) but low throughput.

![Optical and electron-beam lithography](image)

**Fig. 1:** Optical and electron-beam lithography: the flat substrate is spincoated with photo or electron sensitive resist (left). Resists consist of macromolecules that are modified upon exposure to light (back) or high-energy electrons (front), resulting in a changed solubility. A desired sample pattern can thus be transferred to the resist by writing the pattern and subsequent wet chemical development (right). The resulting patterned resist layer serves as a mask for the following steps.

### 2.2 Etching

The next step in making a structure on the wafer after lithography is called etching, by which layers of material are removed from the surface of a wafer by chemical or physical reactions. Usually, part of the wafer is protected from the etchant by a "masking" material which resists this reactions. In the simplest case, the resist used before in lithography can be used as masking material but normally a more resistant masking layer is required. The etching process
results in an undercut of the masking layer (see Fig. 2). The ratio between the width and the depth of a structure is called aspect ratio. Etchants are called isotropic when large undercuts are produced, resulting in small aspect ratio. Modern fabrication processes greatly prefer anisotropic etching, because they can produce high aspect ratio structures. Etching processes can be categorized in dry (gas phase) and wet (liquid phase) etching.

**Fig. 2:** After lithography the pattern is transferred from the resist to the substrate by an etching step. Wet etching (chemical etching) and dry etching (plasma or ion etching, thus, physical etching) are both commonly used methods in the micro- and nanofabrication nowadays. Dry etching is preferred over the wet etching when patterns with finer geometries are required.

**Wet etching** Wet etchants are usually isotropic (see Fig. 2, right), leading to a large undercut when etching thick films. Wet etching is normally a more simple technology as it requires a container with a liquid solution that will dissolve the material in question. A commonly used etchant for silicon dioxide over a silicon substrate is buffered hydrofluoric acid (BHF). The main challenge is to find a mask that will not dissolve in the etchant or at least etches much slower than the material to be patterned and to find a large etch rate difference between the material to be patterned and the material at which the etching process should stop. Some wet etchants react with crystalline materials at very different rates depending upon which crystal face is exposed (see Fig. 2, right). In single-crystal materials (e.g. silicon wafers), this effect can allow very high anisotropy and high aspect ratio. Several anisotropic wet etchants are available for silicon. For instance, potassium hydroxide (KOH) has an etch rate selectivity 400 times higher in <100> crystal directions than in <111> directions. Tetramethy lammonium hydroxide (TMAH) presents an alternative, with a 37 times selectivity between <100> and <111> planes in silicon.

**Dry etching** A disadvantage of wet etching is the undercut caused by the isotropy of the etching process. As an alternative to wet etching, plasma or dry etching is used which can create a more anisotropic etching, critical for high-aspect ratio pattern transfer. The plasma is generated under low pressure (vacuum) by an electromagnetic field. Energetic free radicals and high-energy ions are produced that attack the wafer surface and react with it. Plasma etching can be isotropic, i.e., exhibiting a lateral undercut rate on a patterned surface approximately the same as its downward etch rate, or can be anisotropic, i.e., exhibiting a smaller lateral undercut rate than its downward etch rate. Such anisotropy is maximized in deep reactive ion etching.
Reactive-ion etching (RIE) is the most prominent type of dry etching. RIE uses chemically reactive plasma to remove material deposited on wafers. A typical (parallel plate) RIE system consists of a vacuum chamber, with a wafer placed on the bottom electrode (see Fig. 3). The amount (gas pressure) and composition of gas in the chamber heavily influences the etching process: e.g. fluoride based gas is commonly used for etching silicon.

Other types of RIE systems exist, including inductively coupled plasma (ICP) RIE. In this type of system, the plasma is generated with an RF powered magnetic field. Very high plasma densities can be achieved, though etch profiles tend to be more isotropic.

A combination of parallel plate and inductively coupled plasma RIE is possible. In this system, the ICP is employed as a high density source of ions which increases the etch rate, whereas a separate RF bias is applied to the substrate (silicon wafer) to create directional electric fields near the substrate to achieve more anisotropic etch profiles.

To achieve near vertical structures a so-called Bosch process can be applied. The process alternates rapidly between two modes, a standard plasma etch and a deposition of an inert passivation layer. During the etching phase, the directional ions that bombard the substrate attack the passivation layer at the bottom of the trench (but not along the sides). They collide with it and sputter it off, exposing the substrate to the chemical etchant.

2.3 Deposition

The deposition of defined layers of metals or isolators is an important step for the majority of micro- and nanofabrication processes to define feedlines, bondpads and electrode areas and to prepare isolation layers to selectively enable contact to the environment in defined positions. The following paragraphs will describe common layer deposition techniques.

Metals

Physical vapor deposition (PVD) is the direct deposition of atoms from source to a target and is most commonly used for the formation of metallic thin layers. PVD can either be performed via thermal evaporation or sputtering. During thermal evaporation, the source material is heated inside a crucible either via resistive or e-beam heating in a low-pressure
environment, resulting in the evaporation and subsequent deposition on the substrate via condensation (Fig. 4a). This process exhibits very good directionality, generally resulting in poor edge coverage (Fig. 4b) and substrate orientation dependent deposition (Fig. 4c) [2]. This directionality is advantageous for lift-off processes where poor edge coverage enables the dissolution of the photoresist and results in clean edges of the patterned metal layer. For processes where a more homogeneous deposition with improved edge coverage is essential, moving sample carriers can be utilized to improve the layer characteristics.

Fig. 4: Schematic representation of physical vapor deposition via e-beam evaporation. The substance to be deposited (source) is heated inside a crucible, evaporates and condenses on the substrate (a). This process exhibits a distinct directionality, resulting in a poor edge-coverage ideal for lift-off processes (b) and the possibility of influencing the metal layer by changes to the substrate orientation (c) (schemes according to [2]).

Sputtering is an alternative to thermal evaporation. In this case, the material to be deposited is bombarded with high-energy inert ions, e.g. argon, resulting in the ejection of atoms from the material towards the target. While this process results in better edge coverage, it has the disadvantage of higher substrate temperature as compared to thermal evaporation, which is problematic in case of the deposition of metallic layers on top of polymeric photoresists. Since many photoresists exhibit a low glass transition temperature $T_g$ above which they become soft resulting in distortions, the substrate temperature is an important parameter for the deposition of metal thin films [3].

PVD machines are usually equipped with multiple source materials, which is a great advantage since it enables the deposition of stacks from different materials within the course of one processing step. This is especially important for noble metals such as gold and platinum which generally show poor adhesion on the substrates commonly employed during microfabrication. In this case, the addition of an interstitial layer of either chromium or titanium greatly improves the adhesion and thereby device stability.
A disadvantage of PVD processes is the limited deposition thickness achievable using these methods. Due to stress within the formed layers which can lead to the formation of cracks, layers thicker than 2µm are not commonly prepared using this technique [2]. Furthermore, since the source material condenses on substrate and reactor wall alike, this approach requires comparatively large amounts of material.

**Galvanization** or electroplating is another form of metal deposition. This method relies on the reduction of metal salts in aqueous solution and, in contrast to PVD, is also suitable for thicker deposits [2]. Fig. 5a depicts the principle of electroplating. At the cathode, positively charged metal ions are reduced to the elemental metal. The electrons needed for this process are either supplied via the oxidation of the anode if a base metal such as copper is employed

$$\text{Cu} \rightarrow \text{Cu}^{2+} + 2 \text{e}^- \quad (1)$$

or via the oxidation of water

$$2 \text{H}_2\text{O} \rightarrow 4 \text{H}^+ + \text{O}_2 + 4 \text{e}^- \quad (2)$$

if an inert material is used as anode. The introduction of an electrically conductive layer (seed layer) underneath the photoresist during lithography based microfabrication enables the utilization of this process for the formation of structured metal areas (Fig. 5b). In areas, which are not covered by photoresist, the conductive layer, which functions as cathode, is in contact to the metal ions in solution. Reduction of said metal ions results in the formation of elementary metal deposits. The thickness of the deposit is controlled via the applied voltage and deposition time. Subsequent seed layer stripping produces free-standing metal structures.

One metal that is often used for electronic applications is gold since it exhibits good electrical and thermal conductivity, wear resistance and inertness, which prevents the formation of an insulating oxide layer [4]. Many gold electroplating formulations are commercially available, mostly based either on gold sulfite, thiosulfate or gold cyanide complexes. Due to their superior stability, gold cyanide complexes, such as potassium dicyanoaurate(I) (K[Au(CN)₂]) which exhibits a potential of -0.61V against the standard hydrogen electrode [4], are most commonly used. To prevent contamination, inert electrodes are utilized for the electrochemical deposition of gold with the electrons needed being supplied via the oxidation of water.
**Fig. 5:** a) Principle of galvanization. Positively charged metal ions from solution are reduced at the cathode to form a metal layer. If an easily oxidized metal is used as anode, the metal ions in solution are constantly replenished, in which case, the anode is termed “sacrificial”. If inert anodes such as platinum are used, electrons can be supplied by the oxidation of water. b) Application of electroplating in combination with microfabrication for the formation of metal patterns. A conductive layer (seed layer) underneath the photoresist enables the formation of an electrical contact and the electrochemical deposition of metals in areas which are not covered by photoresist. Subsequent photoresist removal and seed layer stripping yields free-standing metal structures.

A clear advantage of electroplating over PVD is the ability to form thick deposits of several tens of μm. Furthermore, since the deposition only occurs “inside the pattern”, i.e. in areas not covered by photoresist, it is more economical with no material wasted to cover the photoresist and be removed during lift-off or covering the reactor walls as is the case for PVD processes.

\[
\begin{align*}
\text{Cathode:} & \quad 4 \text{K[Au(CN)₂]} + 4 e^- \rightarrow 4 \text{Au} + 4 \text{KCN} + 4 \text{CN}^- \\
\text{Anode:} & \quad 2 \text{H₂O} \rightarrow 4 \text{H}^+ + \text{O}_2 + 4 e^- \\
\text{Full cell:} & \quad 4 \text{K[Au(CN)₂]} + 2 \text{H₂O} \rightarrow 4 \text{Au} + 4 \text{HCN} + 4 \text{KCN} + \text{O}_2
\end{align*}
\]

**Isolators**

**Thermal oxidation** is a method that enables the formation of a thin layer of oxide and is most commonly used on silicon in order to prepare isolating layers of silicon oxide. While silicon naturally establishes an oxide layer even at room temperature, the reaction comes to a stop once the surface is fully covered and thus passivated, yielding an oxide layer of only around 2nm in thickness [5]. In order to achieve thicker layers, the reaction is performed in an oxidation furnace at high temperatures of around 900°C to 1200°C (Fig. 6a). Since the reaction is not a deposition in the classical sense but rather occurs at the silicon/silicon oxide interface under consumption of the silicon substrate, the solid state diffusion of the reactants through the established oxide layer exhibits a significant influence on the reaction kinetics, resulting in a transition from a surface-reaction limited case for thin oxides to the limitation by the diffusion of the oxidizing species to the reaction site for thicker oxides [5]. Due to the lower density of the established oxide as compared to the silicon substrate, the SiO₂ both grows “in” and “out” from the original Si surface (Fig. 6b,c). The original layer thickness of the silicon consumed during the reaction ($X_{Si}$) is approximately 0.46 times that of the resulting oxide ($X_{Ox}$) [6], every 1μm of silicon thus yields 2.17μm of SiO₂ after oxidation.
Thermal oxidations of silicon can either be performed in the presence of plain oxygen (dry oxidation) [2]

\[ \text{Si(s)} + \text{O}_2(g) \rightarrow \text{SiO}_2(s) \quad (4) \]

or water (wet oxidation)

\[ \text{Si(s)} + 2\text{H}_2\text{O}(g) \rightarrow \text{SiO}_2(s) + 2\text{H}_2(g) \quad (5) \]

The reaction rate is significantly smaller for dry oxidations as compared to wet oxidations. Nevertheless, the oxidation with oxygen exhibits certain advantages since it results in silicon oxide layers of superior quality due to an increased density, fewer defects and corresponding higher dielectric strength. However, since the process in extremely slow and thus time consuming, dry oxidations are only performed for thin oxide layers. Alternating dry-wet-dry cycles enable the combination of the advantages from both processes.

**Chemical vapor deposition (CVD)** enables the formation of various thin films by either reaction or decomposition of volatile precursors. Depending on the employed process parameters, nature of chose precursors or the method of supplying the energy needed for the precursors to either react or decompose to the intended product, the literature distinguishes between various different types of CVD processes such as low-pressure CVD (LPCVD), metal-organic CVD (MOCVD) or plasma-enhanced CVD (PECVD) [7]. CVD enables the deposition of various silicon and carbon containing compounds such as silicon oxide, silicon nitride, silicon carbide, carbon nanotubes and synthetic diamond. Furthermore, it is possible to deposit polysilicon by reduction of silanes [6].

\[ \text{SiH}_4(g) \rightarrow \text{Si(s)} + 2\text{H}_2(g) \quad (6) \]

This LPCVD reaction is important both for the fabrication of complementary metal oxide semiconductor (CMOS) integrated circuits. However, since this reaction has to be performed
at temperatures of approximately 600°C and as high temperatures are not always compatible with the materials at hand, PECVD is a valuable alternative since the use of plasma technology and the corresponding highly reactive species enable the utilization of lower temperatures of around 150°C to 350°C, whereas LPCVD usually necessitates temperatures of around 550°C to 900°C. PECVD is therefore the commonly used approach to create passivation layers during microfabrication processes, such as either silicon oxide by reaction of silane with oxygen, \[\text{SiH}_4(g) + 2 \text{O}_2(g) \rightarrow \text{SiO}_2(s) + 2 \text{H}_2\text{O}(g) \] (7) or silicon nitride by reaction of silane with ammonium, \[3 \text{SiH}_4(g) + 4 \text{NH}_3(g) \rightarrow \text{Si}_3\text{N}_4(s) + 12 \text{H}_2(g) \] (8)
or alternating layers thereof. During the deposition, the required gases are passed over the heated substrates while a radio frequency (RF) generator induces the formation of a plasma (Fig. 7a). An important aspect of the deposited layers is their conformity and step-coverage (Fig. 7b). Since PECVD is mainly used to prepare passivation layers on top of patterned surfaces, it is of high importance to achieve good step coverage and a conformal layer which does not exhibit weak points that will result in an early breakdown of the passivation capabilities.

![a) Schematic representation of a PECVD machine. The substrate is heated via resistance heaters while an RF source generates a plasma from the required gaseous precursors, b) layer characteristics; passivating layers need to exhibit good step coverage and conformality in order to prevent weak points (schemes according to [2]).](image)

**Fig. 7:** a) Schematic representation of a PECVD machine. The substrate is heated via resistance heaters while an RF source generates a plasma from the required gaseous precursors, b) layer characteristics; passivating layers need to exhibit good step coverage and conformality in order to prevent weak points (schemes according to [2]).

Another important aspect is the presence of defects as they also present weak points in the passivation. One approach to increase the stability of the passivation is the preparation of thicker layers, however, defects often propagate through the entire deposit due to different growth characteristics in vicinity of the defects. To circumvent this problem, stacks of different materials are often used since the lattice mismatch impede the propagation of defects...
from one layer to the next. In our group, multiple stacks of silicon oxide and silicon nitride are employed to solve this issue.

**Atomic layer deposition (ALD)** is a special case of CVD. It is a self-limiting process during which different precursors are introduced into the chamber sequentially, separated by purging steps so that only the amount of precursor A absorbed on the surface is available for reaction with precursor B, resulting in a layer-by-layer deposition of the substance. Fig. 8 depicts the processes during ALD based on the example of the formation of aluminum oxide. Trimethyl aluminum (TMA, Al(CH$_3$)$_3$) is introduced into the chamber and reacts with surficial hydroxyl functionalities (a) under elimination of methane (b,c). After complete surface coverage (d), unreacted TMA is removed and water is introduced into the chamber (e). As before, the chamber is purged after completion of this step. The surface functionality is now equivalent to the situation before the first cycle so that additional cycles of the process can be performed.

![Fig. 8: Schematic representation of the processes during ALD based on the formation of aluminum oxide. Surficial hydroxyl groups (a) react with trimethyl aluminum (TMA, Al(CH$_3$)$_3$) (b) under elimination of methane (c). After complete surface coverage (d), unreacted TMA is removed and water is introduced into the chamber (e). Substitution of the methyl groups under methane elimination (e) yields an aluminum oxide layer (f). After full conversion, the chamber is purged and additional cycles of the process can be performed.](image)

While this process certainly does not proceed in the ideal manner depicted in the schematic, layers fabricated via ALD generally exhibit fewer defects than CVD layers as well as excellent edge coverage and conformality.

**Spincoating** has recently become an important approach for the deposition of polymeric isolators. They offer the advantage of being processed via standard lithography techniques with exposure and development allowing for the removal of the passivation atop contact pads and electrode openings, making challenging and time consuming etching methods obsolete during this fabrication step (refer to Section 2.1 for further information on photoresist processing). However, this approach necessitates the utilization of thick layer of around 2-3µm which could have a significant influence on the contact geometry. Furthermore, many questions remain unanswered as to the long-term stability of such polymeric passivation layers in different environments and their possible hazards for biomedical applications.
3 Interfacing Electronic Devices with Neuronal Cells

Silicon-based microstructures are gaining importance in fundamental neuroscience and biomedical research. Precise and long-lasting neuro-electronic hybrid systems are at the center of research and development in this field. For extracellular signal recordings from electrically active cells in culture, two main concepts have been developed in the past: microelectrode arrays (MEAs) (see Fig. 9a) with metalized contacts on silicon or glass substrates have been used to monitor cardiac impulse propagation from dissociated embryonic myocytes [8–10], dissociated invertebrate neurons [11,12], mammalian neurons [13], and spinal cord neurons [14]. Alternatively, arrays of field-effect transistors (FETs) (see Fig. 9b) are used for extracellular recordings having either non-metalized transistor gates with cells growing directly on the gate oxide [15–17] or metalized gates. The latter are in direct contact with the electrolyte [18] or they are electrically insulated, so-called floating gates [19–21]. With these non-invasive methods, the electrical activity of single cells and networks of neurons can be observed over an extended period of time. Meanwhile, both concepts are growing together by designing MEAs inside a CMOS process with on-chip amplification and filtering [22,23].

Fig. 9: (a) Substrate-embedded microelectrode: the metal electrode (red) is exposed to the electrolyte while the feedlines are covered with an isolation layer (green-blue) (b) Open-gate field-effect transistor for the recording of extracellular signal

3.1 Working principles
The interaction of a neuronal cell with an electronic device is schematically depicted in Fig. 10. Sufficient electrical coupling between the cell and the (gate) electrode for extracellular signal recording is achieved only when a cell or a part of a cell is located directly on top of the (gate) electrode. Electrical signals recorded by these devices show lower signals and a higher noise level (owing to a weaker coupling to the (gate) electrode) compared to intracellular electrodes or patch pipettes (see Fig. 10, right).
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3.1 Working principles

The interaction of a neuronal cell with an electronic device is schematically depicted in Fig. 10. Sufficient electrical coupling between the cell and the (gate) electrode for extracellular signal recording is achieved only when a cell or a part of a cell is located directly on top of the (gate) electrode. Electrical signals recorded by these devices show lower signals and a higher noise level (owing to a weaker coupling to the (gate) electrode) compared to intracellular electrodes or patch pipettes (see Fig. 10, right).

For a quantitative understanding of the extracellular signals recorded by electronic devices, it is necessary to explain the experimental situation in detail. A schematic picture of a typical experimental situation is depicted in Fig. 11. Here, the neuroelectronic hybrid is formed by the neuron, the cleft between neuron and the sensor surface, and the electronic device. Outside the neuron and inside the cleft, there is extracellular electrolyte solution. By electrical excitation, the ion channels in the cell’s membrane open and ions can flow from across the cell membrane.

Fig. 10: Left: Schematic of a neuron on an electronic device: intracellular (upper orange electrode) and extracellular (lower yellow electrode) signals can be recorded. Right: Action potential of a neuron (approx. 100 mV) recorded by an intracellular electrode (upper trace) and an extracellular electrode (lower trace)

Fig. 11: Schematic of the neuroelectronic hybrid. The cell membrane is divided into free (FM) and attached membrane (AM) with the respective values of membrane area ($A_{FM}$, $A_{JM}$) and membrane capacitance ($C_{FM}$, $C_{JM}$) and resistance ($R_{FM}$, $R_{JM}$). $C_G$ and $R_G$ are the capacitance and the resistance of the (gate) electrode, respectively. The seal resistor $R_J$ represents the electrical properties of the cleft between the membrane and the sensor surface. In case of patchclamp experiments, the intracellular voltage $V_M$ can be determined.
While in the upper part of the cell (free membrane) these ions just enter the surrounding electrolyte bath directly, it is different at the attached membrane. Here, the ions have to pass the cleft before entering/leaving the bath. The cleft acts as a resistance typically called seal resistance $R_J$ [16,24]. The magnitude of $R_J$ is typically in the order of several 100 kΩ up to MΩ corresponding to a typical cleft thickness of 40 to 150 nm [25–27]. The voltage $V_J$, which determines the voltage at the (gate) electrode, is mainly determined by the seal resistance $R_J$ and the current that flows across it.

### 3.2 Planar Microelectrode Arrays

Planar MEAs were first reported by Thomas et al. in 1972 [8]. The aim of their research was to establish an electrophysiology technique that enables the parallel, non-invasive recording from electrically active tissues and cell cultures over periods of days to weeks, a goal which was not achievable with alternative methods at the time such as sharp microelectrodes. Their design consisted of 30 electrodes arranged in two lines 50µm apart, a distance of 100µm between the electrodes within a line and 50µm² area of each electrode (Fig. 12).

![Fig. 12: First MEA as developed by Thomas et al. in 1972. Their design consisted of 30 electrodes arranged in two lines 50µm apart, a distance of 100µm between the electrodes within a line and 50µm² area of each electrode (image taken from [8]).](image)

They deposited platinum black on each electrode and succeeded in recording action potentials of up to 2.5mV in amplitude from confluent, contracting layers of embryonic chick cardiomyocytes. Since then, various designs and materials have been employed for the fabrication of novel devices for improved signal quality and stability. While our group investigates a variety of different design, our most common layout exhibits 64 electrodes arranged in an 8x8 grid (Fig. 13).
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**Fig. 12:** First MEA as developed by Thomas et al. in 1972. Their design consisted of 30 electrodes arranged in two lines 50µm apart, a distance of 100µm between the electrodes within a line and 50µm² area of each electrode (image taken from [8]).

They deposited platinum black on each electrode and succeeded in recording action potentials of up to 2.5mV in amplitude from confluent, contracting layers of embryonic chick cardiomyocytes. Since then, various designs and materials have been employed for the fabrication of novel devices for improved signal quality and stability. While our group investigates a variety of different design, our most common layout exhibits 64 electrodes arranged in an 8x8 grid (Fig. 13).

**Fig. 13:** 64 electrode MEA layout. a) 64 electrode chip with attached glass ring as fluid reservoir. b) Schematic of the electrode array showing the arrangement of the 64 electrodes. c) Schematic cross-section of the electrode. Titanium is used as adhesion layer between the silicon oxide substrate and the gold electrode. An opening in the silicon oxide/silicon nitride passivation layer allows contact between the environment and the electrode.

For the fabrication of our devices we use standard cleanroom technology as described in Section 2. In Fig. 14, the process is described for an exemplary positive photoresist. Starting from a plain silicon wafer (Fig. 14a), an oxidation is conducted, forming an insulating layer on top of the semiconductor (Fig. 14b). Afterwards, photoresist is spincoated onto the substrate and then exposed through a chromium mask (Fig. 14c). This determines the pattern transferred onto the photoresist, which, in this particular case, are the 64 electrodes and corresponding feedlines of the MEA (Fig. 14d). During exposure, the polymeric photoresist decomposes in illuminated areas (Fig. 14e) and is subsequently removed during development (Fig. 14f). Metal is evaporated onto the pattern, covering both the remaining photoresist and the bare silicon oxide (Fig. 14g). The metal or stack of metals and the corresponding layer thicknesses are dependent on the final application and can be tailored accordingly by changing the parameters of the PVD process. After the metal deposition, the remaining photoresist is removed in acetone, which, consequently, also removes metal layers deposited on top of the photoresist (lift-off), leaving a structured metal surface (Fig. 14h).

The surface is then passivated either via PECVD, ALD or spincoating of a polymeric layer to form an insulation between feedlines and the environment (Fig. 14i), with the most commonly used passivation being alternating stacks of silicon oxide and silicon nitride as prepared by PECVD. Subsequently, a second lithography is performed (Fig. 14j) to open apertures in the center of the chip as well as bond-pads in the periphery that enable the chip to be contacted to the external electronics. After exposure (Fig. 14k) and development (Fig. 14l), the photoresist serves as mask for a RIE process which enables the local removal of the passivation layer and uncoverage of the metal electrode area (Fig. 14m). Afterwards, the dissolution of the photoresist yields the finished planar MEA device (Fig. 14n).
Fig. 14: Fabrication of MEA by example of a single electrode. Silicon (a) is oxidized to form an insulating oxide layer (b). Photolithography (c-f), PVD (g) and lift-off (h) enable the formation of electrodes, which are then passivated via PECVD (i). A second lithography step (j,k) opens apertures (l) which enable a localized RIE etching of the passivation, presenting an active area of the metal electrode (m). Photoresist removal yields the final device (n). Note that the mask in (d) depicts the pattern for the entire 64 electrodes.

While many improvements of planar MEAs have been developed over the years, ranging from increasing the number and density of electrodes, introducing high surface areas via
platinum black or chemical modification to increase cell adhesion and thus decrease the gap between cell and electrode, planar MEAs still suffer from limited signal quality. Furthermore, it remains impossible to record subthreshold potentials using this method [28]. Due to this reason, a variety of more complex designs based on the idea of extracellular, non-invasive MEAs have been developed. The following sections will provide information on such possible improvements.

3.3 3D Electrodes

Due to the fundamental limitations of planar MEAs, various modifications have been introduced in the literature to facilitate a stable interface for efficient cell-chip coupling that enables robust and long-term electrophysiological recording and stimulation [28]. One possible approach is the introduction of three-dimensional features as suggested by Spira et al. in 2007 [29]. They designed gold mushroom-shaped microspines based on the idea of exploiting the fundamental cellular process of phagocytosis (see Fig. 15), which enables the internalization of larger objects, and could therefore enable a closer contact between cell and electrode and hence an increase in seal resistance and thus signal quality.

Fig. 15:  a) Schematic of the proposed mechanism for the improvement of cell-electrode contact. Phagocytosis could lead to a reduction in cleft size between cell and electrode. Actin ring formation around the mushroom stalk further supports this mechanism. b) Geometrical parameters of mushroom-shaped 3D electrodes (adapted from [30]).

Spira et al. have continued extensive research on their idea of 3D mushroom-shaped electrodes. After their first experiments in 2007, which showed that both aplysia neurons and cells from a human cardiomocyte cell line readily engulf gold mushroom-shaped structures of around 850nm stalk width, 1µm stalk height, 1.8µm cap width and 1.6µm total height [29], they proved the formation of an actin ring around the stalks for cultures of aplysia neurons [31]. Subsequently, they performed first electrical recordings from aplysia neurons on microspines and compared them to recordings on planar electrodes [32]. They found that while single spines yielded recordings similar to that of planar electrodes, an assembly of four gold spines allowed for a higher than 4 fold increase in signal as compared to planar electrodes. Since then, many different ideas for 3D electrode structures have been suggested in the literature.

In our group, we investigate various different 3D approaches for the improvement of MEA technologies. One method is the employment of nanoporous alumina templates which are...
prepared on the devices via self-assembly, followed by electrodeposition of gold inside the template for the formation of gold nanopillar arrays (Fig. 16).

**Fig. 16:** Preparation of porous alumina templated gold nanopillar MEAs. The aluminum layer (a) is anodized, preparing a regular structure of nanoholes (b). Since only areas above the electrodes are in contact with the electroplating solution, gold is selectively deposited in the electrode area. Removal of the aluminum oxide yields free-standing gold nanopillars (adapted from [33]).

The resulting dense arrays of gold nanopillars (Fig. 17) could be shown to result in a significant reduction in electrode impedance and were employed by Brüggemann et al. [33] to perform action potential recordings from cardiomyocyte-like HL-1 cell line.

**Fig. 17:** Top (a) and side view (b) of gold nanopillar arrays with pillars of 300 to 400nm in height and diameters of approximately 60nm as fabricated using a self-assembled template of nanoporous aluminum oxide (image taken from [34]).

They were able to demonstrate good cell survival on the structures and recorded action potentials of up to 1.5mV peak-to-peak for electrodes of 20µm in diameter, with the introduction of gold nanopillars resulting in up to a two-fold increase in signal amplitude. Focused ion beam (FIB) cross-sections of HL-1 cells grown on nanopillars proved the formation of a tight contact between cell and electrode (Fig. 18).
In addition to the templated nanopillar arrays, we also investigate gold mushroom-shaped 3D electrodes, based on the findings of Spira et al. These structures are prepared via electron-beam (e-beam) lithography [35] as depicted in Fig. 19. An e-beam sensitive polymer such as poly(methyl methacrylate) (PMMA) is spincoated onto a gold covered carrier (Fig. 19b) and hole patterns are introduced into the layer via e-beam exposure (Fig. 19c). Gold is then electrodeposited into the holes, yielding either pillars (Fig. 19d₁) or mushroom-shaped electrodes (Fig. 19e₂) depending on whether the galvanization is allowed to proceed past the boundaries of the template. Subsequent removal of PMMA yields the free-standing structures (Fig. 19e₁/f₂). A heating step introduced before the galvanization enables rounded corners and thus a more biomimetic shape of the mushroom-shaped electrodes (Fig. 19d₂).

Fig. 18: Focussed ion beam (FIB) cross-section of an HL-1 cell grown on gold nanopillar arrays at different magnification. The close contact between cell and electrode facilitates good electrical coupling (image taken from [33]).

Fig. 19: Schematic representation of 3D electrode fabrication. PMMA is spincoated onto a gold layer (b) and pattern via e-beam exposure (c). Gold is then electroplated into the template, yielding either pillars (d₁) or mushroom-shaped electrodes (e₂) depending on whether the galvanization is allowed to proceed past the boundaries of the template. Heating of the PMMA before electroplating results in rounded corners and thus a more biomimetic shape of the mushroom-shaped electrodes (d₂). PMMA removal yields the free-standing electrodes (e₁/f₂).

Fig. 20 shows scanning electron microscopy (SEM) images of the resulting mushroom-shaped structures.
We have performed extensive SEM studies and FIB cross-sections of cells interacting with 3D electrodes. It could be shown that high aspect ratios between stalk height and width result in better cell-electrode contact [36] and that the “cap” on mushroom-shaped structures results in a better engulfment by the cell as compared to plain pillars. Fig. 21 shows SEM images of HL-1 cells both on pillars and mushroom-shaped 3D structures.

FIB cross-sections [37] confirmed a tight contact between cell and mushroom-shaped 3D structures (Fig. 22).

**Fig. 20:** SEM images of 3D mushroom-shaped electrodes.

**Fig. 21:** SEM images of HL-1 cells on pillars (a-c) and mushroom-shaped 3D structures (d-e). The cells grow on top of the 3D structures in both cases but while plain pillars lead to a tent-like formation, mushroom-shaped structures induce cellular engulfment of the 3D electrode (image taken from [36]).
Fig. 20: SEM images of 3D mushroom-shaped electrodes. We have performed extensive SEM studies and FIB cross-sections of cells interacting with 3D electrodes. It could be shown that high aspect ratios between stalk height and width result in better cell-electrode contact [36] and that the “cap” on mushroom-shaped structures results in a better engulfment by the cell as compared to plain pillars. Fig. 21 shows SEM images of HL-1 cells both on pillars and mushroom-shaped 3D structures.

Fig. 21: SEM images of HL-1 cells on pillars (a-c) and mushroom-shaped 3D structures (d-e). The cells grow on top of the 3D structures in both cases but while plain pillars lead to a tent-like formation, mushroom-shaped structures induce cellular engulfment of the 3D electrode (image taken from [36]).

FIB cross-sections [37] confirmed a tight contact between cell and mushroom-shaped 3D structures (Fig. 22).

Fig. 22: Focused ion beam cross-section of an HL-1 cell engulfing a mushroom-shaped 3D electrode. The observed tight contact between cell and electrode facilitates good electrical coupling (image courtesy of F. Santoro).

The transfer of these structures onto planar MEAs enabled the recording of action potentials from HL-1 cells. Assemblies of nine mushroom-shaped electrodes were employed for the recording, yielding signals of an amplitude of up to 180µV [38], which is comparable to the results obtained by Xie et al. [39].

Yet another approach which is investigated in our group is the usage of nanocavities [40,41]. They can be considered to be an “inverted” version of 3D electrodes, enabling not an engulfment by the cell but rather a protrusion of the cell into the sensor. These structures are prepared using a stack of either platinum or gold and chromium as electrode material (Fig. 23a). Small apertures of up to 24µm are etched through the passivation layer via reactive ion etching (Fig. 23d). Since chromium can easily be dissolved using commercial etching solutions which leave both platinum and gold layers intact, a selective underetching of the passivation by removal of chromium enables the formation of a nanocavity (Fig. 23f).

Fig. 23: Left: Schematic of nanocavity fabrication. The electrode material is covered by a sacrificial layer of chromium (a). The device is then passivated (b) and small apertures of up to 24µm in diameter are introduced via lithography coupled with reactive ion etching (c-e). Removal of the chromium via an etching step results in the formation of a nanocavity (f) (scheme according to [41]). Right: Nanocavity chip after etching. The bright areas surrounding the circular apertures mark the underetched area.
While the vertical dimension of the cavity can be tailored via the thickness of the chromium layer, the horizontal dimension depends on the parameters of the etching process. Due to the increase of the active surface area, the impedance of the device decreases dramatically, which is an important aspect for low-noise electrophysiological measurements [42]. Recordings from HL-1 cells using these devices exhibit stable action potentials of an amplitude of around 1 mV with excellent signal-to-noise characteristics [41]. Furthermore, this approach also enables the stimulation of electrical activity [42].

In future studies it would be interesting to combine 3D structures with geometries that enable cellular protrusion into the active area to merge the advantages of 3D electrodes and nanocavities. This could be achieved via the preparation of hollow pillars/nanohollows (Fig. 24).

Fig. 24: Evolution of electrode designs from planar MEAs to complex electrode structures for improved cell-chip coupling.

Recent developments utilizing this approach have shown promising results [43], presenting a good basis for further investigations.

3.4 Field Effect Transistor Arrays

P. Bergveld introduced in 1970 a field-effect transistor (FET) as transducers for (electro-/bio-)chemical sensing [15]. Here, the gate metal electrode of the metal-oxide-semiconductor FET (MOSFET) was replaced by an electrolyte solution. Changes in the surface charge of the FET due to ionic or molecular interactions or due to extracellular potentials lead to an additional gating of the conductive channel of the FET and is converted into an electrical signal.

For a theoretical description of the operation of ion-sensitive field-effect transistors (ISFET), the voltage drops across the reference electrode, the electrolyte solution, the surface potential at the interface between electrolyte and gate oxide, the gate oxide and part of the silicon needs to be considered. They depend on the specific doping level of the silicon, the gate oxide charge, the composition of the electrolyte solution and the reference electrode type.

Silicon nanowire (SiNW) field-effect transistors (Figure 17a) seem to be a promising candidate for the down-scaling of the ISFET concept to the nanoscale which was firstly demonstrated by Lieber and coworkers [44]. Beside the chemical or biomolecular detection, the SiNW devices can also be used to study the activity of electrogenic cells [45–47].

Methods for SiNW fabrication can be divided into two categories: a bottom-up approach that is usually based on vapor-liquid-solid method (VLS) with metal precursors, mostly Au, and a top-down approach that is based on lithography techniques. In the latter case usually silicon on insulator (SOI) substrates are used.
While the vertical dimension of the cavity can be tailored via the thickness of the chromium layer, the horizontal dimension depends on the parameters of the etching process. Due to the increase of the active surface area, the impedance of the device decreases dramatically, which is an important aspect for low-noise electrophysiological measurements [42]. Recordings from HL-1 cells using these devices exhibit stable action potentials of an amplitude of around 1 mV with excellent signal-to-noise characteristics [41]. Furthermore, this approach also enables the stimulation of electrical activity [42].

In future studies it would be interesting to combine 3D structures with geometries that enable cellular protrusion into the active area to merge the advantages of 3D electrodes and nanocavities. This could be achieved via the preparation of hollow pillars/nanohollows (Fig. 24).

Fig. 24: Evolution of electrode designs from planar MEAs to complex electrode structures for improved cell-chip coupling. Recent developments utilizing this approach have shown promising results [43], presenting a good basis for further investigations.
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P. Bergveld introduced in 1970 a field-effect transistor (FET) as transducers for (electro-/bio-)chemical sensing [15]. Here, the gate metal electrode of the metal-oxide-semiconductor FET (MOSFET) was replaced by an electrolyte solution. Changes in the surface charge of the FET due to ionic or molecular interactions or due to extracellular potentials lead to an additional gating of the conductive channel of the FET and is converted into an electrical signal.

For a theoretical description of the operation of ion-sensitive field-effect transistors (ISFET), the voltage drops across the reference electrode, the electrolyte solution, the surface potential at the interface between electrolyte and gate oxide, the gate oxide and part of the silicon needs to be considered. They depend on the specific doping level of the silicon, the gate oxide charge, the composition of the electrolyte solution and the reference electrode type.

Silicon nanowire (SiNW) field-effect transistors (Figure 17a) seem to be a promising candidate for the down-scaling of the ISFET concept to the nanoscale which was firstly demonstrated by Lieber and coworkers [44]. Beside the chemical or biomolecular detection, the SiNW devices can also be used to study the activity of electrogenic cells [45–47].

Methods for SiNW fabrication can be divided into two categories: a bottom-up approach that is usually based on vapor-liquid-solid method (VLS) with metal precursors, mostly Au, and a top-down approach that is based on lithography techniques. In the latter case usually silicon on insulator (SOI) substrates are used.

Although the bottom-up method is a very straight-forward way to produce nanowires, the top-down approach has several advantages: the nanowires are uniform in size and well aligned in predetermined orientation and position on the substrate. SiNWs can be produced by top-down approach with widths down to 50 nm and lengths ranging from 3 μm up to 1 mm. Dimensions similar to the bottom-up approach can be achieved by size reduction in a process called self-limiting oxidation after structuring or by wet anisotropic etching of Si [48,49] (see Figure 18b).

The structure of the SiNW can be analysed by scanning transmission electron microscopy (STEM). The analysis indicates non-ideal trapezoid shape and different gate oxide thickness (7 nm on the (100) plane and 13 nm on the (111) plane). The underetching of the nanowire is originating from several wet etching steps during fabrication. These devices were used to record the extracellular potential of the spontaneous activity of cardiac muscle HL-1 cells (Fig. 26). Their signals were measured by direct dc sampling of the drain current. An improved signal-to-noise ratio compared to planar field-effect devices was observed. Furthermore the signal shape was evaluated and could be associated to different membrane currents.

Fig. 25: Left: schematics of the sensing concept using SiNW-FET. Right: schematics of the ‘Top-down’ fabrication process of SiNWs by etching of Si on a silicon on insulator (SOI) wafer. Trapezoidal-shaped nanowire cross section is caused by the anisotropic wet etching of silicon (TMAH etching process). The height of the wires is given by the top Si layer thickness of the SOI-wafer.

Fig. 26: Representative extracellular recording of an HL-1 action potential with a planar FET (black: average of 57 action potentials, gray: single trace).
3.5 High-Density CMOS-type MEA arrays

High spatial resolution recording is desirable for the studies of cell activity in neural circuits. Spatial resolution and number of electrode can be increased by an ultra-high density MEA with thousands of channels using high-density VLSI circuit design technology. In addition, this will allow the integration of dense microelectrodes, amplifiers, filters, stimulation buffer, multiplexer, digital logic circuits, and analog-to-digital converter circuitry on the same silicon substrate. The CMOS type MEA can be fabricated by combining VLSI circuit fabrication on a chip followed by the microelectrode array process. During this post-processing, electrodes are fabricated and passivation layers are added to protect the active circuitry from electrolytes.

Several research groups have developed CMOS-type MEAs with high density electrode arrays. Fromherz and coworkers used 0.5-μm CMOS process to make a 128 × 128 electrode sensor chip (sensing area: 1 mm × 1 mm) [50]. The individual pixel was realized by an oxide-semiconductor field-effect transistor with a footprint of 7.8 μm × 7.8 μm (Fig. 27a). The final layer system consisted of Ti and Pt and sputtered 40 nm stacks of TiO2 and ZrO2 (Fig. 27b). With this design they achieved a 2 kps full frame rate for recording from the entire array. However, the power consumption was very high and a temperature regulation of the chip for biological experiments was necessary. The group reported improved noise level (40 ~ 80 μV) and faster frame rate (6 kHz) in an next chip generation which was applied to study the signal propagations in retinal ganglion networks [51].

Berdondini and coworkers applied a 0.35 μm CMOS process to design a 64 × 64 active pixel electrode MEA (active area: 2.67 mm × 2.67 mm) [23]. As a sensing element they used gold electrodes (21 μm × 21 μm, spaced by 21 μm). To handle the large amount of data, a frame grabber was used. Full frame rate was 7.8 kHz for 4096 channels and input referred noise level was 11 μVrms. The power consumption was 132 mW, which did not raise the temperature of the cell culture media significantly. The chip was used in experiments with rat hippocampal and cortical neurons, acute brain slices [52], and mouse retinal tissues. Hierleman and coworkers used 0.6 μm CMOS process for a high density MEA electrode system (sensor area: 2.0 mm × 1.75 mm) with the capability of simultaneous recording and stimulation of 126 channels [22,53] (Fig. 27d). Each electrode had the size of 7 μm in diameter and electrodes were spaced by 18 μm. To lower the electrode impedance, platinum black was deposited on the Pt electrodes (Fig. 27e).
High spatial resolution recording is desirable for the studies of cell activity in neural circuits. Spatial resolution and number of electrode can be increased by an ultra-high density MEA with thousands of channels using high-density VLSI circuit design technology. In addition, this will allow the integration of dense microelectrodes, amplifiers, filters, stimulation buffer, multiplexer, digital logic circuits, and analog-to-digital converter circuitry on the same silicon substrate. The CMOS type MEA can be fabricated by combining VLSI circuit fabrication on a chip followed by the microelectrode array process. During this post-processing, electrodes are fabricated and passivation layers are added to protect the active circuitry from electrolytes. Several research groups have developed CMOS-type MEAs with high density electrode arrays. Fromherz and coworkers used 0.5-μm CMOS process to make a 128 × 128 electrode sensor chip (sensing area: 1 mm × 1 mm) [50]. The individual pixel was realized by an oxide-semiconductor field-effect transistor with a footprint of 7.8 μm × 7.8 μm (Fig. 27a). The final layer system consisted of Ti and Pt and sputtered 40 nm stacks of TiO₂ and ZrO₂ (Fig. 27b). With this design they achieved a 2 kps full frame rate for recording from the entire array. However, the power consumption was very high and a temperature regulation of the chip for biological experiments was necessary. The group reported improved noise level (40 ~ 80 μV) and faster frame rate (6 kHz) in an next chip generation which was applied to study the signal propagations in retinal ganglion networks [51].

Berdondini and coworkers applied a 0.35 μm CMOS process to design a 64 × 64 active pixel electrode MEA (active area: 2.67 mm × 2.67 mm) [23]. As a sensing element they used gold electrodes (21 μm × 21 μm, spaced by 21 μm). To handle the large amount of data, a frame grabber was used. Full frame rate was 7.8 kHz for 4096 channels and input referred noise level was 11 μVrms. The power consumption was 132 mW, which did not raise the temperature of the cell culture media significantly. The chip was used in experiments with rat hippocampal and cortical neurons, acute brain slices [52], and mouse retinal tissues.

Hierleman and coworkers used 0.6 μm CMOS process for a high density MEA electrode system (sensor area: 2.0 mm × 1.75 mm) with the capability of simultaneous recording and stimulation of 126 channels [22,53] (Fig. 27d). Each electrode had the size of 7 μm in diameter and electrodes were spaced by 18 μm. To lower the electrode impedance, platinum black was deposited on the Pt electrodes (Fig. 27e).

Fig. 27: Examples of CMOS-type MEAs. Multi-transistor array developed by Fromherz and coworkers used the oxide layer as sensing element (a). The device structure (b) and a packaged chip (c) are shown. Microelectrode array integrated with CMOS circuitry developed by Hierlemann and coworkers used metal electrode as sensing element (d). The device structure (e) and a packaged chip (f) are shown (figure from Y. Nam, Biomedical Engineering Letters 4 (2014), 129-141).

The input referred noise level was 2.4 μVrms (1 Hz – 100 kHz) and the power consumption was 135 mW. This chip was used to investigate the extracellular electrical field in Parasagittal cerebellar slices. More recently, Bakkum and coworkers combined the on-chip electrical stimulation capability and high-resolution recordings to map the propagation of action potentials in a single cortical neuron [54]. This group recently reported an upgraded version of the chip capable of recording 1024 channels from 26400 electrodes.

4 Patterning neuronal networks on electrode arrays

Beside the improvement of the cell-electrode coupling by modifying the electrode surface, the capturing of a cell on the electrode is a prerequisite for the recording of a neuronal signal with an electrode array. To achieve a good coupling between the cell and the electrode at least a close proximity of the cell to the electrode surface is required. For homogeneously growing cell cultures this coupling mainly depends on the cell density on the substrate. A low cell density on the electrode array results in a low number of electrodes covered with cells and thus poor signal recordings. Culturing a high number of cells on the chip, however, suffers from the loss of the ability to assign and track single cell signals. Therefore, it is advantageous to pattern the cells directly on the electrodes to improve the cell electrode coupling. Neuronal
outgrowth responds to different factors like intrinsic cues such as centrosome position [55], or extrinsic cues made up of extracellular signaling proteins [56,57] or topological structures. Inspired by the variety of ways to influence cell growth, numerous approaches to pattern cells on an electrode array arose during the last years. The employed patterning methods can be separated in two mayor categories: Controlling individual neurons, and neuronal populations.

4.1 Controlling adhesion and outgrowth of individual neurons

As a first step of improvement, cell adhesion on the chip surface must be facilitated, as most of the employed top layer materials of an electrode array do not promote cell adhesion. The most common technique of supporting cell growth on chips are surface chemical modifications such as coating with extracellular matrix proteins like poly-L-lysine, poly-D-lysine, laminin, or hydrogels [58–61]. These modifications can be performed homogeneously on the whole chip or spatially controlled. As neurons tend to migrate after first adhesion on the surface [62,63], a specific attractive force of the electrodes to the soma needs to be achieved. This can be reached by introducing cell attractive in-mold structures [64], spatially restricting the growth of the soma simply by the available surface for adhesion. The same attempt restricts neurite outgrowth by introducing small passages guiding the neurites between the soma.

Less constricting methods arose from approaches using microcontact printing to structure cell repellant surfaces with cell adhesive proteins. Differently shaped adhesion points were investigated with regards on axonal outgrowth [60,65] and the results indicate that the nucleus position affects the orientation of the sprouting axon. Nevertheless, controlled soma position allows the generation of networks of neurons on an electrode array with different geometries [58,59,66]. The polarity of neuronal networks can be influenced on the level of individual neurons by introducing connections between soma adhesion points with a nonlinear design [60,61,67]. This approach offers the opportunity to create networks with predefined signal pathways, with full accessibility of single cells for external modification.

4.2 Controlling connectivity of neuronal populations

Culturing populations of neurons on electrode arrays suffers from the lack of controllability of the contact between cells and the electrodes, as the cells are generally homogeneously distributed within the population. To increase the probability of cells located on the electrode, nanopillars can be introduced on the electrode surface [68], which reduces the cell mobility from 57.8µm to 3.9µm over a period of 5 days. However, with this improvement there is still only little control over the connectivity of neuronal populations. Approaches comparable to those described in Section 4.1 for individual neurons were made. In-mold patterning of neuronal populations was used to control their connectivity [69,70]. Using this method, a directionality of signal propagation of over 90% among the populations of neurons was achieved.

Also, logic devices have been generated by this group allowing numerical operations on an electrode array [70]. Promising other approaches came up by Peyrin and co-workers [71], who introduced a microfluidic system connecting different populations of neurons. By geometrically shaping the microchannels, they are able to specifically guide axons from one populations to the other without axons growing in the opposite direction. By aligning the microfluidic system to the electrode array, signals could be recorded from the different neuronal populations and even from the sprouting axons in the microfluidic device. This
system allows for the investigation of neuroregeneration after lesion by shear forces at an additional channel perpendicular to the microfluidic channels [72]. However, while enabling good control over the network connectivity, the system suffers from the lack of accessibility of single cells to external manipulation. To overcome this downside, microcontact printing can be used to control the connectivity of adjacent neuronal populations (Fig. 28) [73].

Fig. 28: Microcontact printing process for the formation of protein patterns. a) Inking of stamp and drying in N₂-stream. b) Stamping on substrate results in the transfer of the protein. c) After stamping, the protein remains on the substrate.

Fig. 29 shows neurons growing on printed triangular pattern with neurites sprouting randomly. As it has been shown by Albers and colleagues, connectivity heavily depends on the shape of the gateway between adjacent populations. Choosing the right geometric parameter, mainly characterized by the opening angle of the triangle, neurites can be funneled from one population towards the other, leading to controlled connectivity between adjacent populations of neurons. This can be verified by recording neuronal activity via calcium imaging.
Fig. 29: Neuronal populations growing on triangular pattern described in more detail by Albers and colleagues [73]. The microcontact printed protein is FITC labeled and can thus be visualized via fluorescence microscopy. The neurites develop well and small branches can be seen by MAP2 staining. The axons were stained with ANK-G to track their development. In the merged image, the position of the axon and the dendrites are indicated with the yellow and red arrows introduced in the ANK-G and MAP2 images. The neurites are funneled towards the apex of the triangular structure. Scale bar: 20 µm.

A representative image of propagating action potentials indicated by the delay of their occurrence is shown in Fig. 30.

Fig. 30: Plot of delayed occurrence of neuronal activity. Action potentials (APs) were recorded by calcium imaging. Changes of fluorescence intensity were detected and correlated accordingly. The activity arises as indicated by the colorbar, whereas the first AP showed up at the time indicated at the insert at the bottom left. Scale bar: 50 µm.

However, there is still no specific patterning of single cells on the electrodes. The cells grow homogeneously distributed within the neuronal population and neurons adhere directly on an electrode only by chance. To overcome this limitation, the NeuroArray system was introduced [74]. Here, circular holes are molded into a PDMS layer from an SU8 stencil. The holes are arranged in a triangular shape comparable to the design and dimensions Feinerman and colleagues introduced in 2008 [70]. Neurons were cultured on the PDMS layer and the
soma positions itself in the holes. By adding small bumps to the top side of the PDMS neurites can develop freely on either sides of the PDMS by turning it upside down in a culture dish. As the soma of the neurons is localized in the holes they can easily be aligned to the electrodes and the number of cells on an electrode can be tuned by varying the hole diameter.
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