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[1] The first simulations of stratospheric chemistry using the Chemical Lagrangian Model
of the Stratosphere (CLaMS) are reported. A comprehensive chemical assimulation
procedure is described that combines satellite, airborne, and balloon-borne tracer
observations with results from a two-dimensional photochemical model simulation. This
procedure uses tracer-tracer and tracer-potential vorticity mapping techniques. It correctly
reproduces all basic features of the observed tracer distribution. This methodology is used
to generate the initial composition fields that will be used for subsequent chemical
simulations. Results from a 6-day simulation starting on 20 February 1997 show that the
simulated HNO; distribution displays the correct morphology, although the extremes of
the observed HNO; distribution are underestimated. The simulated CIO distribution
exhibits a similar morphology to the observed Microwave Limb Sounder ClO distribution.
Because of unseasonally low temperatures in the arctic lower stratosphere during spring
1997, high levels of chlorine activation are maintained in the simulation, resulting in up to
1.8 ppmv of chemical ozone loss over a 5-week period. Furthermore, simulations show
strong spatially inhomogeneous chemical ozone depletion within the polar vortex and
show that greatest ozone loss is confined to the vortex core. These results are confirmed by
several Halogen Occultation Experiment and ozone sonde profiles, although the minimum
ozone concentrations are overestimated. These studies demonstrate that CLaMS is capable
of simulating vortex isolation, an essential feature of the polar vortex.  INDEX TERMS: 0317
Atmospheric Composition and Structure: Chemical kinetic and photochemical properties; 0341 Atmospheric

Composition and Structure: Middle atmosphere—constituent transport and chemistry (3334); 0340
Atmospheric Composition and Structure: Middle atmosphere—composition and chemistry; KEYWORDS:

atmosphere, stratosphere, CLaMS, Lagrangian, tracers

1. Introduction

[2] The equations of fluid motion may be formulated as
either Eulerian or Lagrangian equations. In the Eulerian
approach one considers the changes in fluid properties at
fixed points so that the properties at these fixed points may
vary due to both the movement of fluid elements with
differing properties (advection) or changes in the proper-
ties of individual fluid elements. By contrast, in a Lagran-
gian approach one considers the changes in fluid element
properties and the movement of these same fluid elements
separately. As such, the Lagrangian approach is usually
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conceptually simpler, while the Eulerian approach has
historically been more amenable to numerical calculation.
Some of the difficulties with Lagrangian formulation arise
because the standard theory implies a continuum of
infinitesimal air parcels while computation tractability
requires that one consider a finite number of air parcels
with a parameterization of mixing. Here we present results
from a Lagrangian transport scheme with parameterized
mixing.

[3] Historically, Lagrangian photochemical models con-
centrated typically on the chemical evolution along the
trajectories of one or a limited number of noninteracting
air parcels [Austin et al., 1987]. More recently, there have
been attempts to include chemistry with multitrajectory
simulations. Lutman et al. [1997] reported stratospheric
chemistry simulations for an ensemble of noninteracting
air parcels. Collins et al. [1997] calculate tropospheric
chemistry along trajectories using a hybrid Lagrangian-
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Eulerian transport scheme that does permit interactions
between air parcels. When several air parcels fall within a
given grid box, they are partially mixed with the mean
concentration of all air parcels that have been advected
into that grid box, as part of the transport scheme.
Consequently, this gridding procedure introduces mixing
for all multiple-occupancy grid boxes regardless of the
local flow properties. Thus the impact of this scheme is
equivalent to numerical diffusion whenever multiple occu-
pancy occurs. Pierce et al. [1999] have implemented a
stratospheric Lagrangian photochemical model in which
air masses are traced that have been previously observed
by the Halogen Occultation Experiment (HALOE). The
mixing between the air parcels is calculated with the so-
called Q factor concept [Fairlie et al., 1999]. The advant-
age of their method is that the initialization of the
chemical composition of the air parcels can be derived
from the HALOE measurements. However, their model
does not apply to areas where air masses not observed by
HALOE are found, and the model resolution is limited by
the number of HALOE observations.

[4] McKenna et al. [2002] (hereinafter referred to as part
1) present the Chemical Lagrangian Model of the Strato-
sphere (CLaMS), a novel Lagrangian formulation of the
advection and mixing of trace gases, where mixing is adjust-
able and linked to regions with strong integral deformation
introduced by an adaptive grid scheme. Additionally, unlike
the computational cost of Eulerian schemes, the computa-
tional cost of transporting many species does not increase
significantly with species number. Thus the major increase in
computational cost from increased species numbers is due to
the chemical integration and not to trace species transport.

[s] Here we apply CLaMS to the chemical evolution of
the 1996—1997 winter North Polar stratosphere with an
emphasis on ozone depletion processes within the polar
vortex. These studies are confined to the potential temper-
ature level 475 K. We select the winter 1996-1997, as
substantial ozone depletion in the arctic lower stratosphere
has been reported [e.g., Donovan et al., 1997; Manney et al.,
1997; Miiller et al., 1997] and it is one of the best observed
periods in recent years with several remote sensing and in
situ data sets available. The development of temperatures in
this winter was atypical. The minimum temperatures in the
Northern Hemisphere on the 475-K potential temperature
surface were well above the climatological mean during
December and early January but decreased below the ice
saturation temperature Tj.. in mid-February, thereafter
increasing and remaining above Tj.. throughout March
[Coy et al., 1997] although unseasonably cold. In addition,
significant denitrification of >40% has been reported for air
masses that were below the ice formation temperature in
mid-February [Kondo et al., 2000].

[6] The aim of this paper is to describe the CLaMS
chemical module and the chemical assimulation used to
initialize the chemistry. We demonstrate that the simulation
of the arctic polar vortex during winter 1996/1997 is
consistent with the observations. These simulations show
that chlorine activation and chemical ozone loss were both
spatially very inhomogeneously distributed inside the polar
vortex in 1997.

[7] Previous chemical transport model (CTM) studies of
this winter have been conducted with various focuses.
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Hansen and Chipperfield [1999] compare a time series of
LIDAR observations made at Andeya (69°N, 16°E) up to
early May with simulations by the SLIMCAT model. Over
this period, Andeya is mostly located at the vortex edge.
They focus on the untypically long existence of the vortex
and nitrogen-catalyzed ozone depletion. Ruhnke et al.
[1999] compare observations of vertical ClO distribution
made at Ny-Alesund (79°N, 12°E) between 12 and 23
March 1997 with the simulations of the Karlsruhe Simu-
lation of the Middle Atmosphere (KASIMA) model. They
concentrate on the reaction kinetics responsible for the
partitioning of the active chlorine species. Van den Broek
et al. [2000] introduce a new CTM called TM3. They show
comparisons with selected ozone sonde profiles and column
ozone from the Total Ozone Mapping Spectrometer
(TOMS) and the Global Ozone Monitoring Experiment
(GOME) and investigate in detail the role of heterogeneous
chemistry parameterizations. Their simulation significantly
underestimates chemical ozone depletion in the polar vor-
tex, and they attribute this mostly to temperature uncertain-
ties in the European Centre For Medium-Range Weather
Forecasts (ECMWF) data. Leféevre et al. [1998] compare
ozone column observations by TOMS and the TIROS
Operational Vertical Sounder (TOVS) with simulations of
the Reprobus CTM. They point to the large variability in
column ozone and attribute part of it to dynamic variability.
The two-dimensional (2-D) simulations described here are
restricted to the 475-K isentropic surface where observa-
tions show both the greatest degree of chemical ozone
depletion and the greatest variability in the ozone depletion
[Miiller et al., 1997]. Ozone changes due to reversible
vertical adiabatic displacements do not contribute here
because an isentropic vertical coordinate is chosen.

2. Description of the Chemistry Scheme

[8] The CLaMS model version 1.0 described here con-
tains a comprehensive set of reactions of relevance to the
stratosphere (Tables 1 and 2), including full chlorine and
bromine chemistry, 36 chemical species, and 115 reactions
(including 27 photolysis and 11 heterogeneous reactions).
The model chemistry integrations are based on A Self-
contained Atmospheric Chemistry Code (ASAD) Carver et
al., [1997], a flexible chemistry module that ensures a
simple implementation of changes to the reaction scheme.
Such changes do not require modifications of the program
code and are therefore less error prone. Since the timescales
of chemical reactions in the stratosphere vary over orders of
magnitude, the simulation of stratospheric chemistry neces-
sitates the solution of coupled stiff differential equations.
ASAD provides several alternative automated approaches to
overcome the stiffness problem. Either chemical species are
grouped together into chemical families where the intra-
family conversion rates are typically much faster than the
net rate of change of a given family, or explicit stiff equation
solvers with self-adjusting time step and order are used to
solve the reaction scheme.

[o] The standard routine employing the family concept is
the solver IMPACT [Carver and Scott, 2000]. For this
solver the chemical species need to be classified into four
different groups: (1) regular species, (2) members of a
chemical family, (3) constant species, and (4) steady state
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Table 1. All Gas-Phase and Photolysis Reactions in the Chemistry
Module of CLaMS?

Reaction Rate Coefficient
Bl OCP)+ 0, — 0, +0, 2.69-16)
B2 O('D)+0, — OCP) + 0,  4.54(—11)
B3 O('D) + H,0 - OH + OH  2.20(—10)
B4 O('D)+H, - OH +H®  1.00(—10)
B5 O('D)+N, — OCP) + N,  3.12(—11)
B6 O('D)+ CH,4 - OH + CH;"  1.50(—10)
B7 OH+ 0, — HO, + 0,  1.84(—14)
BS OH + HO, — H,0 + 0, 1.68(—10)
B9 OH + H,0, — H,O + HO,  1.30(—12)
B10 HO, + O - OH +20, 6.67(—16)
Bll HO, + HO, - Hy0, + O, 4.62(—12)
B12 OCP) + NO, - NO +0, 1.38(—11)
BI3  OH + NOs — HO, + NO,  2.20(—11)
Bl4 OH + HNO; - H,O + NO;  8.30(—13)
B15 OH + HO,NO, - NO, + H,0 + 0,  8.69(—12)
Bl6 HO, + NO — NO, + OH  1.22(—11)
B17 HO, + NO; - NO, + OH+ 0, 3.50(—12)
BIS NO + 0O, — NO, + 0,  1.66(—15)
B19 NO + NO, — NO, + NO,  3.51(—11)
B20 NO, + O, - NO; + O,  5.74(—19)
B21 OH+ CO - CO, + H®  1.54(—13)
B22 OH + CH, - H,O + CHs®  3.43(—16)
B23 OH + HCHO - H,0 + HCO®  1.00(—11)
B24 OH + CH;OH —  H,O+HCHO + H° 3.34(-13)
B25 OH + CH;00H - CH;00 + H,O  7.34(—12)
B26 OH + CH;00H —  CH,O + OH + H,0  2.99(—12)
B27 HO, + CH;00 - CH;00H + 0,  2.07(—11)
B28 CH;00 + CH;00 — CH;0H+HCHO+0, 6.46(—13)
B29 CH;00 + NO —  NO,+HCHO +H° 1.22(—11)
B30 CH;O0H + Cl —  HCl+HCHO + OH  5.90(—11)
B31 OCP) + ClO - Cl+0, 426(—11)
B32 OH + Cl, — HOCI + Cl  1.56(—14)
B33 OH + CIO - HO, + Cl  2.85(—11)
B34 OH + CIO - HCl+ 0, 1.58(—12)
B35 OH + HCI - H,0 + Cl  4.52(—13)
B36 OH + HOCI - H,0 + CIO  2.46(—13)
B37 HO, + Cl - HCl+ 0, 421(—11)
B38 HO, + Cl - OH + CIO  4.32(—12)
B39 HO, + CIO - HOCI+ 0,  1.59(—11)
B40 Cl+ O, - ClO+ 0, 846(—12)
B4l Cl+H, - HCl + H®  3.75(—16)
B42 Cl+ CH, - HCI + CH;®  1.07(—14)
B43 Cl + HCHO - HCl + HCO®  6.97(—11)
B44 Cl+ CH;0H —  HCl+HCHO +H® 5.40(—11)
B45 Cl+ OCIO - ClO + CIO  7.57(—11)
B46 Cl + HOCI — Cl,+OH 1.19(—12)
B47 Cl+ HOCI - ClO + HCl  1.17(—13)
B48 Cl + CIONO, - Cl, + NO;  1.28(—11)
B49 CIO + NO - NO, +Cl  2.73(—11)
B50 CIO + CH;00 —  Cl+HCHO + HO,  129(-12)
B51 OCP) + BrO - Br+0, 6.00(—11)
B52 OH + HBr — H,O + Br  1.00(—11)
B53 HO, + Br - HBr+ 0, 7.47(—13)
B54 HO, + BrO - HOBr+ 0,  5.06(—11)
B55 Br+ 0, — BrO + 0, 3.11(=13)
B56 Br+ HCHO - HBr + HCO®  3.11(—13)
B57 BrO + NO - NO, + Br  3.23(—11)
B58 BroO + CIO - Br+OCIO  1.49(—11)
B59 BroO + CIO - Br+Cl+0, 844(—12)
B60 BrO + CIO — BrCl+ 0, 1.75(—12)
B61 BrO + BrO — Br+Br+ 0, 293(—12)
B62 BrO + BrO - Br, + 0,  2.06(—12)
B63 OCP) + HOBr - OH + BrO  1.40(—11)
B64 OH + Br, - HOBr + Br  4.20(—11)
T1  OCP)+O0,+M - 0;  2.88(—15)
T2 OH+NO,+M - HNO;  7.15(-12)
T3 HO, + NO, + M - HO.NO,  7.74(—13)
T4  HO.NO, + M - HO, + NO,  7.89(—10)
T5 NO, +NO;+M - N,Os  1.35(—12)
T6 N,Os+M - NO, + NO;  6.10(—10)
T7 CH;00 +NO,+ M — CH;0,NO,  4.25(—12)
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Table 1. (continued)

Reaction Rate Coefficient
T8  CH3O,NO, +M — — CH;00 + NO,  1.56(—8)
T9 CIO+NO,+M — CIONO,  1.05(—12)
TIO CIO+ClO+M  — CLO,  1.17(—13)
TIl  CLO, + M — 2C1I0  9.51(—6)
TI2 BrO+NO,+M — BrONO,  2.20(—12)
J1 BrONO, + hv — BrO + NO,  1.35(=3)
2 BrONO, + hv — Br+NO;  5.51(—4)
3 BrCl + hv — Br+Cl  1.54(-2)
J4 Cly + hv — 2C1  3.54(=3)
5 CLO, + hv - Cl+ CIOO®  2.05(—3)
J6 CINO, + hv - Cl+NO, 5.41(—4)
J7 CIONO, + hv — Cl+NO;  4.53(=5)
J8 CIONO, + hy - ClO +NO,  8.02(—6)
J9 H,0, + hv - 20H  7.79(—6)
JI0  HCHO + hv - HCO® + H®  4.32(-5)
JI1  HCHO + hv - H, + CO  7.23(-5)
JI2 HO,NO, + hy - HO, + NO,  6.38(—6)
JI3  HO,NO, + hy — OH + NO;  3.19(—6)
J14  HOBr + hy - OH + Br  3.28(-3)
JI5  HOCI + hv — OH+Cl  4.16(—4)
J16  HNO; + hv — OH + NO,  4.99(—7)
J17  CH;ONO, + v — CH;00 + NO,  9.57(—6)
J18  CH;00H + hv —  HCHO + OH +H®  7.91(-6)
JI9  N,Os+ hv — NO; + NO,  2.59(—5)
J20 NO, + hy — NO + OCP)  1.32(-2)
21 NO;+ hy — NO+0, 297(=2)
J22 NO;+ hy - NO, + OCP)  2.10(—1)
123 O, +hy - OCP) + OCP)  7.45(—14)
24 O3+ hv — 0,+0CP)  5.39(—4)
25 05+ hv - 0,+0('D)  2.46(-5)
J26  OCIO + hv - OCP)+CIO  125(—1)
27 Bro+ hy — Br+Br  4.60(—2)

Chemical rate coefficients [cm® s~'] and thermal decomposition rates
(T4, T6, T8, and T11) [s~'] for 200 K temperature and the 50-hPa pressure
level (thermolecular rates are already multiplied by the air density) and
photolysis rates [s '] calculated for 60° solar zenith angle, the U.S. standard
atmosphere ozone profile, and albedo 0.4. M denotes an additional air
molecule (O, or N,) that transfers the reaction energy through collision.

"Model realization of the species HCO, H, CIOO, and CH3, which are
assumed to react instantaneously to CO + HO,, HO,, Cl+ O,, and CH;0,,
respectively.

species. The chemical families defined for IMPACT here
are O, (= O5 + O('D) + OCP)), NO, (= NO + NO, + NO3),
ClO, (= Cl + CIO + 2C1,0,), and BrO, (= Br + BrO). The
radicals OH and HO, are treated as steady state species; that
is, their concentration is determined by chemical production
and loss rates only. The explicit stiff solvers provide a more
robust result at the expense of higher computing cost. These
explicit stiff solvers are used to confirm the results of
integrations with the IMPACT scheme. A standard integra-
tion time step of 10 min for the family solver IMPACT is
required for agreement with the stiff solver integrations.
Box model calculations with the IMPACT solver performed
in a model intercomparison study showed comparable
results with several commonly used chemistry modules
[Krdmer et al., Intercomparison of stratospheric chemistry
models as part of the Germany Ozone Research Program,
submitted to Journal of Atmospheric Chemistry, 2001].

[10] The chemical reactions (gas phase and photolysis)
are summarized in Table 1. The reaction rate coefficients are
taken from current recommendations [DeMore et al., 1997,
Sander et al., 2000]. Here the reaction rates are calculated
for every hour of the integration. However, this time interval
may be varied if required.
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Table 2. All Heterogeneous Reactions in the Chemistry Module

of CLaMS
Reaction Particle Type
HI CIONO, + H,0 — HOCI + HNO;  NAT, ice, liquid, SAT
H2 CIONO, + HCl — Cl, + HNO; NAT, ice, liquid, SAT
H3 HOCI + HCI — Cl, + H,O NAT, ice, liquid
H4 N,Os + H,O — HNO; + HNO;  NAT, ice, liquid, SAT
H5  N,Os + HCI — CINO, + HNO; NAT, ice
Ho6 CIONO, + HBr — BrCl + HNO;  NAT, ice
H7 BrONO, + HCl — BrCl + HNO;  NAT, ice
H8 HOCI + HBr — BrCl + H,O NAT, ice, liquid
H9 HOBr + HCI — BrCl + H,O NAT, ice, liquid
H10 HOBr + HBr — Br, + H,O NAT, ice, liquid
H11 BrONO, + H,0 — HOBr + HNO;  NAT, ice, liquid

[11] The photolysis rates are calculated accounting for
spherical geometry [Meier et al., 1982; Lary and Pyle,
1991] with an improved and corrected treatment of the
diffuse actinic flux calculation [Becker et al., 2000]. The
solar radiation at the top of the atmosphere is the average
value over the 11-year solar cycle taken from Lean et al.
[1997]. The actinic flux is calculated by the radiative
transfer code on the basis of prescribed ozone and oxygen
profiles. The ozone distribution may be prescribed by one of
two possible approaches, either a single ozone profile or
latitude and altitude ozone zonal distributions, currently
taken from the Mainz photochemical 2-D model [Gidel et
al., 1983; Groof3, 1996]. A single ozone profile is used for
calculations within a small domain, whereas for global
calculations the 2-D ozone zonal distributions are used.
The photolysis rates are calculated from the absorption cross
sections of the current assessment recommendations
[DeMore et al., 1997; Sander et al., 2000].

[12] The heterogeneous reaction rates and the microphy-
sics of liquid and solid aerosol are calculated using the
scheme developed by Carslaw et al. [1995]. The particle
phases considered in these simulations are liquid ternary
H,SO4/HNO3/H,O solution aerosols, solid sulfuric acid
tetrahydrate (SAT), nitric acid trihydrate (NAT), and water
ice particles. Different phase transition conditions may be
selected so that the sensitivity to these microphysical
assumptions may be tested. In this study, two different
scenarios are considered. For the default case, NAT for-
mation is suppressed and only liquid aerosols exist, forming
supercooled ternary solution droplets (STS) below the NAT
formation temperature, while in the alternative condensation
scenario, NAT is formed from STS droplets upon cooling
when an HNOj; supersaturation with respect to NAT of 10 is
reached (~3 K supercooling). The initial density of liquid
aerosol particles is set to 10 cm . The heterogeneous
reaction rate coefficient on solid aerosol is determined from
the calculated aerosol surface area and the reaction proba-
bility of the individual reactions. For the liquid aerosols the
uptake of HNO3, chlorine, and bromine compounds into the
liquid phase and the reaction probability determine the rate
coefficient. All heterogeneous reactions considered in this
study are summarized in Table 2.

3. Initialization
3.1. Tracer-Potential Vorticity Mapping

[13] To integrate a set of chemical equations, initial
concentrations of all chemical species at each initial grid
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point must be specified. To obtain an initialization for the
entire Northern Hemisphere that is consistent with the
observed state of the atmosphere at a given time, we have
developed a procedure that incorporates all suitable obser-
vations employing tracer-tracer and tracer-potential vorticity
mapping techniques. PV is derived from meteorological
fields taken from United Kingdom Meteorological Office
(UKMO) stratospheric analysis [Swinbank and O’Neill,
1994]. By using PV, we are able to generate chemical fields
with zonal and meridional gradients that reflect the large-
scale dynamical structure of the atmosphere. For species
where no observations are available, results from a 2-D
photochemical model are mapped from 2-D model latitude
to PV-based equivalent latitude. Here we employ simulations
from the Mainz photochemical 2-D model [Gidel et al., 1983;
Groof3, 1996] sampled for the appropriate initialization time.

[14] For the late winter 1997 simulations, a hemispheric
initialization for 20 February 1997 on the 475-K potential
temperature level was performed incorporating several sat-
ellite and balloon-borne observations. We use the CH, data
observed by HALOE on the Upper Atmosphere Research
Satellite (UARS) [Russell et al., 1993] between 16 February
and 17 March on the 475-K potential temperature level. The
locations of CH,4 observations are transformed to a synoptic
time (20 February 1997) using backward and forward
trajectories. These CH,4 data are plotted against the PV at
their synoptic locations in Figure 1 (green symbols). Sim-
ilarly, proxy tracer observations based on observations by
the Improved Limb Atmospheric Spectrometer (ILAS) have
been added. Because version 5.20 ILAS CH,4 products are
not appropriate for use in quantitative analysis [Kanzawa et
al., 2002], we use the ILAS N,O observations in combina-
tion with the CH4/N,O tracer correlation (see Table 4) to
derive the CH4 mixing ratio. These data are plotted as blue
symbols in Figure 1. Low methane mixing ratios are found
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Figure 1. CH, initialization on 20 February 1997. Green

symbols depict Halogen Occultation Experiment (HALOE)
sunset data at 6 = 475-K potential temperature level between
16 February and 17 March 1997 and sunrise data between
16 February and 9 March 1997. Blue symbols show CHy
mixing ratios derived from Improved Limb Atmospheric
Spectrometer (ILAS)N,O data between 13 and 27 February
and from the N,O/CH, correlation in Table 4. Potential
Vorticity (PV) of the individual data points is determined by
trajectory simulations from the measurements location to 20
February 1997. Also shown is a spline fit to the data that are
used for initialization. See color version of this figure at
back of this issue.
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Figure 2. [Initialization for CH4 derived from spline fit
correlation with PV on the 475-K potential temperature level
mapped on an orthographic projection. Black lines mark the
PV contour for 35 PV units (PVU) (vortex edge) and 50
PVU (vortex core region). See color version of this figure at
back of this issue.

inside the polar vortex owing to diabatic descent of the
vortex air mass over the winter.

[15] A compact relationship may be obtained by ordering
CH, with respect to PV, as the PV gradients represent a
zonally asymmetric vortex boundary. This compact relation
enables a spline fit to be determined (red line in Figure 1),
which when combined with the appropriate PV field, allows a
hemispheric CHy initialization to be generated. This CHy
initialization for 20 February 1997 is depicted in Figure 2. An
identical procedure is used to generate HO and HCI initial-
izations from HALOE data. The procedure described above
is similar to the approach described by Lary et al. [1995], who
mapped ozone data onto a 2-D equivalent latitude/potential
temperature domain. However, we have found that the
method described above does not produce satisfactory results
for some species, as the relationship of ozone or HNO; with
PV (or equivalent latitude) is not compact, particularly at
midlatitudes. For those species where a compact relationship
with PV cannot be established, an alterantive regridding
procedure described in section 3.3 is employed.

3.2. Tracer-Tracer Correlations

[16] The starting point for the generation of fields for N,O,
CFC-11, Cl,, and Br,, is the initial CH, field generated by PV
mapping. Correlations between CH,4 and other tracers are
derived from balloon-borne observations by cryogenic
whole-air samplers and grab samplers [Engel et al., 1997;
Bauer et al., 1994]. These correlations, in conjunction with
the PV-generated CH,4 field, are used to generate the corre-
sponding tracer fields. The N,O/CHy, relation is derived from
a vortex flight of the cryogenic whole-air sampler on 11
February. As the correlation between CH4 and N,O derived
from polar vortex observations is not valid at low latitudes,
results from the 2-D model are used at low latitudes. A linear
transition from pure 2-D model results to pure tracer corre-
lations is applied between 20°N and 50°N equivalent latitude.
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To generate the CFC-11 field, the correlation between
CFC-11 and N,O is in turn deduced from cryosampler
and grab-sampler measurements. Similarly, for CI, the
correlation with N,O is used. However, at low latitudes
the Cl,, amount derived from this vortex correlation is not
used; instead, the HCI/CI, ratio from the 2-D model is
combined with HALOE HCI observations to generate the
low-latitude Cl, field. As above, a linear transition from
pure 2-D model results to pure tracer correlations is applied
between 20°N and 50°N equivalent latitude. The initializa-
tion of the inorganic bromine species Br, was derived from
a correlation with CFC-11 from 1994 [Wamsley et al.,
1998]. The Br,, concentrations are scaled to a maximum of
20 parts per trillion by volume (pptv) to account for the
annual increase in stratospheric bromine species.

[17] A summary of the data used in the initialization is
given in Table 3, and the tracer-tracer correlations employed
in this initialization are summarized in Table 4. The con-
centrations of other chemical species, where no observa-
tions were available, and the partitioning within chemical
families were taken from 2-D model simulations. The 2-D
model data were mapped to equivalent latitude [Lary et al.,
1995] calculated from UKMO PV.

3.3. Gridding Procedure

[18] Because ozone does not exhibit a compact relation-
ship with PV, an alternative procedure combining observa-
tions from three satellite-borne ozone remote sensors is used
for the initialization of ozone. The observations employed
are from HALOE V19, the Microwave Limb Sounder (MLS
V5) [Barath et al., 1993], and the ILAS v5.20 [Sasano et
al., 1999]. These instruments have different observational
characteristics that are taken account of in the initialization
procedure. HALOE observes 30 profiles daily along two
different latitude circles. The ozone profiles have a vertical
resolution of 1-2 km and an accuracy of ~5-10%. ILAS
observes 15 profiles daily between 60°N and 70°N with an
accuracy of 4—14%. The MLS observations have a higher
density of measurement locations (typically 1200 profiles
per day) but a lower accuracy, 10-30%, and a vertical
resolution of ~4 km in the altitude region considered here.
Hypothetical air parcels starting at the positions of the
HALOE and ILAS observations and initialized with the
observed composition were advected without mixing or
chemical evolution forward and backward in time to the
assimilation date. Here the HALOE and ILAS data within
+7 days of the assimilation date were used. Similarly, the
MLS observations for 20 and 21 February were mapped to
the assimilation time (20 February, 1200 UTC) by calculat-
ing air parcel advection trajectories from observation loca-
tions. Subsequently, the advected HALOE, ILAS, and MLS
observations are averaged onto a regular grid, where the
weighting ascribed to each data point is the inverse of the
reported relative measurement error, thereby accounting for
the differing accuracy of the observations. The regular grid
averaging follows the method adopted for MLS observa-
tions. To achieve higher accuracy, multiple MLS data points
need to be averaged. In the literature, daily hemispherical
maps of MLS data are typically plotted by averaging the
data onto a regular grid using cosine-square weighting with
8° half width in longitude and 3° half width in latitude (M.
Santee, private communication, 1999). Here the same
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Table 3. Summary of Data Used in Initialization for 20 February 1997
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Species Method® Source Latitude Date
0O; G, A HALOE (V19) sunrise 10°N-62°N 16.2.-2.3.
HALOE (V19) sunset 77°S—-31°N 16.2.—17.3.
MLS (V5) 34°S—80°N 20.2.-21.2.
ILAS (V5.10) sunrise 69°N-70°N 13.2.-27.2.
HNO; G, A MLS (V5) 34°S—80°N 20.2.-21.2.
ILAS (V5.10) sunrise 69°N—-70°N 13.2.-27.2.
CH, A, C(N,0), C(PV) ILAS (V5.10) sunrise 69°N—-70°N 13.2.-27.2.
CH,, HCI, H,0 A, C(PV) HALOE (V19) sunrise 10°N—62°N 16.2.-9.3.
HALOE (V19) sunset 77°S-31°N 16.2.—17.3.
N,O C(CHy) Cryosampler” 68°N 11.2.
NO, C(N,0) Kondo et al. [1999] 68°N 10.2., 25.2.
Eq HNO;, model partitioning® 90°S—50°N¢
Cl, C(N,0) Cryo/Grabsampler® 68°N 10.2,, 11.2., 25.2.
Eq HCI, model partitioning® 90°S—50°N¢
CFC-11 C(N,0) Cryo/Grabsamplerb 68°N 10.2,, 11.2., 25.2.
Br, C(CFC-11) Wamsley et al. [1998] global 1994°
Eq Mainz 2-D model® 90°S—50°N¢
other Eq Mainz 2-D model® 90°S—90°N

“Initialization method: G, gridding of the data to regular grid using cosine-square weighting for grid point distance and
error weighting; A, advection of the measurements to a synoptic time; C(x), correlation with the quantity x; Eq, equivalent

latitude mapping of 2-D model outputs (see text).
From A. Engel (personal communication, 2000).
“Mainz 2-D model [Gidel et al., 1983; Groof3, 1996].

9Linear transition between 20°N and 50°N equivalent latitude.
“Br,, of 1994 scaled to maximum mixing ratios of 20 parts per trillion.

method is used, but with 6° half width in longitude and 2°
half width in latitude. Figure 3 shows the derived ozone
initialization for 20 February 1997.

[19] For HNOs, outside the vortex we assimilate HNO;
observations of MLS and ILAS adopting a similar proce-
dure to that described above for ozone. However, inside the
vortex, temperatures below the NAT condensation point
often occur, so the forgoing procedure will substantially
underestimate the total HNO5 concentration. Thus an assim-
ilation is used, based on a NO,/N,O correlation determined
from balloon profiles measured on 10 and 25 February
[Kondo et al., 1999], the N,O distribution generated by a
PV-mapping procedure described in sections 3.1 and 3.2,
and the HNO; to NO, partitioning from the Mainz 2-D
model. Carrying out this procedure, the total HNOz mixing
ratio (gas and condensed phase) is estimated to be ~11.6
ppbv in the vortex core (PV > 50 PV units (PVU). However,
the effects of irreversible denitrification must still be
accounted for. Kondo et al. [2000] reported a denitrification
of >40% for air masses that had been exposed to synoptic
temperatures below T for ILAS observations in mid-
February. Therefore 15-day diabatic back-trajectories were

Table 4. Tracer Correlations Used in the Initialization Procedure®

calculated from assimilation grid points inside the vortex,
and the HNOj in the air parcels was reduced to 6.5 ppbv if
ice formation temperatures on these trajectories were
encountered. (Typically, 6.5 ppbv of HNOj; represent 55%
of the vortex HNO; mixing ratio derived from tracer
correlations; T;.. = 188.5 K for p = 45 hPa and 5.7 ppmv
H,0). The HNO; assimilation for 20 February 1997 is
plotted in Figure 3 (bottom). The area of denitrification is
mainly located within the core of the polar vortex. Since the
synoptic temperatures after the second day of the simulation
are always above Ti.., no additional substantial sedimenta-
tion and concomitant denitrification is expected for this
simulation. However, it must be noted that the assumed
denitrification is somewhat uncertain. The sensitivity to
denitrification will be discussed in section 4.3.

4. Simulation of the Stratospheric Arctic
Spring 1997
4.1. Short-Term Simulations

[20] Starting on 20 February 1997 and ending on 26
February 1997, chemical simulations of the springtime polar

[x] [y] valid range of [x] ay a; a, a3 ay
CH, ppm® N,O ppb 0.48 .. 1.84 ppm —82.71 323.7 —359.3 340.2 —96.37
N,O, ppb°® NO,, ppb 7 .. 145 ppb 10.33 8.798E-3 - - -
N0, ppb? NO,, ppb 145 .. 220 ppb 571 —2.28 11.8 —2.14 —1.04
N0, ppb¢ NO,, ppb 220 .. 315 ppb 20.7 —0.0644 - - -
N0, ppb® Cl,, ppb 18 .. 313.5 ppb 3344. 1.497 —0.03637 - -
N,0, ppb® CFC-11, ppt 0..313.5 ppb 8.388 —0.4422 4.056E-3 - -
CFC-11, ppt® Br,, ppt 10 .. 260 ppt 20.03 0.0041 —6.631E-4 3.188E-6 —6.713E-9

*Tracer correlations derived from the observations using a polynomial spline fit of the form [y] = >/ ( a; - [x]' and degree n <4.
"From A. Engel (personal communication, 2000).
“Mixing line from Kondo et al. [1999].
dEquations from Kondo et al. [1999].

°Equation from Wamsley et al. [1998] multiplied by a factor of 1.25 to correct for 1994—1997 increase.
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Figure 3.
on the 475-K potential temperature level mapped on an
orthographic projection. Ozone data are derived from
HALOE, ILAS and Microwave Limb Sounder (MLS) data
sets, whereas HNOj is derived exclusively from MLS. PV
contour lines for 35 and 50 PVU are shown in black. See
color version of this figure at back of this issue.

Initialization for (top) O; and (bottom) HNO;

vortex composition were performed on the 475-K potential
temperature level. The simulations were initialized with the
assimilated chemical fields described in section 3. The aim of
this simulation is to verify the initialization procedure by
comparing species that vary slowly like ozone with observa-
tions and to verify the ability of the chemistry scheme to
simulate diurnally varying species like ClO. In total, roughly
15,000 adaptive grid points were employed in the simulation
with a specified nearest neighbor spacing of 140 km in the
Northern Hemisphere. The Lagrangian mixing parameter-
ization was implemented as in part 1 with a mixing time ste

of24 hours and a critical Lyapunov exponent A= 1.1 days™ .
In contrast to the initialization procedure, the simulations use
the wind and temperature data provided from the ECMWF
because of their higher resolution of 1.125° x 1.125° in
latitude and longitude and their higher temporal resolution of
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6 hours. It is desirable to use ECMWF data sets for these
simulations, as small-scale temperature variability present in
their temperature fields leads to more realistic simulations of
polar stratospheric cloud (PSC) formation and subsequent
chlorine activation, especially in regions where temperatures
are close to the threshold temperatures for PSC formation.

[21] As discussed in section 3.3, no significant denitrifi-
cation is expected throughout the simulation period; there-
fore, the sedimentation of nitrogen-carrying particles may
be neglected. Nonetheless, the influence of denitrification
will still be felt in these simulations as the initialization is
influenced by a period where significant denitrification had
already occurred. Although the most realistic initialization
includes the effect of prior denitrification, a simulation will
also be considered where no initial denitrification is
included. Furthermore, as temperatures below the NAT
point will occur during the simulations, we also consider
two scenarios for PSC composition: either exclusively STS
or STS and NAT formation after 3-K supercooling. Over the
short simulation period, diabatic descent will be small;
therefore isentropic trajectories may be employed.

[22] So that the quality of these simulations may be
assessed, we present comparisons of CLaMS results with
several independent satellite observations. Comparisons of
ozone, ClO, and HNO; will be shown that investigate short-
term simulations. Longer-term simulations of ozone will be
compared with observations, and the implications for simu-
lated ozone loss will be considered.

[23] MLS observed the polar vortex between 20 and 26
February, 1997. Observations from 20 and 21 February,
1997 have been used to initialize the CLaMS simulations
that are subsequently compared to the MLS observations of
26 February 1997. For the comparison with MLS observa-
tions, a CLaMS simulation is integrated as with a normal
integration up to the last mixing time step prior to the
intercomparison day. Then, box models are initialized with
the chemical composition from the CLaMS simulation by
sampling the CLaMS irregular grid point nearest to the box
model initial positions. These initial positions are chosen so
that forward trajectories from these points will coincide with
the times and locations of the MLS observations. Box
model calculations are performed along each of these
trajectories. Figure 4 is a scatterplot of simulated versus
observed mixing ratios of ozone, ClO, and HNOj3. Colored
symbols indicate vortex observations, and 80% of the
simulated ozone mixing ratios lie within the published
accuracy of the MLS ozone measurements (~0.4 ppmv).
Similarly, the comparison of CIO shows generally good
agreement. Figure 4b shows the daylight observations (solar
zenith angle of <95°) as ClO at night is converted to Cl,0,.
Near the vortex edge (green and blue symbols), CLaMS
may underestimate the chlorine activation. The agreement
for HNOj; is somewhat worse, especially in the vortex
core region (orange symbols) and 50% of the vortex core
observations (PV > 50 PVU) are outside the published
accuracy of the MLS HNO; measurements (1.5 ppbv).
Deviations from the one-to-one line in both directions
indicate either an inaccuracy in the denitrification estima-
tion or in the calculation of HNOj; uptake into the PSCs.

[24] In addition to the scatterplots we show comparisons
on hemispheric maps. As discussed in section 3, single
MLS observations are usually combined by weighted aver-
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Figure 4. Comparison MLS observations with the Che-
mical Lagrangian Model of the Stratosphere (CLaMS)
simulation for 26 February 1997 for (top) O3, (middle) CIO,
and (bottom) gas-phase HNO;. MLS observations are
plotted against CLaMS simulations for the location and
time of the MLS observations. Vortex observations are
shown in different colors for different PV. Outside vortex
observations are plotted as black symbols. One-to-one line
is plotted as a solid line, and the given MLS accuracy is
indicated by the dotted lines. See color version of this figure
at back of this issue.

aging onto a regular grid to reduce statistical noise. Thus
MLS cannot resolve fine-scale atmospheric structures that
fall below the intrinsic MLS grid resolution. Furthermore,
MLS observations are usually reported as hemispheric
images that summarize observations for a 24-hour period.
Thus, when rapid variations occur during a 24-hour period,
e.g., photochemical diurnal cycles or PSC condensation
events, differences between the asynoptic images and model
simulations for the corresponding synoptic time will be
difficult to interpret. Therefore, in addition to the relevant
synoptic images we will also present images for HNO; and
CIO from model simulations that have been generated by
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the procedure described above to facilitate meaningful
comparison with the asynoptic MLS images. From the
simulation described above, the concentrations correspond-
ing to the times and locations of the MLS observations are
sampled and regridded using the same method as that
applied to the MLS observations.

[25] During the time period of the simulations, temper-
atures below the NAT point occur in the ECMWEF analysis,
and rapid fluctuations of gas-phase HNO; are simulated to
occur by condensation onto and evaporation from PSC
particles. Figure 5 shows the comparison between MLS
measurements (top panel) and simulated gas-phase HNO;
mixing ratios for the 6-day simulation ending on 26
February 1997: the CLaMS simulation for 26 February
1997 with MLS-type asynoptic sampling and gridding
(middle panel) and the same CLaMS simulation with full
resolution and synoptic (1200 UT) sampling (bottom panel).

[26] The best agreement with the MLS observations was
with the simulation that both included initial denitrification
and permitted the exclusive formation of STS PSCs. The
simulation with NAT formation from freezing STS droplets
led to both a lower minimum HNO; concentration and a
greater geographical extent of low-HNO; concentrations
than was observed. Thus the exclusive STS scenario gives
a more realistic simulation of vortex HNO;3 concentrations.
This conclusion is corroborated by the observation of liquid-
only (and therefore by implication STS) PSC by LIDAR
observations over Spitzbergen between 20 and 28 February
[Neuber et al., 1997]. In the areas outside of the polar vortex
the HNO; mixing ratios mainly represent the initialization.
Thus the comparison for midlatitudes provides a confirma-
tion of the initialization method. Many of the most important
features of the simulation are reproduced, although there are
clear differences between the top and middle panels in
Figure 5. The simulated HNOj in the collar region is under-
estimated, while the extent of the low-HNO; region over
Greenland is overestimated. Nevertheless, one may consider
this as a reasonable HNOj; simulation given the caveats
needed on both the observations and simulations. Thus we
see from the degradation of the high-resolution simulation,
when it is regridded onto the MLS grid, that satellite instru-
ments with observational characteristics similar to MLS will
observe only the largest-scale filamentary structures.

[27] In Figure 6 the asynoptic image of the MLS ClO data
(top panel), including only daytime measurements (between
0800 and 1900 h local solar time), is compared with the
synoptic CLaMS image (bottom panel). Clearly, for a
diurnally varying species like ClO the comparison between
the asynoptic image and the synoptic image is even less
meaningful. By contrast, the MLS-type sampling (middle
panel) exhibits many features evident in the observations
(top panel). The pattern of ClO inside the vortex core region
(PV > 50 PVU) is well simulated, as is the meridional
gradient near the vortex edge (50 PVU > PV > 35 PVU)
and the poleward decrease at high solar zenith angles. Still,
the area of activated chlorine in the simulation does not
extend as far into the vortex edge region as the observations
indicate. Moreover, the simulated maximum CIO concen-
tration in the 90°E local maximum substantially under-
estimates the reported concentration, and an 80°W local
maximum is more elongated in the simulations than in the
observations. However, Figure 4 (middle panel) shows that
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Figure 5. Gas-phase HNO; mixing ratio on 26 February 0.00

1997. (top) MLS measurements as typically plotted.

(middle) Model results of the same locations in space and Figure 6. As in Figure 5, but for ClO mixing ratio. (top)
time as the MLS observations, plotted with the same Daytime MLS measurements (between 0800 and 1900 local
gridding procedure as above. (bottom) Model results for full ~ solar time). (middle) Model results for the MLS positions.
CLaMS resolution. See color version of this figure at back  (bottom) Model results at 1200 UTC for full resolution. See
of this issue. color version of this figure at back of this issue.
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for data points with MLS-observed ClO of >1.3 ppbv, only
two simulated data points underestimate the observed ClO
amount by more than the published MLS accuracy.

[28] Both the model results and the MLS data indicate an
almost complete chlorine activation in the vortex core
region (PV > 50 PVU) on 26 February. Outside the vortex
core, there is little chlorine activation, resulting in low ClO
mixing ratios. The low ClO mixing ratios toward the North
Pole are due to the lack of daylight at very high latitudes.
Inside the vortex core region, there are some differences in
the location of activated chlorine that are yet unclear.
However, the results of the simulation generally seem to
be comparable to the measurements of ClO and HNO;.

4.2. Continuation of Simulation

[29] The daily simulated loss of ozone is only ~3% at its
maximum and is therefore too small to be detected with
certainty over a 6-day period with current observational
technology. Thus the simulations are extended out to 5
weeks (31 March, 1997) so that ozone loss deduced from
observations may be compared with the simulated ozone
loss. Over this longer-term simulation period, diabatic
descent or ascent may be significant; for example, in the
tropical and subtropical regions, diabatic trajectory calcu-
lations indicate that air parcels will rise by 40—50 K over a
5-week period. However, inside the vortex (PV > 35 PVU)
for this period, vertical displacement was <15 K, i.e.,
~0.6 km. Thus, although the isentropic approximation
may be poor outside the polar vortex, it is a reasonable
assumption inside the vortex. Therefore only vortex results
for the isentropic simulations will be considered. Further,
the validity of the isentropic approximation over the whole
simulation period is confirmed by the comparison of simu-
lated and observed CHy. In order to compare the asynoptic
HALOE observations with the synoptic model simulations,
hypothetical air parcel trajectories starting at the time and
location of the HALOE observations are calculated, and
their corresponding locations are determined at the requisite
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Figure 7. Comparison of CH4 mixing ratios observed by
HALOE with the CLaMS simulation for all HALOE data
points within the simulation period. Vortex observations are
shown in different colors indicating the time of the
observation. Outside vortex observations are plotted as black
symbols. See color version of this figure at back of this issue.
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Figure 8. Results of the simulation for 20 March 1997 on
the 475-K isentropic level. (top) Simulated ozone mixing
ratio. (bottom) Accumulated chemical ozone change since
20 February 1997. See color version of this figure at back of
this issue.

synoptic time. The average simulated CH, mixing ratio for
all air parcels within a 150-km radius (r) of these locations
is then calculated with a 1/ weighting. Figure 7 is a
scatterplot of CH4 observed by HALOE versus the simu-
lated value for the locations of the observations for the
whole simulation period. Vortex observations are colored,
and black symbols show outside vortex observations. The
deviation from the one-to-one line is within the range
expected from the initialization procedure (see Figure 1).
[30] To derive the accumulated chemical ozone loss from
the simulation, an additional passive tracer has been initial-
ized exactly like the ozone mixing ratio and exposed to the
same advection and mixing procedure as the regular chemical
species but without chemical change, similar to other CTM
studies [e.g., Lefevre et al., 1998; Hansen and Chipperfield,
1999]. The difference between the passive ozone tracer and
simulated ozone is a measure of the accumulated chemical
ozone loss. Figure 8 shows the simulated ozone mixing ratio
for 20 March 1997 (top panel) and the accumulated ozone
loss since 20 February (bottom panel). Figure 9 shows the
same for the end of the 5-week simulation period (31 March).
The simulation suggests that two largely separated vortex air
masses have developed in spring 1997: the vortex core (PV >
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Figure 9. As in Figure 8, but for 31 March 1997. See
color version of this figure at back of this issue.

50 PVU) with a large ozone loss and the outer vortex (50
PVU > PV > 35 PVU) with moderate ozone loss. However,
the simulated ozone loss in the vortex core region is not
uniformly distributed, and regions of intermediate ozone
depletion are evident in the simulations of the core region.
This is most clearly seen in the results of the simulations for
20 March (Figure 8). This result is consistent with the
findings from the 1996/1997 Match campaign [Schulz et
al., 2000] that greater ozone loss rates are found near the
vortex core. By 30 March the average accumulated chemical
ozone loss (+10) was 0.9 + 0.3 ppmv or 30 + 11% for the
simulation of the 475-K level in the vortex core region (PV >
50 PVU). The maximum simulated loss in individual air
parcels in the vortex core is 1.8 ppmv, i.e, up to 60%. By
contrast, for the same time period the average simulated
ozone loss in the outer vortex (50 PVU > PV > 35 PVU) is
13 & 7%. These maximum values of accumulated loss are not
in agreement with those reported by Van den Broek et al.
[2000], who simulate only about half of these values. These
distinct ozone loss regions within the polar vortex arise
because of the differences in temperature history between
the core and outer vortex. Throughout February and March
the coldest air in the polar vortex is always near the vortex
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core, and only this air is cold enough to experience both
denitrification (as reflected in the HNOj initialization) and
heterogeneous chlorine activation. Thus the inorganic chlor-
ine in the outer vortex is only partially activated (compare
Figure 6).

[31] The simulation of inhomogeneous ozone depletion
within the polar vortex is consistent with observations.
Figure 10 shows a scatterplot of measurements inside the
vortex from HALOE, ILAS, and balloon-borne ozone
sondes for the last week of the simulation period (25 to
31 March 1997) compared with simulated ozone mixing
ratios for exactly the same time and the same location. This
comparison confirms the variability of ozone mixing ratios
within the polar vortex. However, there are HALOE and
ozone sonde observations of ozone mixing ratios below 1.5
ppmv that are not reproduced by the simulation. These
discrepancies are found only for the vortex core. The
maximum discrepancy is 1.2 ppmv. The ILAS measure-
ments of ozone mixing ratios in the region with the greatest
ozone depletion (vortex core) show larger values than
HALOE and ozone sonde measurements and, accordingly,
seem to agree well with the simulation. However, from
ILAS validation [Sugita et al., 2002], there is an indication
of a possible small bias toward larger values in the ILAS
ozone data, especially below 15 km. This tendency is
especially pronounced for the cases with a very shallow
layer of very low ozone because of the effective vertical
resolution of ILAS (T. Sugita, personal
communication, 2001). This may partly explain the discrep-
ancies between ILAS ozone and the ozone sonde observa-
tions. Assuming that the lower ozone mixing ratios
observed by HALOE and ozone sondes at the simulation
level are more accurate, the simulation underestimates
ozone depletion for some areas in the vortex core. Possible
reasons for such a discrepancy could be an underestimation
of denitrification leading to a shorter period of ozone

vortex, 25.03.-31.03.1997
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Figure 10. Comparison of O; mixing ratios observed by
HALOE, ILAS, and ozone sondes within the last week of
the CLaMS simulation (25—31 March 1997). For the ozone
sondes (red symbols) the average standard deviation in the
interval 8 = 475 + 10 K is depicted. One-to-one line is
plotted as a solid line. See color version of this figure at
back of this issue.
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Figure 11. HALOE ozone profile measurements inside

the vortex between 26 and 30 March 1997. Color indicates
the simulated ozone depletion. Blue lines show HALOE
data at locations of high ozone depletion, red lines show
HALOE data at locations of low ozone depletion, and
black lines show the remaining vortex data (see text for
details). Colored bars show the range of the simulated
ozone mixing ratios interpolated to the HALOE measure-
ment locations. Blue bar corresponds to the blue HALOE
profiles for the reference simulation with denitrification.
Green bar corresponds to the same for the sensitivity
calculation without denitrification. Orange bar corresponds
to the red HALOE profiles (for simulations both with and
without denitrification). See color version of this figure at
back of this issue.

depletion or an underestimation of ozone loss rates in spring
[e.g., Becker et al., 1998, 2000, and references therein].

[32] Indications of the spatial segregation of the ozone loss
within the core and outer vortex as well as the vertical extent
of the strong ozone depletion were also seen in the HALOE
observations. Figure 11 shows all ozone profiles obtained by
HALOE inside the polar vortex between 26 and 30 March.
The CLaMS simulation of accumulated ozone depletion is
compared to the HALOE ozone profiles corresponding to the
adjusted synoptic observation locations (see above).

[33] In Figure 11, for those locations where the simulated
ozone loss is found to be >1 ppmv, the corresponding
HALOE profile is shown in blue, while for those locations
where the simulated ozone loss is <0.4 ppmv, the correspond-
ing HALOE profile is shown in red. The remaining vortex
profiles are shown in black. All but one of the ozone profiles
predicted to exhibit the greatest ozone loss (blue lines) show a
layer of very low ozone with mixing ratios close to 1 ppmv. In
an earlier study, Miiller et al. [1997] have shown, by consid-
ering the relationship between ozone and HF, that these
profiles have experienced significant chemical ozone deple-
tion, strongly supporting the interpretation presented here.

[34] Furthermore, Figure 11 shows the range of simulated
ozone mixing ratios corresponding to the two distinct
groups of ozone profiles as horizontal bars of the same
color. These first simulations with CLaMS overestimate the
ozone concentration in this low-ozone layer and by impli-
cation overestimate the degree of ozone loss sustained in
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this layer. However, it is striking that they successfully
predict those HALOE profiles with a strong signature of
ozone loss, suggesting that the transport and many aspects
of the chemistry are well simulated in the vortex core.
Furthermore, in the simulation the range of ozone values in
the vortex edge region where simulated ozone depletion was
less is approximately reproduced (Figure 11, red profiles).
Besides two profiles, CLaMS reproduces the range of ozone
mixing ratios below 3.2 ppmv. However, observed ozone
values with mixing ratios above 3.2 ppmv cannot be
simulated. This may either be due to the initialization
procedure or due to the influence of diabatic descent in
the outer vortex.

[35] In summary, despite the limitations mentioned
above, this first 5-week simulation of the dynamical and
chemical evolution of the 1997 later winter/early spring
ozone loss on the 475-K potential temperature level may be
considered successful.

4.3. Sensitivity Studies

[36] The sensitivity of the simulated ozone loss to the
denitrification initialization was tested by a calculation
where the initial denitrification was not included. Here the
simulated ozone depletion was similarly distributed; that is,
two distinct air masses in the vortex are also evident.
However, under such conditions the average accumulated
ozone loss in the vortex core is 20—30% lower than in the
case with denitrification, while the outer vortex ozone losses
are unchanged. Furthermore, a simulation was performed in
which denitrification was assumed to be stronger and to
extend over a larger geographical region. This was done by
reducing the HNO; mixing ratio to 5.0 ppbv for all air
parcels exposed to minimum temperatures below 7. +2 K
in the back-trajectory of the ini-tialization procedure. This
assumption leads to an overestimation of the denitrification
that is evident from an intercomparison with MLS and ILAS
HNO; data. With respect to the standard simulation, the
average ozone depletion increased by 0.3 ppmv or 10% in
the vortex core and by 0.07 ppmv or 2.3% in the vortex
edge region. The discrepancy in the comparison with the
HALOE ozone data was slightly reduced, but the maximum
discrepancy was still as large as 1.0 ppmv.

[37] Sensitivity of the ozone loss to the microphysical
assumptions was also tested; instead of exclusively STS
PSCs, as in the standard simulation, an additional simula-
tion with NAT particle formation at Tyar without super-
saturation was carried out. There were obvious differences
in the gas-phase HNO; during the early phase of the
simulation. By the end of March the ozone depletion in
the vortex core increased with respect to the standard
simulation on average by 0.17 ppmv or 5%. In the vortex
edge region the different microphysical assumptions had no
significant effect. Thus, for this particular simulation, the
assumptions on particle formation do not substantially
influence the simulated ozone loss.

5. Summary and Conclusions

[38] Here we present first results from a new chemical
transport model that used a Lagrangian formulation of
transport and a mixing parameterization based on concepts
from dynamical system analysis described in part 1.
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[39] In this study, combined results for a chemical assim-
ilation/simulation on the 475-K isentropic level for the
period beginning late February and ending late March
1997 have been presented. Diabatic heating calculations
indicate net vertical displacements of up to 15 K over the
simulation period (i.e., only 0.6 km) so that within the
vortex the assumption of isentropic motion is justified. It
has been shown that when satellite observations are reported
in an asynoptic format, it is essential for a meaningful
comparison to process similarly the simulated tracer fields.
The simulations of HNOj3 reproduce the most prominent
observed HNO; features, although extreme values are
underestimated. Filamentary structures in the CLaMS sim-
ulations are eliminated by the MLS gridding procedures.
Thus such features in the real atmosphere are unlikely to be
detected by current satellite technology.

[40] Simulations of CIO show good qualitative and spa-
tial agreement, although the largest C1O values reported by
MLS are underestimated by ~30%.

[41] Simulations over a 5-week period indicate that
within the vortex, two distinct ozone loss regions develop:
the vortex core with sustained losses of up to 60% and
the outer vortex with smaller ozone losses of ~13%.
Comparisons of the simulated ozone values with HALOE
profiles at the end of the simulation period demonstrate
that the CLaMS simulations indicated significant ozone
loss when and only when significant ozone loss was
evident in the satellite profiles. The strong ozone deple-
tion in the vortex core derived from HALOE observations
is underestimated by the simulation by up to 1.2 ppmv.
However, regions of intermediate and low ozone depletion
are well simulated.

[42] In summary, we have demonstrated that CLaMS can
successfully simulate polar chemistry in detail for dynam-
ically complex situations and faithfully reproduces impor-
tant observed features of the chemical state of the
springtime polar vortex.
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Figure 1. CH, initialization on 20 February 1997. Green symbols depict Halogen Occultation
Experiment (HALOE) sunset data at 6 = 475-K potential temperature level between 16 February and 17
March 1997 and sunrise data between 16 February and 9 March 1997. Blue symbols show CH4 mixing
ratios derived from Improved Limb Atmospheric Spectrometer (ILAS)N,O data between 13 and 27
February and from the N,O/CH,4 correlation in Table 4. Potential Vorticity (PV) of the individual data
points is determined by trajectory simulations from the measurements location to 20 February 1997. Also
shown is a spline fit to the data that are used for initialization.
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Figure 2. Initialization for CH, derived from spline fit correlation with PV on the 475-K potential
temperature level mapped on an orthographic projection. Black lines mark the PV contour for 35 PV units
(PVU) (vortex edge) and 50 PVU (vortex core region).
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Figure 3. Initialization for (top) Os; and (bottom) HNO;
on the 475-K potential temperature level mapped on an
orthographic projection. Ozone data are derived from
HALOE, ILAS and Microwave Limb Sounder (MLS) data
sets, whereas HNOj is derived exclusively from MLS. PV
contour lines for 35 and 50 PVU are shown in black.
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Figure 4. Comparison MLS observations with the Che-
mical Lagrangian Model of the Stratosphere (CLaMS)
simulation for 26 February 1997 for (top) O3, (middle) CIO,
and (bottom) gas-phase HNOs;. MLS observations are
plotted against CLaMS simulations for the location and
time of the MLS observations. Vortex observations are
shown in different colors for different PV. Outside vortex
observations are plotted as black symbols. One-to-one line
is plotted as a solid line, and the given MLS accuracy is
indicated by the dotted lines.
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Figure 5. Gas-phase HNO; mixing ratio on 26 February 0.00

1997. (top) MLS measurements as typically plotted.

(middle) Model results of the same locations in space and Figure 6. As in Figure 5, but for ClO mixing ratio. (top)
time as the MLS observations, plotted with the same Daytime MLS measurements (between 0800 and 1900 local
gridding procedure as above. (bottom) Model results for full solar time). (middle) Model results for the MLS positions.
CLaMS resolution. (bottom) Model results at 1200 UTC for full resolution.
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Figure 7. Comparison of CH4 mixing ratios observed by HALOE with the CLaMS simulation for all
HALOE data points within the simulation period. Vortex observations are shown in different colors
indicating the time of the observation. Outside vortex observations are plotted as black symbols.
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Figure 8. Results of the simulation for 20 March 1997 on the 475-K isentropic level. (top) Simulated
ozone mixing ratio. (bottom) Accumulated chemical ozone change since 20 February 1997.
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Figure 9. As in Figure 8, but for 31 March 1997.
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Figure 10. Comparison of O; mixing ratios observed by
HALOE, ILAS, and ozone sondes within the last week of
the CLaMS simulation (25—-31 March 1997). For the ozone
sondes (red symbols) the average standard deviation in the
interval 8 = 475 + 10 K is depicted. One-to-one line is
plotted as a solid line.
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Figure 11. HALOE ozone profile measurements inside the
vortex between 26 and 30 March 1997. Color indicates the
simulated ozone depletion. Blue lines show HALOE data at
locations of high ozone depletion, red lines show HALOE
data at locations of low ozone depletion, and black lines
show the remaining vortex data (see text for details).
Colored bars show the range of the simulated ozone mixing
ratios interpolated to the HALOE measurement locations.
Blue bar corresponds to the blue HALOE profiles for the
reference simulation with denitrification. Green bar corre-
sponds to the same for the sensitivity calculation without
denitrification. Orange bar corresponds to the red HALOE
profiles (for simulations both with and without denitrifica-
tion).
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