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Abstract

Lock-in thermography (LIT) is an imaging method that depicts radiated heat and its diffusion in manifold samples. LIT offers versatile possibilities for the characterization of solar cells and modules since the radiated heat is proportional to the dissipation of electrical power. Up to now, the quantitative correlation of detected heat and dissipated electrical power has been known for silicon solar cells only. For many other types of solar cells and modules – especially thin film solar cells – LIT has been used as a qualitative measurement tool for depicting the location of defects, for example. Thus, the potential of LIT in terms of the calculation of power generation and dissipation in thin film solar cells has not been exploited. This visualization and calculation of power flows leads to a better understanding of the influences of defects on the efficiency of solar modules. Furthermore, it enables the evaluation of potential improvements, which results in solar modules with higher efficiencies, produced to lower costs.

In order to interpret LIT signals accurately, the lock-in algorithm and particularly its limits have to be understood. The present thesis shows the evaluation of the lock-in algorithm and its algebraic complex result with simulations. It is found that the weak points of the lock-in algorithm lie in the sampling of the acquired heat signal. Sampling moments that are not uniformly distributed in a lock-in period produce unreliable results. A low sampling at high measurement frequencies shows significant deviations distorting the LIT result. The findings allow for the development of user-friendly LIT systems that automatically avoid sampling errors and produce reliable LIT results.

The comprehension of LIT measurements of thin film solar cells needs a theoretical thermal model for the solar cells that can be used to solve the differential heat diffusion equation. The solution describes the surface temperature distribution that is acquired in LIT measurements. By the evaluation of the frequency response of a point heat source in a thin film solar cell, a simple thermal model representing a solid body is found to adequately reproduce LIT measurements.

LIT investigations in the scale of the thermal diffusion length are hampered by the diffusion of heat that leads to a blurring of heat sources. With the description of the thermal model and a Fourier transform technique, it is possible to successfully deconvolute the heat generating sources from the heat diffusion, meaning the removal of the thermal blurring. This leads to the unimpeded visualization of the dissipated power of small heat sources such as shunts or the series interconnection of cells in a thin film solar module.

To deconvolute LIT measurements of samples, which thermal model is not known, an advanced LIT system is developed. It uses a small laser beam, which is di-
rected at the solar cell and is measured by the LIT setup, in order to obtain the heat diffusion in the sample. The deconvolution adequately reproduces the size of a shunt. Combined with an evaluation algorithm, such an LIT system is carrying out a “self-calibration” for the heat diffusion in any kind of solar cell sample. This enables the system to autonomously detect the dissipated power in manifold devices.

Up to now, the estimation of power losses in solar cells commonly has been carried out with LIT measurements without illumination. This is justified for crystalline silicon solar cells, since their behavior in illuminated conditions can be calculated from unilluminated conditions with a simple model. In thin film solar modules, the electrical behavior in illuminated and unilluminated conditions differs significantly. Thus, the access to power losses lies in LIT measurements of solar modules in operation conditions: with illumination and at a voltage enabling the maximal extraction of power. The quantification of such measurements is impeded by several overlapping heat dissipation mechanisms occurring in thin film solar modules. With new developed LIT methods using a bias voltage modulation under constant illumination, the overlapping heat dissipation mechanisms are resolved and a power scaling for LIT images is achieved. These novel LIT methods thus propose an approach to realistic estimations of power losses in thin film solar modules.

Furthermore, the novel LIT methods allow the investigation of single cells and their interaction in the compound of a module. In industrial solar modules, cells are encapsulated and cannot be contacted to determine their electrical behavior in the compound. A specially constructed laboratory scale solar mini-module allowed the contacting of the cells and the acquisition of their electrical characteristics. A good representation of the electrical behavior of the cells in the module compound in LIT measurements with the new methods was found. In future, these methods can be used for the comparison with simulations of the electrical behavior of solar modules. Findings derived from such a comparison allow for finding critical efficiency-limiting features in solar modules.
Kurzfassung


LIT-Untersuchungen in der Größenordnung der thermischen Diffusionslänge werden durch Wärmediffusion eingeschränkt, welche eine Unscharfe über Wärmequelle-
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1 Introduction

In the past decade, the world’s demand for photovoltaic (PV) devices increased vigorously [1]. The main reason is the introduction of feed-in tariffs in several countries, especially Germany [2], which made it financially awarding for investors to build PV generators. Along with cheap credits, many people owning a house and farmers with large roof areas on barns embraced the opportunity to build PV generators on their roofs. Even free standing PV plants became attractive as an investment, often organized within community companionships.

The increasing demand triggered a growth of industry and research funds. This resulted in a decrease of the prices of PV devices, in an increase in their efficiency, and in a tremendous growth of the PV market. With the maturity of PV technology, a deceleration in the reporting of efficiency records came along [3]. Further increase of efficiency and further cost reductions require a better understanding of the underlying physical mechanisms of solar cells and modules. The potential of improving solar cells is getting to its limits, yet there is still a lot of potential of optimizing the interconnection of solar cells to modules, and the further upscaling of solar modules to PV generator arrays [4, 5].

To detect further technology-specific characteristics deteriorating the module performance and to find potential improvements in module technology, advanced characterization tools are needed. Lock-in Thermography (LIT) [6, 7] is one such tool, along with other imaging methods such as Electroluminescence imaging (EL) [8, 9, 10]. In the last decade, both techniques became more and more popular. Many LIT investigations have been carried out on crystalline silicon solar cells [11, 6]. Only few research contributions were dedicated to a quantitative study and application to thin film solar cells and modules [12, 13, 14, 15, 16, 17]. However, thin film devices are considered the upcoming second generation of PV generators [18, 19] with a huge potential for cost reductions.

The present thesis focuses on the application of LIT on thin film silicon solar modules with LIT. Most of the results are transferable to other thin film technologies. The LIT measurements in this study allow for a quantitatively correct failure analysis of thin film solar modules. Furthermore, the combination of the presented experimental results with simulations provides a basis for the analysis of solar modules aiming to find promising attempts for efficiency gains.

The thesis starts with Chapter 2 explaining the design and composition of thin film silicon solar modules. The equivalent circuit model is used to explain the influence of defects on the electrical characteristics of solar modules. The differences to standard
crystalline solar cells are discussed and heat dissipation and transport mechanisms in solar modules that are visualized by LIT images are explained.

Chapter 3 deals with infrared radiation and its detection with thermographic methods. The theory of the lock-in method is derivated, resulting in the generated complex lock-in signal. Pitfalls in the usage of lock-in algorithms are discussed including their prevention. The LIT setup is introduced along with an overview of existing LIT methods and novel methods developed in this thesis.

Chapter 4 presents basic investigations with LIT. Measurement parameters and preferences are discussed, focusing on their influence on the detection and localization of different defects. The quantification of the experimental thermal signal to a power density is described. Series resistances and shunts (small local short-circuits) are evaluated qualitatively and quantitatively. The origin of shunts in thin film silicon solar cells is revealed with help of microscopic investigations. The consequences of reverse biasing thin film solar cells are discussed, combined with a critical review of the popular technique of “shunt removing” or “shunt bursting”. A physical explanation for its functional principle is proposed. Furthermore, basic LIT investigations with modulated illumination as stimulus are presented and the derived results are discussed. At last, the detection of radiation through a glass panel and its drawbacks are investigated.

Chapter 5 introduces a thermal model that allows a deep analysis of the theoretical LIT signal of thin film solar cells and modules. The theoretical frequency response of thin film solar modules is calculated and criteria for the correct acquisition of the signal phase are discussed.

Chapter 6 describes a technique called deconvolution, which is applied to a thin film solar module. It separates the electrically dissipated power from the heat diffusion - which is inherent to all LIT images - by calculating the heat diffusion differential equation. As result, the deconvolution technique enhances the thermal spatial resolution of LIT images. A self-calibrating LIT system is introduced that bypasses the calculation of the heat diffusion with a measurement, allowing for the development of an automated LIT system with a high thermal spatial resolution.

Chapter 7 introduces a novel method that gives realistic access to the power dissipation of defects at the operation point of solar cells, i.e. their maximum power point (MPP). This novel method uses voltage-modulated LIT under constant illumination. It is a quantitative investigation method that records LIT images at differential biases. Voltage-modulated LIT under illumination allows insight into the interaction and operation of cells in a module without the need for electrical contacts of each cell.

The thesis closes with chapter 8 summarizing the main results and conclusions and giving an outlook on possible applications.
2 Thin film silicon solar cells and modules

This chapter describes the design and interconnection of thin film silicon solar cells. The electrical diode characteristics and crucial electrical parameters are derived using an equivalent circuit model. Specific properties of thin film silicon solar modules are outlined and contrasted to standard crystalline silicon solar cells. A detailed evaluation of heat dissipation and transport mechanisms in solar cells is given.

2.1 Design of thin film silicon solar modules

Thin film solar cells consist of several functional layers with an overall thickness of about 1 to 7 μm. The thin layers are deposited on a substrate, which can be glass, plastic or a metal. The three most common inorganic material systems for the photovoltaically active layers are copper indium gallium diselenide (Cu(In,Ga)Se₂, short CIGS), cadmium telluride (CdTe), and amorphous and microcrystalline hydrogenated silicon (a-Si:H, μc-Si:H). Details on the first two technologies can be found in [20]. In my thesis, I focus on thin film a-Si and μc-Si solar cells and modules [4, 21]. Most results found in this thesis can yet be transferred to CIGS and CdTe solar cells and modules.

Thin film silicon solar cells are composed as sketched in Figure 2.1. They are built in a so called superstrate configuration, i.e. the incoming light passes through the glass superstrate and the transparent front electrode (transparent conductive oxide, TCO), which is usually made of tin oxide (SnO₂) [22] or zinc oxide (ZnO) [23, 24]. The TCO has to fulfill three important requirements: Transparency, as the incoming light should mainly be absorbed in the photovoltaically active material. Conductivity, as charge carriers generated in the adjacent active material ought to be transported with few losses to outer contacts. Scattering, as light rays have to be refracted into large angles to enhance the light-path in the thin absorber layer. To obtain the latter mentioned effect, the TCO surface is roughened – usually by etching – after deposition on the glass superstrate.

After being refracted and scattered by the TCO, the light reaches the absorber layer, where it generates charge carriers in the form of electron-hole pairs. These pairs are separated by a built-in electrical field, so that the holes drift to the front and the electrons to the back contact, where they can be extracted. Details of this process are shown in chapter 2.2. The absorber is usually an a-Si or μc-Si layer, or a stack of the two. The latter case is called tandem solar cell [25] and is displayed in Figure 2.1b. Both absorber layers are electrically connected in series with a tunnel junction in-between.
Figure 2.1: Composition of thin film silicon solar cells. a) Single-junction solar cell with a-Si or µc-Si as absorber layer. b) Tandem solar cell with an absorber layer combining an a-Si and a µc-Si cell in series. The general composition is the same: On a glass superstrate, a transparent conductive oxide (TCO) as front contact is deposited. Light reaches the absorber through the glass and the TCO. It is reflected back into the absorber at the metal rear contact. Tandem solar cells reach higher conversion efficiencies than single-junction solar cells due to their better use of the photon energies.

As the light reaches the a-Si cell first, this cell is usually referred to as top cell, whereas the µc-Si cell is called bottom cell. The advantage of the tandem configuration is the combination of the good absorption of a-Si in the “blue” low wavelength range (~ 250 to 770 nm) with the one of µc-Si, which reaches up to 1100 nm. Tandem cells achieve higher efficiencies than single a-Si or µc-Si cells as they reduce thermalization losses and improve the absorption efficiency. Furthermore, the effect of light-induced degradation of a-Si [26] is less when using thinner a-Si layers in tandem configuration.

All functional layers are deposited in vacuum processes [27]; e.g. the absorber layers are manufactured by plasma enhanced chemical vapor deposition (PECVD) processes. These processes are principally scalable to large superstrates; the largest deposition chambers in industry were built for 2.6 × 2.6 m² glass panels [28]. With such a large area, a quite high current would theoretically be obtained, if just one solar cell would be made out of one panel. However, the voltage of the device would be very low compared to the current and even more important, the resistance of the TCO would lead to tremendous losses in the transport of the high current. Therefore, instead of manufacturing a single solar cell on the glass sheet, a complete module is produced by integrating a series connection. This connection is produced by laser scribing processes during the production that ablate the material in the desired design [29]. Narrow cells (4 to 10 mm) are formed and connected in series limiting the generated current and producing a high output voltage favorable for the detached electrical loads. Figure 2.2 describes the laser scribing processes used for the implementation of the integrated series connection.
The laser scribing steps have to be carried out in-between the deposition of the functional layers. After the TCO deposition (a) via sputtering and its etching for the surface roughening, the first structuring line called $P_1$ is cut in the TCO layer (b). During the silicon deposition (c), silicon adheres on the TCO layer and in the laser-cut trench, where it isolates the TCO areas. The second laser scribe called $P_2$ structures the silicon (d) and leaves the TCO layer unspoiled. After the back contact sputtering (e) the third and last laser scribe called $P_3$ (f) cuts through the silicon and the back contact. Now a direct contact between back contact and TCO is formed so that the current flows from the back contact of the cell on the left to the front contact of the right cell. No short-circuits are induced, as $P_1$ and $P_3$ completely open the uniform contact layers. The final current path in a module is shown in Figure 2.3. Errors in the scribing process can lead to short-circuits or other defect. One such error is discussed in chapter 6.2.

The terminals for contacting the solar module both lie at the rear side and do not overlap the aperture area. At the Institute of Energy and Climate Research 5 at Forschungszentrum Jülich (IEK-5), all productions processes for silicon thin film modules are carried out.
Figure 2.3: Current path through a thin film module with integrated series connection. The series connection enables easy access to the contacting of a thin film module, which occurs completely from the back side of the module. The current has to pass the connection of the front and the back contact, and the absorber layer once. The current direction depends on whether the module is under illumination or biased with a voltage. In the first case, it flows to the right in direction of the image plane, in the second case to the left. The series connection leaves an area with the width of about 0.3 mm behind that does not contribute to the current collection.

The sizes of the produced modules are 8 × 8 cm², 26 × 26 cm² and 36 × 36 cm². In my work, I concentrate on the investigation of lab scale modules with the size of 8 × 8 cm². Figure 2.4 shows photographs of such thin film silicon solar modules produced at IEK-5. The module on the left is a standard tandem module shown from the front side. The module on the right is a special a-Si module with led-out terminal areas for contacting each cell, shown from the rear side. The special module was produced for investigations of the behavior of single cell stripes in a module (see chapters 4.3 and 4.5). Standard modules have completely isolated rims, i.e. a laser scribe step ablates all layers in a trench. To obtain the terminals, the rims of the special module were not isolated completely; just the laser scribes P₁ and P₂ were carried out between the module rim and the terminals.

2.2 Equivalent circuit model of solar cells and modules

For a profound understanding of the electrical behavior of solar cells and modules, their electrical equivalent circuit model can be used. The model and the mathematical description help to investigate and understand the influence of the various material and device properties on the accessible characteristic solar cell quantities.
2.2 Equivalent circuit model of solar cells and modules

Figure 2.4: Mini modules used for laboratory investigations. Left: Standard tandem mini module. The glass superstrate measures 10 × 10 cm², the device area is 8 × 8 cm². The cell widths are adjusted to the type of module: For a-Si modules, it has been found that around 7 mm is optimal; for µc-Si 5 mm [29] and for tandem modules 10 mm, as shown here. Right: Special a-Si module with led-out contacting terminals shown from rear side. The design of the module allows for contacting each single cell stripe of the module separately (red rectangles).

These quantities are the short-circuit current density \( J_{sc} \), the open-circuit voltage \( V_{oc} \), the fill factor \( FF \), the efficiency \( \eta \), and the maximum power point with its current density \( J_{mpp} \), voltage \( V_{mpp} \) and power \( P_{mpp} \) [30, p. 124]. An appropriate model for the integral description of many types of solar cells is the two diode model shown in Figure 2.5a. It models a solar cell electrically as a current source for \( J_{sc} \), a diode each for the radiative (\( D_1 \)) and the Shockley-Read-Hall (SRH) recombination (\( D_2 \)), and two resistances detached in series (\( R_s \)) and parallel (\( R_p \)), respectively. The common mathematical interpretation is the current/voltage (\( J/V \)) characteristics for the “dark” (unlighted) and illuminated state as displayed in Figure 2.5b.

The current source represents the illumination-induced generated and extracted charge carrier flow, in the \( J/V \) characteristic it determines the intersection point of the curve with the \( J \)-axis and shifts the complete curve towards negative currents for increasing irradiance. The diodes determine the “dark” characteristic in unlighted state and therefore the behavior of the curve between \( V = 0 \) and \( V = V_{oc} \) by their “ideality factors” \( n_1 \) and \( n_2 \) [31, 32]. The resistances describe contact, junction and sheet resistances \( R_s \) as well as short-circuits \( R_p \), which are also called “shunts”. They influence the slope of the \( J/V \) curve at low voltages \( (R_p) \) and around \( V_{oc} \) \( (R_s) \).

\(^1\)To compare solar cells of different sizes, usually the current density \( J \) is used instead of the absolute current \( I \); \( J \) is calculated by \( J = I/A \) with the cell area \( A \).
Figure 2.5: Equivalent circuit of a solar cell and its current/voltage (J/V) characteristic. a) Two diode model of a solar cell. $J_0$ models the current induced by illumination, the diodes $D_1$ and $D_2$ the diffusion and the recombination currents. $R_s$ describes contact/sheet resistances and $R_p$ short circuits. b) J/V characteristics in unilluminated (dark) and illuminated case. $R_p$ influences the characteristic at low voltages, letting higher parasitic currents pass, the lower the value of $R_p$ is. The influence of a raising value of $R_s$ reduces the overall current at voltages over $V_{oc}$.

Due to the appearance of $R_p$, $J$ cannot be calculated explicitly, but the curve can be given in the recursive form

$$J = J_{01} \left( e^{\frac{V + J_p R_s}{nV_T}} - 1 \right) + J_{02} \left( e^{\frac{V + J_p R_s}{nV_T}} - 1 \right) + \frac{V + J_p R_s}{R_p} - J_{oc} \quad (2.1)$$

with $J_{01}$ and $J_{02}$ being the dark saturation currents, and the thermal voltage $V_T = kT/q$ including the Boltzmann constant $k$, Temperature $T$ and elementary charge $q$. If no illumination is applied, the contribution of $J_{oc} = 0$, leading to the dark current density

$$J_{dark} = J_{01} \left( e^{\frac{V + J_p R_s}{nV_T}} - 1 \right) + J_{02} \left( e^{\frac{V + J_p R_s}{nV_T}} - 1 \right) + \frac{V + J_{dark} R_s}{R_p} \quad (2.2)$$

With illumination, the illuminated current density $J_{ill}$ is calculated by

$$J_{ill} = J_{01} \left( e^{\frac{V + J_p R_s}{nV_T}} - 1 \right) + J_{02} \left( e^{\frac{V + J_p R_s}{nV_T}} - 1 \right) + \frac{V + J_{ill} R_s}{R_p} - J_{oc} \quad (2.3)$$
The difference between both current is called photo current density

\[ J_{\text{ph}} = J_{\text{th}} - J_{\text{dark}} \]  

(2.4)

which equals \( J_{\text{sc}} \) in most cases. This does not hold for thin film silicon solar cells as will be explained in chapter 2.3.

Usually, the integral treatment of defects appearing as \( R_e \) or \( R_p \) is insufficient, as they locally vary. Especially shunts are often strongly localized in small areas. This makes it interesting to find two- and three-dimensional models for the description of solar cells and to compare them to spatially resolved measurements. Some quantities can be measured using scanning techniques like Corescen [33], laser-beam induced current (LBIC) [34, 35, 36, 37], or solar cell local characterization (CELLO) [38]; some can be imaged with electro- or photoluminescence and thermography [39, 40, 41, 42, 43]. With the help of these analysis methods, it is possible to locate defects (see chapter 4.1) and – with a profound knowledge – to quantify them.

The connection of solar cells to modules complicates the electrical and mathematical description as the parameters increase almost proportional to the number of connected cells. Usually they are connected in series (summing up the voltages of the cells) to so-called strings, which sometimes are combined in parallel. The more the cells are alike, the easier it is to model the module. Additionally, generating a similar current in all series connected cells increases the module’s efficiency. The current limitation in series connection can lead to a deterioration of the module performance when single cells generate less current (due to defects or shading). The voltage of a “bad” solar cell in a module can even be reversed [44] at low irradiance or low voltage. This effect is further investigated in chapter 4.5. A reverse-biasing on a solar cell induces new defects due to local breakdown sites [45] that constantly reduce the cell’s efficiency. The influence of such a reverse biasing on thin film silicon solar cells is shown in chapter 4.5. It is not feasible to avoid all reverse-biasing with so-called bypass diodes, especially not for thin film modules with their integrated series connection. Thus, a better knowledge of the conditions in which reverse-biasing of single cells in a module occur, can lead to new ideas for its prevention.

2.3 Differences to crystalline wafer solar cells

Most literature on solar cells refers to crystalline silicon solar cells. Term definitions and models, e.g. for defects, have been taken over and adapted to other solar cell technologies. Since there are many differences between the solar cell technologies, the adaption should always be treated with caution to avoid errors. This chapter introduces
important differences between crystalline solar cells and thin film silicon solar modules have to be considered for the investigations in this thesis.

The energy conversion efficiency of crystalline silicon solar cells is about twice as high (ca. 25%), even though crystalline silicon is an indirect absorber while amorphous silicon acts like a direct band gap absorber. Crystalline silicon wafers are in p/n-configuration, see Fig. 1.6a, the absorber is much thicker (100x). No built-in electrical field spreading over the absorbing layer is needed, as charge carriers diffuse over a concentration gradient to the junction. This is possible because of the high mobility of the charge carriers in crystalline silicon. This enables a simple charge carrier separation at the p/n junction, where a p-doped silicon layer and an n-doped silicon layer are in direct contact [30, p. 120]. The lack of a field over the absorbing layer implies a voltage-independent photocurrent \( J_p \) and a high fill factor FF of the \( J/V \) characteristic. In contrary, in thin film silicon solar cells the charge carriers have a low mobility and are separated and extracted by an electric field over the whole thickness of the main absorbing layer. The thick intrinsic layer is embedded between two thin doped layers, p and n. This leads to a constant force on the carriers to drift towards the contacts as illustrated in Figure 2.6b.

![Figure 2.6: Band diagrams of p/n and p/i/n junction devices under illumination.](image)

**Figure 2.6:** Band diagrams of p/n and p/i/n junction devices under illumination.  
(a) In p/n junction solar cells (e.g. crystalline silicon solar cells), the base is usually the several hundred \( \mu \text{m} \) thick p-doped wafer. The 100 \( \mu \text{m} \) thin emitter n-layer faces the illumination, since most photons are absorbed in the base. Electrons have a higher mobility than holes which makes a p layer advantageous over an n layer. The electrons diffuse towards the p/n junction, where the built-in electric field forces them to drift into the n region.  
(b) Solar cells with p/i/n junction (e.g. a-Si, mc-Si solar cells) use the electric field over the whole device to force the electron/hole pairs to separate and to drift to the opposing contacts. Such junction devices are used if the mobilities of charge carriers are very low in a material. The p layer faces the illuminated side to ensure a shorter way to the contact for the less mobile holes.
2.3 Differences to crystalline wafer solar cells

The electric field makes the photocurrent $I_{ph}$ strongly voltage dependent, as a bias voltage reduces the electric field and therefore limits the carrier extraction at high voltages. This leads to a poor $FF$ of the $J/V$ characteristic and therefore a lower efficiency. Furthermore, this leads to the fact, that the description of thin film silicon solar cells with the above shown two diode model is not sufficient. The model cannot connect $I_{ph}$ with $V$. Hence, thin film silicon solar cells need to be modeled with simulations as described in references [46, 47, 48, 49, 50].

When comparing imaging investigations of crystalline and thin film silicon solar cells/modules, the geometry of both sample types has to be regarded. The current in crystalline solar cells flows laterally in little areas between the front contact grid fingers, but mostly in $z$-direction (depth). In thin film silicon modules, the current flow divides in a lateral component (see next chapter 2.4) over the width of the cell stripes and a further component in depth direction. Therefore, e.g. the interpretation of series resistances differs, as the definition in crystalline solar cells is not that clear. There, the current flows from the back contact metal, which is extended over the whole device over the junction to the front grid fingers. If this series resistance is measured in a lateral resolution, it is not clear to which contact the resistance values in between the fingers refer to. In contrary, thin film solar modules (not restricted to silicon thin film modules) show a strong series resistance effect laterally between the contacts of a cell. This will be discussed in detail in chapter 4.3.

The different production processes for the two silicon based technologies induce different defects, e.g. shunts. Whereas shunts in crystalline silicon solar cells can have several origins inducing a specific electrical behavior [51] depending on the production steps used, shunts in thin film solar cells usually show to have the same origin: a direct short circuit between the front and back contact due to missing absorber layer. This phenomenon is investigated in chapter 4.4. Another type of shunt can occur at the series interconnection of thin film solar cells, which is not present in crystalline silicon solar cells (see chapter 4.5). Series resistance issues in crystalline silicon solar cells are often related to a bad contact between the emitter layer and the grid fingers above [52]. In thin film silicon solar modules, a bad contact or bad adhesion between an absorber layer and a TCO layer enhances series resistance as well as a low conductivity of the front TCO. Furthermore, a bad bonding of front- and back contact in the module series connection line $P_2$ can increase $R_{s}$, too. In conclusion, the comparison of resistance related defects must be accompanied by a good understanding of the structural differences between these solar cell technologies.
2.4 Origin of heat dissipation in silicon p/i/n-solar modules

Generally, after Joule’s law, a current flow in a solid with a certain resistivity leads to a power dissipation in form of heat. The dissipated power per unit area equals the flowing current density multiplied with the applied voltage, \( p = U \times J = R \times J^2 \). That means, every areal resistance \( R \) will induce heat dissipation and will therefore be visible in LIT. In a shunt, e.g., the voltage breaks down to a certain level and the current density is much higher than in the surrounding. This can lead to high dissipated power densities in shunts. A distribution of series resistance in a layer leads to a characteristic current flow distribution depending on where the current is injected. Both effects can be seen in LIT images and will be discussed in chapter 4.3. As the power dissipation is related to flowing currents, Figure 2.7 illustrates the current paths expected in thin film solar modules in a cross view sketch of one cell stripe.

![Figure 2.7: Current flow in a thin film silicon solar module. A dark current \( J_{\text{dark}} \) induced by an applied voltage \( V \) flows through the back contact into the absorber and is extracted over the integrated series connection. The current directions divide in a lateral current flow \( J(x) \) – mainly in -x direction – in the contact layers and a “depth” current flow \( J(z) \) in the absorber. The photocurrent flow \( J_{\text{ph}} \) is opposed to \( J_{\text{dark}} \) and is thus directed in x direction in the contact layers and in -z direction in the absorber.](image)

The current in solar cells is a superposition of different current flows that are opposed and therefore partly balance each other out depending on the prevalent conditions. They are influenced by the applied voltage and illumination. In the following, three different points of interest will be discussed to clarify the respective currents and heat dissipation mechanisms. Figure 2.8 illustrates the band diagram of a p/i/n device at following conditions: a) \( V > V_{\text{oc}} \), no illumination, b) \( V = 0, J = J_{\text{sc}} \) with illumination and c) \( V = V_{\text{oc}} \) with illumination.
Figure 2.8: Heat dissipation and transport mechanisms in a p/i/n solar cell. The scheme shows a band diagram at several idealized points of interest: a) The solar cell is biases with \( V > V_{oc} \) without illumination. The applied voltage decreases the barrier and splits the Fermi levels of electrons and holes. This enables recombination and diffusion current flow. Injected charge carriers consume thermal energy on their way up the barrier. When recombining, they lose energy, leading to a heating of the material. b) The solar cell is illuminated and short-circuited at \( J_{sc} \). All generated charge carriers move down the barrier releasing their kinetic energy. Further heating occurs under illumination due to thermalization, i.e. photon with higher energies than the band gap transfer the energy difference \( h\nu-E_{g} \) to the lattice. c) The solar cell is illuminated and left in open circuit, thus no net current flow occurs. This leads to charge collection at the contacts that builds up \( V_{oc} \). The amount of dissipated heat is the equals the one in case (b).
In the following, I consider the internal heat dissipation mechanisms at one point \( x_0, y_0 \), of a p/i/n solar cell. The description follows the one given in [6, p. 44] for p/n solar cells. Hereby, the complexity of p/i/n cells is greatly reduced for a clear description. Thus, equation (2.1) is used for the analytical description of a p/i/n cell in awareness of its inaccuracy in the description of the photocurrent \( I_{ph} \). An analytical description of the \( J/V \) characteristic of p/i/n cells is not possible, but it can be approximated with analytical equations [53, 54]. An adequate description of p/i/n cells can only be given by numerical simulations [20, p. 501].

As a further simplification, no resistances are considered, reducing equation (2.1) by leaving out all resistance terms to

\[
J = J_{01} \left( e^{\frac{V}{n_1 V_T}} - 1 \right) + J_{02} \left( e^{\frac{V}{n_2 V_T}} - 1 \right) - J_{sc}. \tag{2.5}
\]

a) The flowing current \( J \) equals the diode currents and is dominated by the diffusion current \( J_{diff} = J_{01} \left( e^{\frac{V}{n_1 V_T}} - 1 \right) \) (see Figure 2.5b). This is the dark current \( J = J_{dark} \). It flows over the back contact through the absorber layer – overcoming the barrier as a diffusion current due to the huge amount of injected charge carriers – then over the front TCO and the P_{2} line to the terminal back to the voltage source as shown in Figure 2.7. The current flows laterally in the contact layers, especially in \( -x \) direction. The current over the absorber layer is only directed in \( z \) direction, as there is no attraction for it to flow laterally. When acquiring an image of the surface of the module with a LIT system (only seeing \( x \) and \( y \) direction), one sees an overlap of the lateral current flow and the flow in \( z \) direction. That means, e.g. local series resistances between the contact and absorber layers (due to bad adhesion, e.g.) and lateral sheet resistances, especially in the TCO layer, cannot be separated in \( z \) direction with an LIT setup and will be seen as a superposition.\(^2\)

The superposition of all heat dissipation and transport mechanisms are illustrated in Figure 2.8a. The entire flowing current \( J_{dark} \) is divided into the diffusion current \( J_{diff} \) and the recombination current \( J_{rec} = J_{02} \left( e^{\frac{V}{n_2 V_T}} - 1 \right) \). In the band diagram, they can be seen as an electron current flow from the n side and a hole current flow from the p side. The charge carriers of the diffusion current \( J_{diff} \) recombine in the p region, since the diffusing electrons had the energy to overcome the barrier height \( q(V_{oc} - V_{th}) \), with \( V_{th} \), being the built-in voltage of the p/i/n-junction, \( V \) the applied voltage, and \( q \) the elementary charge. The charge carriers

\(^2\) The signal induced by the sheet resistance layer is a well-known pattern where deviations are apparent (see chapter 3.5), i.e. with an advanced technique, a separation of the effects could possibly be calculated.
of the recombination current $J_{\text{rec}}$ recombines in the i-layer of the solar cell via the Shockley-Read-Hall (SRH) mechanism as these electrons do not have enough energy to overcome the barrier. Both currents induce heat generation and cooling beginning with their joint injection at the contacts. All electrons coming from the back contact consume energy to reach the n layer. They need to overcome the difference of the Fermi level $E_{\text{F}}^n$ to the conduction band $E_c$, i.e. $\zeta_n = E_c - E_{\text{F}}^n$, and accelerate to a certain kinetic energy $\varepsilon_{\text{k}}^n$ (which is a mean kinetic energy for all flowing electrons). The same happens with the holes at the TCO-p contact; they consume the energy difference between the Fermi level $E_{\text{F}}^p$ and the valence band $E_v$, i.e. $\zeta_p = E_v - E_{\text{F}}^p$ and the mean kinetic energy $\varepsilon_{\text{k}}^p$. In total, the current flow over the contacts induces a thermal heating power of

$$p_{\text{dark}} = \frac{J_{\text{diff}} + J_{\text{rec}}}{q} (\varepsilon_{\text{k}}^n + \zeta_n + \varepsilon_{\text{k}}^p + \zeta_p). \tag{2.6}$$

The power dissipation mechanisms of the currents flowing over the p/i/n junction can be divided in two parts for $J_{\text{diff}}$ and $J_{\text{rec}}$ each. The diffusing electrons need thermal energy to overcome the barrier height of $q(V_s-V)$. Hence, their flow over the barrier is a Peltier cooling effect with the power

$$\frac{1}{q} p_{\text{pelt}} = \frac{J_{\text{diff}}}{q} (qV_s - qV + \varepsilon_{\text{k}}^p - \varepsilon_{\text{k}}^n)$$

$$= \frac{J_{\text{diff}}}{q} (E_g - \zeta_n - \zeta_p - qV + \varepsilon_{\text{k}}^p - \varepsilon_{\text{k}}^n), \tag{2.7}$$

where $\varepsilon_{\text{k}}^p$ is the mean kinetic energy of the electrons in the p layer. The term $\varepsilon_{\text{k}}^p - \varepsilon_{\text{k}}^n$ (taking the minus sign outside the parenthesis into account) corresponds to the difference of the mean kinetic energies of the electrons in the n and p layer. This kinetic energy loss is released and counts opposing to the overcoming of the barrier height. After reaching the p layer, the electrons recombine with holes releasing the band gap energy $E_g$ and their kinetic energies $p_{\text{diff}} = E_g + \varepsilon_{\text{k}}^p + \varepsilon_{\text{k}}^n$ as heat. Hence, the heat balance of $J_{\text{diff}}$ in the absorber layer is

---

1 Here, the complexity of the TCO-p contact is neglected. The TCO-p contact is matter of ongoing research.
\[ P_{\text{diff}} = P_{\text{diff}}^+ + P_{\text{diff}}^- \]
\[ = \frac{J_{\text{diff}}}{q} (E_g + \varepsilon_n^p + \varepsilon_n^p - E_g + \xi_n + \xi_p + qV - \varepsilon_e^p + \varepsilon_e^p) \]
\[ = \frac{J_{\text{diff}}}{q} (qV + \varepsilon_n^e + \xi_n + \varepsilon_p^e + \xi_p). \quad (2.8) \]

A similar treatment of the recombination current \( J_{\text{rec}} \) over the \( i \) layer leads to its Peltier cooling contribution
\[ p_{\text{pin,rec}} = - \frac{J_{\text{rec}}}{q} (qV - qV - \varepsilon_n^n - \varepsilon_n^p) \]
\[ = - \frac{J_{\text{rec}}}{q} (E_g - \xi_n - \xi_p - qV - \varepsilon_n^p - \varepsilon_n^p). \quad (2.9) \]

Electrons and holes have to get to the same \( z \) position, therefore their summed up movement overcomes the barrier height. Their kinetic energy is dissipated as heat and counterbalances the Peltier cooling. The energy released by their recombination per electron/hole pair is \( E_g \), as at the recombination event, all their kinetic energy is used up. Thus, the heat balance of the recombination current is
\[ p_{\text{rec}} = \frac{J_{\text{rec}}}{q} (E_g - E_g + \xi_n + \xi_p + qV + \varepsilon_n^p + \varepsilon_p^p) \]
\[ = \frac{J_{\text{rec}}}{q} (qV + \varepsilon_n^e + \xi_n + \varepsilon_p^e + \xi_p). \quad (2.10) \]

The sum of all heat balances for the dark current
\[ J_{\text{dark}} = J_{\text{diff}} + J_{\text{rec}} \quad (2.11) \]
relates to the overall generated heat.
\[
\begin{align*}
P_{\text{dark}} &= p_{\text{att}} + p_{\text{rec}} + p_{\text{contacts}} \\
&= \frac{J_{\text{att}}}{q} (qV + e_n^+ + \zeta_n + e_p^+ + \zeta_p) \\
&\quad + \frac{J_{\text{rec}}}{q} (qV + e_n^+ + \zeta_n + e_h^+ + \zeta_p) \\
&\quad - \frac{J_{\text{att}} + J_{\text{rec}}}{q} (e_n^+ + \zeta_n + e_h^+ + \zeta_p) \\
&= (J_{\text{att}} + J_{\text{rec}}) V \\
&= J_{\text{dark}} V.
\end{align*}
\]

Hence, this detailed analysis comes to the conclusion that the dissipated power in the solar cell at dark conditions simply depends on the applied voltage \( V \) and the flowing current \( J_{\text{dark}} \). It should be noted, that all these power losses occur approximately in one diffusion length of the charge carriers \( L_D \), therefore the lateral resolution of the power dissipation in \( x \) and \( y \) direction is \( L_D \). Literature values for \( L_D \) are about \( <0.2 \, \mu m \) [55, 56] and the lateral resolution of commercially available LIT systems is several \( \mu m \) per pixel (highest resolution at IEK-5: 4.8 \( \mu m \)/pixel). So in general it can be said, that the recording of thin film solar cells with LIT at dark conditions shows power losses at the site of their origin.

b) In case a), the flowing electrons and holes came from the electrical injection. In case b), the outer electrical influence is cancelled by short-circuiting the device, leading to a voltage \( V = 0 \). By applying an illumination, electrons and holes emerge from the impinging of photons. They induce a photo current \( J_{\text{ph}} \) that is opposed to the dark current \( J_{\text{dark}} \) just along the electric field of the solar cell. At \( V = 0 \), \( J_{\text{dark}} = 0 \) and therefore only \( J_{\text{ph}} = J_{\text{sc}} \) flows. The acceleration of electrons along the \( i \)-layer leads to a heating as they lose the barrier height energy to photons. This heat contribution is given generally by

\[
-p_{\text{pin}}^+ = \frac{J_{\text{ph}}}{q} (qV - qV - e_h^+ - e_p^+) \\
= \frac{J_{\text{ph}}}{q} (E_g - \zeta_n - \zeta_p - qV - e_h^+ - e_p^+).
\]

(2.13)

and in this case of \( J_{\text{ph}} = J_{\text{sc}} \), by \( p_{\text{pin}}^+ = J_{\text{sc}}/q \times (E_g - \zeta_n - \zeta_p - e_h^+ - e_p^+) \). The kinetic energies \( e_h^+ + e_p^+ \) – that holes have left when reaching the \( p \) layer and electrons in the \( n \) layer – correspond to cooling as they are not converted into heat.
A second heating mechanism not known from the dark condition arises under illumination, which is thermalization. All photons impinging with a higher energy $h\nu$ than the band gap $E_g$ will relax towards the band edges in a very short time of less than 1 picosecond. This leads to a general heating contribution of the thermalization

$$p_{\text{th}} = \frac{J_{\text{sc}}}{q} (h\nu - E_g)$$

(2.14)

or $p_{\text{th}}^{\text{ill}} = J_{\text{sc}}/q \times (h\nu - E_g)$ in case b). Considering the power dissipation at the contacts $p_{\text{cont}}^{\text{ill}}$, it is reversed compared to dark conditions leading to a power per unit area of

$$p_{\text{cont}}^{\text{ill}} = \frac{J_{\text{ph}}}{q} (\varepsilon_n^a + \varepsilon_n^p + \varepsilon_p)$$

(2.15)

and $p_{\text{cont}}^{\text{ill}} = J_{\text{sc}}/q \times (\varepsilon_n^a + \varepsilon_n^p + \varepsilon_p)$. With that, the additional heating and cooling balance of the illumination sums up to

$$p_{\text{ill}}^{\text{add}} = p_{\text{cont}}^{\text{ill}} + p_{\text{th}} + p_{\text{cont}}^{\text{ill}}$$

$$= \frac{J_{\text{ph}}}{q} (E_g - \varepsilon_n - \varepsilon_p - qV - \varepsilon_n^p - \varepsilon_p)$$

$$+ \frac{J_{\text{ph}}}{q} (h\nu - E_g)$$

$$+ \frac{J_{\text{ph}}}{q} (\varepsilon_n^a + \varepsilon_n^p + \varepsilon_p)$$

$$= \frac{J_{\text{ph}}}{q} (h\nu - qV)$$

(2.16)

and in case b), $p_{\text{ill}}^{\text{add}} = J_{\text{sc}} h\nu / q$. The overall general balance is thus

$$p_{\text{ill}} = p_{\text{dark}} + p_{\text{ill}}^{\text{add}}$$

$$= J_{\text{dark}} V + \frac{J_{\text{ph}}}{q} (h\nu - qV)$$

(2.17)

and $p_{\text{ill}}^{\text{ill}} = p_{\text{ill}}^{\text{add}} / J_{\text{sc}} h\nu / q$, respectively. Obviously, at $J_{\text{sc}}$ with illumination, all power that is dissipated just depends on $J_{\text{sc}}$ (and with that, the irradiance) and
the wavelength for the incoming photons. An example of the quantitative share of power dissipation in a thin film solar module illuminated by a light emitting diode (LED) panel is given in chapter 4.6.

c) The last case describes a solar cell with illumination at $V_{oc}$. Here, all above mechanisms are combined: there is no current flow outside the device, all currents and therefore all recombination processes occur just inside the solar module. In a module, however, it is imaginable that there are current paths along the connected cells; these currents are not regarded in this case study. Thus, as all charge carriers are generated by photon absorption and are not extracted, they have to recombine somewhere. They are comparably free to move laterally as no current direction is induced (except e.g. due to shunts). Still, the overall dissipated energy has to be as large as in the case of $J_{sc}$. This can be derived from the synopsis of the heat processes occurring in this case, which are $p_{th}$, $p_{ph}^a$, and $p_{det} + p_{rec}$. The net current flow at the contacts is zero, $J_{ill} = J_{ph} - J_{dark} = 0$, but the internal current flow due to recombination is

$$J_{ph} = J_{dark} = J_{sc}$$  \hspace{1cm} (2.18)

Therefore, the power dissipation at $V_{oc}$ is according to equations (2.8), (2.10), (2.11), (2.13), and (2.14)

$$p_{ill}^{Voc} = p_{ph} + p_{ph}^a + p_{det} + p_{rec} + p_{th}$$

$$= J_{sc} \left( \frac{h \nu}{q} \right) + J_{sc} \left( E_g - \epsilon_n - qV - \epsilon_h - \epsilon_p \right)$$

$$+ J_{sc} \left( qV + \epsilon_n^p + \epsilon_n + \epsilon_h^p + \epsilon_p \right)$$

$$= J_{sc} \frac{h \nu}{q}$$

$$= p_{ill}^{Voc}$$  \hspace{1cm} (2.19)

Obviously, the total power dissipation at $V_{oc}$ conditions is the same as in $J_{sc}$ conditions. But this is only valid for the integral power dissipation of a whole device. As explained above, there are still differences due to lateral currents, therefore the results at a certain position $x$, $J_i$, cannot be compared without knowing the surrounding and the overall power dissipation in both cases. The differences between an LIT measurement at $V_{oc}$ and at $J_{sc}$ conditions under illumination are shown in chapter 4.6.
The above discussion was dedicated to the overall dissipated power density at $J_{sc}$, $V_{oc}$, and in dark conditions. Under illumination and an applied voltage between $V = 0$ and $V = V_{oc}$, a certain power density is dissipated in an external load. It can be calculated by

$$p_{ext} = p_{in} - p_{d}(V)$$

$$p_{ext} = p_{in} - p_{d}(V)$$

$$= J_{sc} \frac{h \nu}{q} - J_{dark} V - \frac{I_{ph}}{q} (h \nu - q V)$$

$$= (J_{sc} - I_{ph}) \frac{h \nu}{q} + (I_{ph} - J_{dark}) V.$$  (2.20)

In the further thesis, I refer to $p_{in} = p_{ph}$ as $p_{in}$, which is a valid assumption in a model of a solar cell/module for an internal quantum efficiency (IQE) and an absorption $\alpha$ of 1, respectively. I refer to the power density $p_{d}(V)$ as dissipated power density $p_{d}(V)$, which is the power measured by thermography. This transforms equation (2.20) to

$$p_{ext} = p_{in} - p_{d}(V)$$  (2.21)

As mentioned above, a quantitative example for these power dissipations in a thin film solar module is shown in chapter 4.6. For the dissipated power density in the dark (case (a)),

$$p_{d}(V) = p_{dark} = J_{dark} V$$  (2.22)

holds. Equations (2.21) and (2.22) both hold for integral powers also, namely

$$P_{ext} = P_{in} - P_{d}(V)$$  (2.23)

and

$$P_{d}(V) = P_{dark} = I_{dark} V.$$  (2.24)
3 Lock-in Thermography on thin film solar cells and modules

This chapter describes all acquisition steps of lock-in thermography imaging of thin film solar cells. Beginning with the detection of infrared radiation, the chapter guides through the general lock-in principle and the inherent error sources. Simulations of the lock-in process are discussed, asking for the limitations of the process and how a reliable signal reconstruction can be carried out.

3.1 Infrared radiation and its detection with thermography

Heat transfer between two media can occur in three different modes: conduction, convection, and radiation. The latter mode, radiation, allows contactless and therefore non-destructive testing (NDT) of devices [57]. Lock-in thermography of electronic devices such as solar cells or integrated circuits (ICs) is an advanced NDT technique, even enabling a quantitative analysis. However, to avoid misinterpretations of LIT images, it is necessary to be familiar with some radiometric quantities that are the basis of infrared imaging.

In the following, two categories of radiometric quantities will be regarded: Total quantities that result from an integration over the entire spectrum; and spectral quantities, which consider a certain wavelength interval. Every body or medium at temperature $T$ higher than the absolute zero contains a certain amount of energy that it releases through “thermal” radiation. The theoretical case of an ideal radiation characteristic is called a “black body”. It absorbs radiation of all frequencies of the electromagnetic spectrum completely. After Kirchhoff’s law of thermal radiation, the absorption $\alpha$ equals the emissivity $\varepsilon$.

$$\alpha = \varepsilon. \quad (3.1)$$

Evidently, a black body emits the maximal possible radiant power $\Phi$ at a given temperature. Usually, $\Phi$ is given per unit area $A$ for a normalized consideration. The emitted power is called the radiant emittance $M$, the received power irradiance $E$, respectively. According to the Stefan-Boltzmann law, the emittance of a black body depends only on its temperature $T$ and is calculated by

$$M^{bb} = E^{bb} = \frac{d\Phi}{dA} = \sigma T^4. \quad (3.2)$$
with the Stefan-Boltzmann-Constant $\sigma = 5.67 \times 10^{-8} \frac{W}{m^2 K^4}$.

The emittance $M^{bb}$ of a black body is the same in all space directions, i.e. absolutely diffuse. Its dependency on the wavelength interval $d\lambda$ per spherical angle $d\Omega$ is called spectral power density $L^{bb}_\lambda$ and is described by Planck’s law as

$$L^{bb}_\lambda = \frac{dM}{d\Omega d\lambda} = \frac{d^2\Phi}{dAd\lambda} = \frac{2hc^2}{\lambda^5} \frac{1}{e^{hc/\lambda kT} - 1}$$

(3.3)

with Planck’s constant $h$, the speed of light $c$, and the Boltzmann constant $k$. Equation (3.3) is visualized in Figure 3.1 showing the spectral power density $L^{bb}_\lambda$ for different temperatures $T$ over the wavelength range from 0.06 $\mu$m < $\lambda$ < 100 $\mu$m.

![Figure 3.1: Spectral power density of the black body radiation for different temperatures according to Planck’s law. The maxima shift with decreasing temperature to higher wavelengths according to Wien’s displacement law. For a black body at $T = 6000$ K, which is about the sun’s surface temperature, the maximum power density lies in the visible spectrum range. At about room temperature, the maximum lies at 10 $\mu$m in the long wave infrared (LWIR) range. In the short and mid wave infrared (SMWIR) range, the emission of a black body at room temperature is still detectable. Thermographic or infrared cameras use these spectrum ranges for the detection of heat.](image)

The yellow curve in Figure 3.1 represents $L^{bb}_\lambda$ at 6000 K, which is about the temperature of the sun’s surface. Its maximum lies at around $\lambda_{max} = 0.5$ $\mu$m. With decreasing temperature, the maxima shift to higher wavelengths according to Wien’s displacement law, which is marked by the green dotted line. According to the displacement law, the maxima follow the relation
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\[ \lambda_{\text{max}} = \frac{2897.8 \, \mu mK}{T} \]  

(3.4)

For room temperature at about 300 K, \( \lambda_{\text{max}} \) lies at almost 10 \( \mu m \). This is in the wavelength range called long wave infrared (LWIR) that goes from 8 to 14 \( \mu m \) and is marked with the grey shading. The ranges short and mid wave infrared (SWIR: 1 to 2.5 \( \mu m \), MWIR: 3 to 5 \( \mu m \)) are marked with a joint gray shading. Detectors of thermographic cameras are matched to be sensitive in these wavelength ranges. The definitions of the infrared spectral ranges are derived from the radiation transmittance \( \tau \) of the atmosphere depicted in Figure 3.2. Especially water (H\textsubscript{2}O) and carbon dioxide (CO\textsubscript{2}) absorb in several wavelengths leaving wavelength “windows” for the detection of infrared radiation.

![Figure 3.2: Transmittance of the atmosphere to infrared radiation. The earth’s atmosphere absorbs radiation of several spectral ranges, especially due to water and carbon dioxide molecules. The spectral “windows” that are left for the detection of infrared radiation are summarized as SWIR from 1 to 2.5 \( \mu m \), MWIR from 3 to 5 \( \mu m \), and LWIR from 8 to 14 \( \mu m \).](image)

The transmittance \( \tau \) of radiation is, together with the reflectance \( \rho \) and the absorptance \( \alpha \) defined by

\[ \alpha + \rho + \tau = 1, \]  

(3.5)

i.e. the shares of absorptance, reflectance, and transmittance have to be the sum of all incoming radiation to a body. All these radiative parameters are material properties. For a black body, \( \alpha = 1 \) holds and therefore \( \rho = \tau = 0 \). In equation (3.5), the radiative parameters are treated integrally over the spectrum. For most materials, they are not constant over the wavelength range and equation (3.5) then reads \( \alpha_{\lambda} + \rho_{\lambda} + \tau_{\lambda} = 1 \), and is
valid for restricted wavelength ranges only. Equation (3.1) shows integral parameters, so a more exact formulation is

\[
\int \alpha_\lambda \, d\lambda = \int \varepsilon_\lambda \, d\lambda.
\]  

(3.6)

This illustrates that the emissivity \( \varepsilon \) has several definitions depending on which criteria have to be considered. Generally, it is defined as the ability of a body to emit radiation in comparison to the perfect emitter, the black body. So the total hemispherical emissivity is defined as

\[
\varepsilon = \frac{M}{M_{BB}}
\]  

(3.7)

the spectral hemispherical emissivity as

\[
\varepsilon_\lambda = \frac{M_\lambda}{M_{BB}}
\]  

(3.8)

and the spectral directional emissivity as

\[
\varepsilon'_\lambda = \frac{L_\lambda}{L_{BB}}
\]  

(3.9)

For some materials, \( \alpha \neq \varepsilon \) can be valid for certain wavelength ranges as well as totally. It holds for materials that are oriented (not diffuse) emitters also. Well-known examples are metals such as polished chromium with and absorbance of the sun’s irradiance of \( \alpha = 0.4 \) and a total hemispherical emissivity at 300 K of \( \varepsilon = 0.07 \); or polished gold with \( \alpha = 0.29 \) and \( \varepsilon = 0.0026 \). In the evaluations of this thesis, I will consider the investigated samples as diffuse emitters and thus, the total hemispherical emissivity \( \varepsilon \) according to equation (3.7).

According to equations (3.7) and (3.2), the measurable irradiance \( E^{\text{meas}} \) that an infrared camera detects is

\[
E^{\text{meas}} = \varepsilon M^{\text{bb}} = \varepsilon \sigma T^4.
\]  

(3.10)

This means, a detected irradiance is always the product of the measured material’s emissivity and its temperature (to the power of 4). This can cause misinterpretations if different materials are measured in the same image, for example. So when measuring
absolute temperatures by radiation, either a homogenous emissivity has to be ensured or an emissivity correction has to be carried out [58, 6, p. 159].

Close to room temperature, a linearization of equation (3.10) is often used. The validation of this linearization is given in chapter 3.4. Temperature differences around room temperature cause only small irradiance differences. This makes it difficult to detect small temperature differences like in electronic devices, for example. To successfully measure these temperature differences, advanced methods like the lock-in technology have to be used. Lock-in uses an active stimulus and enables the cancellation of noise and signals of other frequencies than the excitation frequency.

3.2 Lock-in signal generation

The lock-in principle is often used for the detection of small signals embedded in a noisy background. A lock-in amplifier acts like an extremely narrow-band filter, which enhances the signal-to-noise ratio (SNR) significantly. Historically, the invention of the lock-in amplifier is often referred to Robert Henry Dicke, who was involved in measurements of the cosmic microwave background radiation validating the Big Bang theory [59]. He used lock-in amplifiers for the development of patterns for microwave antenna feeds as well as for experiments with crystal rectifiers [60]. However, he claims not to be the inventor of lock-in amplifiers, explaining his idea was based on work of Walter C. Michels [61, 62]. Michels in turn, references several amplifiers [63, 64] with C. R. Cosens’ lock-in amplifier [65] as “most suitable since very simple modifications of the circuit enable the response band to be made very narrow, provided only that the phenomena being observed remain steady for a long enough time to take readings with a long period instrument” [61]. Michels and Cosens did not use an active signal modulation, but a bridge circuit amplifier that could be adapted to a specific frequency.

Today, there are several digital realizations of lock-in amplifiers [66, 67]. Here, I focus on the standard lock-in correlation used by Breitenstein [6, p. 16] because it is used in the most commercial available LIT systems. In the standard lock-in correlation, the time-dependent excitation $E(t)$ results in a complex lock-in signal $S$. The excitation signal $E(t)$ causes a response signal $F(t)$ from the investigated sample. The simplest case of an excitation is a constant signal. Depending on the sample, the response signal on a constant excitation can be, e.g., a linear increase without saturation. Such a response has no distinct value and is dependent on the measurement time. Therefore it is preferable to choose a periodic signal as excitation $E(t)$. The simplest case of a periodic signal is a rectangular signal, where the excitation is periodically turned on and off. This periodicity is then found in the response signal, too. Furthermore, if the response is measured once during the excitation, once when the excitation is off and the difference of these
two states is calculated, the result will be a nearly constant signal and the background will be canceled out. This is in principle the idea of the lock-in process.

For a better understanding, I will discuss the lock-in principle with the aid of an example. I will assume a response signal $F$ that has the height 1.1 when an excitation is present and 1.0 without excitation. The period of the excitation is $2\pi$. That means, $F = \begin{cases} 1.1, & 0 \leq \phi < \pi \\ 1.0, & \pi \leq \phi < 2\pi \end{cases}$. Assuming the signal is measured once in a half period, the value of the difference, which is the actual signal without background, amounts to $S = 1.1 - 1.0 = 0.1$.

Measuring once in a half period could result in crucial errors. A phase shift between excitation and response, e.g. due to capacitive processes, could principally occur. A single measurement per half period would not detect such a phase shift. Continuous measurements can prevent such errors, implicating that $S$ has to be an integral. If the lock-in signal $S$ is calculated integrally over a period and is normalized to the integration time $t_{int}$, it amounts to $S = \frac{1}{t_{int}} \int_0^{2\pi} F \; dt = (1.1\pi + 1.0\pi)/2\pi = 1.05$. Obviously, this is not correct for the chosen example. Therefore, a correlation function has to be introduced, that weights the two half periods. The simple correlation function $K = \begin{cases} 2, & 0 \leq \phi < \pi \\ -2, & \pi \leq \phi < 2\pi \end{cases}$ is known as the wide-band correlation [6, p. 15]. This leads to the definition of the lock-in signal, which is

$$S = \frac{1}{t_{int}} \int_0^{t_{int}} F(t) K(t) \; dt \tag{3.11}$$

For the above example, the resulting lock-in signal is $S = \frac{1}{t_{int}} \int_0^{2\pi} F K \; dt = \frac{1}{2\pi} (1.1 \times 2 \times \pi + 1.0 \times (-2) \times \pi) = 0.1$, which is the correct value for the response to the excitation signal.

The correlation function influences the bandwidth of the lock-in procedure. A correlation with a much narrower band is the two-band correlation with the harmonic functions sine and cosine. In LIT, the minus cosine function is used instead of the cosine, as it supports positive values in the LIT results. This is due to the phase (time) delay of thermal signals to their excitation, which are mathematically counted in the direction to negative angles. The correlation functions in LIT are

$$K^\omega = 2 \sin(2\pi f_{lock-in} t) \tag{3.12}$$

and
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\[ K^{-90^\circ} = -2 \cos(2\pi f_{\text{lock-in}} t) = -K^{90^\circ}. \]  

(3.13)

The angles 0° and -90° refer to the phase shift of the correlation compared to the excitation. With these two correlation functions, two signals are achieved, namely the so-called "in-phase" signal

\[ S^{0^\circ} = \frac{1}{t_{\text{int}}} \int_{0}^{t_{\text{int}}} F(t)K^{0^\circ}(t) \, dt \]  

and the so-called negative "quadrature" signal

\[ S^{-90^\circ} = \frac{1}{t_{\text{int}}} \int_{0}^{t_{\text{int}}} F(t)K^{-90^\circ}(t) \, dt = -S^{90^\circ}. \]  

(3.15)

The complex signal \( S \) can be calculated by

\[ S = S^{0^\circ} - iS^{-90^\circ} = S^{0^\circ} + iS^{90^\circ}. \]  

(3.16)

Thus, \( S^{0^\circ} \) is the real part of the complex quantity \( S \), \( S^{90^\circ} \) the imaginary part: \( S^{0^\circ} = \text{Re}(S) \) and \( S^{90^\circ} = \text{Im}(S) \). In the following, a harmonic sine response function with the amplitude \( A \) and the phase \( \phi \) will be regarded, i.e.

\[ F(t) = A \sin(2\pi f_{\text{lock-in}} t + \phi). \]  

(3.17)

Exemplarily, I show how \( S^{0^\circ} \) is calculated; \( S^{-90^\circ} \) works analogically. The insertion of (3.12) and (3.17) in (3.14) yields

\[ S^{0^\circ} = \frac{1}{t_{\text{int}}} \int_{0}^{t_{\text{int}}} \left( A \sin(2\pi f_{\text{lock-in}} t + \phi) \cdot 2 \sin(2\pi f_{\text{lock-in}} t) \right) \, dt. \]  

(3.18)

With \( \omega = 2\pi f_{\text{lock-in}} \) and the expression for the sine function as a complex number, \( \sin x = (e^{ix} - e^{-ix})/2i \), equation (3.18) can be written as
\[ \int_{t_{\text{int}}}^{\infty} S'(\omega) = 2A \int_{t_{\text{int}}}^{\infty} \left( \frac{e^{i(\omega t + \phi)} - e^{-i(\omega t + \phi)}}{2i} \right) dt \]

\[ = A \int_{t_{\text{int}}}^{\infty} \left( \frac{e^{i(2\omega t + \phi)} + e^{-i(2\omega t + \phi)}}{2} \right) dt. \]

Substituting \((e^{ix} + e^{-ix})/2 = \cos x\) gives

\[ \int_{t_{\text{int}}}^{\infty} S'(\omega) = A \int_{t_{\text{int}}}^{\infty} \left( \cos \phi - \cos(2\omega t + \phi) \right) dt \]

\[ = A \left[ \int_{t_{\text{int}}}^{\infty} \cos \phi - \frac{1}{2\omega} \sin(2\omega t + \phi) \right]_{t_{\text{int}}}^{\infty} \]

\[ = A \cos \phi + A \frac{\sin \phi - \sin(2\omega t_{\text{int}} + \phi)}{2\omega t_{\text{int}}}. \]

(3.19)

The result consists of two terms, one constant term \(S^{0'} = A \cos \phi\) and a time dependent term. The latter one reduces with increasing measurement time, i.e. for the limit

\[ \lim_{t_{\text{int}} \to \infty} \frac{\int_{t_{\text{int}}}^{\infty} S'(\omega) \, dt}{t_{\text{int}}} = \lim_{t_{\text{int}} \to \infty} \left[ A \cos \phi + A \frac{\sin \phi - \sin(2\omega t_{\text{int}} + \phi)}{2\omega t_{\text{int}}} \right] \]

\[ = A \cos \phi \]

(3.20)

or for \(t_{\text{int}} \gg 1/f_{\text{lock-in}} = T_{\text{lock-in}}\) respectively. This shows how noise is reduced with increasing integration time in LIT. Note that the second term in equation (3.20) decreases also with increasing lock-in frequency. In general, the second term is small compared to the first term. For \(f_{\text{lock-in}} = 1\) Hz and \(t_{\text{int}} = 2\pi\) (one period), e.g., its value is 0.013 \(A\). Therefore, I assume in the following that

\[ S^{0'} = A \cos \phi \]

(3.21)

is fulfilled. Analogically, the expression for \(S^{-90'}\) is found, namely

\[ S^{-90'} = A \sin \phi. \]

(3.22)
Equations (3.14) and (3.15) can be combined to get the original amplitude and phase of the response signal by

\[
A = |S| = \sqrt{(S^0)^2 + (S^{-90^\circ})^2} = \sqrt{(S^0)^2 + (S^{90^\circ})^2}
\]

and

\[
\phi = \arg S = \begin{cases} 
\arctan \frac{-S^{-90^\circ}}{S^0}, & S^0 > 0 \\
\arctan \frac{-S^{-90^\circ}}{S^0} + \pi, & S^0 < 0, S^{-90^\circ} \leq 0 \\
\arctan \frac{-S^{-90^\circ}}{S^0} - \pi, & S^0 < 0, S^{-90^\circ} > 0 \\
\pi/2, & S^0 = 0, S^{-90^\circ} < 0 \\
\pi/2, & S^0 = 0, S^{-90^\circ} > 0.
\end{cases}
\]

These values correspond to the absolute value and the angle of the complex number \(S\). Figure 3.3 illustrates this in the complex plane. Any signal \(S^\varphi\) that has a phase shift \(\varphi\), can therefore be calculated using the multiplication \(S^\varphi = Se^{i\varphi}\). The \(S^{-45^\circ}\) signal can alternatively be calculated by \(S^{-45^\circ} = (S^0 + S^{-90^\circ})/\sqrt{2}\). If no phase shift \(\phi\) occurs, \(S^\varphi\) is the carrier of the signal. This can be seen in equations (3.21) and (3.22), which become \(S^\varphi = A\) and \(S^{-90^\circ} = 0\) for \(\phi = 0\).

The consideration above regarded continuous signals. Yet, a digital measurement system cannot measure continuously. In the following, I will call \(n\) the number of frames (or images or correlation bases\(^4\), respectively) per period. In practice, all functions are discretized and the integral of equation (3.11) transforms to the sum

\[
S = \frac{1}{nN} \sum_{l=1}^{N} \sum_{m=1}^{n} K_m F_{l,m}.
\]

with \(N\) representing the number of periods measured and \(l, m\) being the aggregate indices.

\(^4\) A correlation base is the point of time, when the signal \(F_{lm}\) is measured, which then is multiplied with the values of the correlation vectors \(K_m^e\) and \(K_m^w\).
Figure 3.3: Lock-in signal $S$ in the complex plane. The lock-in signal $S$ with the amplitude $A$ and phase $\phi$ can be described in the complex plane by two components called the “in-phase” real signal $S^0$ and the “quadrature” imaginary signal $S^{90\circ}$ with $S = S^0 + iS^{90\circ}$. In lock-in thermography, usually phase shifts by time delays occur that have negative angles. Therefore, instead of the $S^{90\circ}$ signal, the $S^{-90\circ} = -S^{90\circ}$ signal is used. The components can be calculated by $S^0 = A \cos \phi$ and $S^{-90\circ} = A \sin \phi$. The signal $S^{-45\circ}$ is often used in lock-in evaluations and can be calculated by $S^{-45\circ} = (S^0 + S^{-90\circ})/\sqrt{2}$.

The correlation functions become correlation vectors $K = [K_1, K_2, ..., K_m, ..., K_n]$ calculated by

$$K_{m}^{0\circ} = 2 \sin \left(2\pi \frac{(m-1)}{n}\right)$$

and

$$K_{m}^{-90\circ} = -2 \cos \left(2\pi \frac{(m-1)}{n}\right).$$

As a consequence of the discretization, there is a time interval $t_i$ between two measurement points. The reciprocal of $t_i$ is the sampling rate $f_s = 1/t_i$. It determines the most important parameter of lock-in measurements, the measurement frequency $f_{\text{lock-in}}$, by

$$f_{\text{lock-in}} = \frac{f_s}{n}.$$
To obtain $S^0$ and $S^{-90^\circ}$ signals that ensure a unique interpretation, $n$ has to be set to $n = 4$ at least, according to the sampling theorem [68, 69]. Therefore, the achievable lock-in frequencies are

$$f_{\text{lock-in}} \leq \frac{f_s}{4}$$

(3.29)

with the maximum $f_{\text{lock-in}}^\text{max} = f_s/4$. Note that in a measurement system, the sampling rate $f_s$ is usually constant and only $n$ can be varied. Thus, $n$ determines $f_{\text{lock-in}}^\text{max}$, permitting only discrete frequencies. This discretization can induce errors in the lock-in process that are discussed in detail in the following chapter.

### 3.3 Error sources in the lock-in process

The lock-in signal generation process inherits several obstacles for the correct quantitative analysis owing to the fact that the signal detection has to be discretized. The main influences on the process are the choice of the number of frames per period $n$ and the choice of suitable correlation functions (or vectors, respectively). A low $n$ leads to an insufficient reproduction of $K^0$ and $K^{-90^\circ}$. Thus, the lock-in signal can inherit quantification errors. A simple error estimation for $n = 4$ and $n = 8$ can be found in [6, p. 37]. I carried out a detailed investigation on the choice of $n$ based on simple simulations of the algorithm that are presented in chapter 3.3.3. I find that the correlation vectors have to be matched in their height, which is the correlation coefficient $c$, and have to be distributed evenly over a period. There are three reasonable distributions conceivable that I discuss in chapter 3.3.2, following the evaluation of the correct choice of $c$ in the next subchapter 3.3.1.

#### 3.3.1 Matching of correlation coefficient

The correlation coefficient $c$ matches the integrals of the response function $F$ with the integrals of the correlation vectors $K_c$. The derivation of the lock-in signal in chapter 3.2 used a harmonic signal, the sine function, as response. This is not possible in many measurement setups, e.g. electronic devices. These devices inherit electronic parts with strongly non-linear behavior that cannot be operated successfully with a harmonic stimulation. Therefore, LIT uses a step function, namely

$$F = \begin{cases} A, & 0 \leq t < T_{\text{per}}/2 \\ 0, & T_{\text{per}}/2 \leq t < T_{\text{per}} \end{cases}$$

(3.30)

with the amplitude $A$ and the period $T_{\text{per}}$. The harmonic correlation function
\[ K^{\omega^2} = c \sin(2\pi ft) \]  

is used, with \( f = 1/T_{\text{per}} \), and \( c \) being the correlation coefficient. These assumptions inserted in equation (3.11) yield

\[
S^{\omega^2} = \frac{1}{T_{\text{per}}} \int_0^{T_{\text{per}}} F \cdot K^{\omega^2} \, dt
\]

\[
= \frac{1}{T_{\text{per}}} \left( \int_0^{T_{\text{per}}/2} Ac \sin(2\pi ft) \, dt + \int_{T_{\text{per}}/2}^{T_{\text{per}}} 0 \cdot \sin(2\pi ft) \, dt \right)
\]

\[
= \frac{1}{T_{\text{per}}} \left( Ac \left[ -\frac{1}{2\pi f} \cos(2\pi ft) \right]_0^{T_{\text{per}}/2} \right)
\]

\[
= \frac{Ac}{T_{\text{per}} \cdot 2\pi f} \left( 1 - \cos \left( 2\pi f \frac{T_{\text{per}}}{2} \right) \right).
\]

and with \( f = 1/T_{\text{per}} \),

\[
S^{\omega^2} = \frac{Ac}{2\pi f} (1 - \cos \pi) = \frac{Ac}{\pi}.
\]  

Equation (3.32) shows that the correlation coefficient has to be \( c = \frac{\pi}{2} \) to find the correct signal amplitude. Breitenstein does not specify the correlation coefficient \( c \) for the step function \( F \) and uses \( c = 2 \) for the modulation with a harmonic signal [6, p. 18]. Isenberg and Warta reported the coefficient to be \( c = \pi/2 \) [70, 71, 72, p. 61] for LIT. The same research group had previously used \( c = \pi/2 \) for carrier density imaging (CDI) measurements, but including a “correction factor” \( \xi = 2 \), so that \( \pi/2 \times 2 = \pi \) [73]. In the presentation of CDI in the book of Breitenstein [6, p. 97], the correlation coefficient is given as \( c = 2 \) and the correction factor as \( \xi = \pi/2 \). I hope this confusion will vanish if in future the LIT correlation vectors for the sine/-cosine correlation

\[ K^{\omega^2}_m = \pi \sin \left( \frac{2\pi f (m - 1)}{n} \right) \]  

and
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\[ K_{m}^{\text{90}} = -\pi \cos \left( \frac{2\pi (m - 1)}{n} \right) \]  

(3.34)

with \( m \) being the aggregate index are used to reconstruct the correct signal value of \( A \).

3.3.2 Distribution of correlation bases

There are three reasonable distributions conceivable how correlation bases can be distributed in one lock-in period. Figure 3.4 shows the distributions on the example of \( n = 4 \). Additionally, it shows the integration time \( t_{\text{int}} \) that a measurement system needs to measure the signal \( F \) at this point of time. Usually, \( t_{\text{int}} \) is very small compared to the period \( T_{\text{per}} \). At high frequencies, \( t_{\text{int}} \) should possibly be lowered, so that no errors are induced. For the evaluation a simple signal was chosen, which is the step function

\[ F = \begin{cases} 1, & 0^\circ \leq \phi < 180^\circ \\ 0, & 180^\circ \leq \phi < 360^\circ \end{cases} \]

The three reasonable distributions of the correlation bases for \( n = 4 \) are:

a) The periodic time \( T_{\text{per}} \) is divided by the number of frames or correlation bases per period \( n \) to yield the time \( t \) between the bases. The first base is set to \( t_{1} = 0 \), the others at \( t_{2} = T_{\text{per}}/n \), \( t_{3} = 2T_{\text{per}}/n \), \( t_{4} = 3T_{\text{per}}/n \), etc. up to \( t_{n} = T_{\text{per}}(n - 1)/n \). Generally expressed, \( t_{i} = T_{\text{per}}(i - 1)/n \). For \( n = 4 \), \( K_{1}^{\text{0}} = \pi \sin(2\pi (i - 1)/4) \) and \( K_{1}^{\text{90}} = -\pi \cos(2\pi (i - 1)/4) \) (see equations (3.33) and (3.34)), e.g., the correlation vectors would be \( K^{0} = [0, \pi, 0, -\pi] \) and \( K^{90} = [-\pi, 0, \pi, 0] \) at the phase positions \( \phi = [0^\circ, 90^\circ, 180^\circ, 270^\circ] \) (blue colored bases in Figure 3.4).

b) The first base is set to \( t_{1} = 0 \) and the last one to \( t_{n} = T_{\text{per}} \). In between, they are distributed evenly so that \( t_{i} = T_{\text{per}}(i - 1)/(n - 1) \). For the example of \( n = 4 \), this leads to \( K^{0} = [0, \pi\sqrt{3}/2, -\pi\sqrt{3}/2, 0] \), \( K^{90} = [-\pi, \pi/2, \pi/2, -\pi] \) and \( \phi = [0^\circ, 120^\circ, 240^\circ, 360^\circ] \) (purple colored bases in Figure 3.4).

c) All correlation bases are distributed equidistantly and centered over the period so that \( t_{i} = T_{\text{per}}(2i - 1)/2n \). In case of the example \( n = 4 \), this leads to \( K^{0} = [\pi\sqrt{3}/2, \pi\sqrt{3}/2, -\pi\sqrt{3}/2, -\pi\sqrt{3}/2] \), \( K^{90} = [-\pi\sqrt{3}/2, \pi\sqrt{3}/2, \pi\sqrt{3}/2, -\pi\sqrt{3}/2] \), and \( \phi = [45^\circ, 135^\circ, 225^\circ, 315^\circ] \) (yellow colored bases in Figure 3.4).

Figure 3.5 shows the simulation results for these different correlation bases for the sine/cosine-correlation (a-c) as well as for the equidistantly distributed and centered bases for the rectangle correlation (d). The rectangle correlation uses the correlation
functions $K^{90^\circ} = \begin{cases} 2, \quad 0^\circ \leq \phi < 180^\circ \\ -2, \quad 180^\circ \leq \phi < 360^\circ \quad \text{and} \end{cases}$

$$K^{-90^\circ} = \begin{cases} -2, \quad 0^\circ \leq \phi < 90^\circ \quad \text{and} \quad 270^\circ \leq \phi < 360^\circ \\ 2, \quad 90^\circ \leq \phi < 270^\circ \end{cases}.$$ 

Figure 3.4: Possible distributions of correlation bases within a lock-in period. The example shows a response signal $F$ measured with the lock-in process over one period $T_{\text{per}}$. In theory, it is multiplied with the correlation functions $K^{90^\circ}$ and $K^{-90^\circ}$, which are the sine and cosine functions. In practice, the functions have to be discretized so that a system can measure at a certain amount of time points $n$ with its integration time $t_{\text{int}}$. To evenly distribute the discretized correlation bases at time points $t_i$ in a lock-in period, three possibilities are illustrated: case (a) with $t_i = T_{\text{per}}(i-1)/n$, case (b) with $t_i = T_{\text{per}}(i-1)/(n-1)$ and case (c) with $t_i = T_{\text{per}}(2i-1)/(2n)$.

All distributions tend to the saturation value $A_{\text{sat}} = 1$ if $n$ is sufficiently high, i.e. $n \geq 100$, and thus are capable of reproducing the signal height correctly. At low values for $n$, the reconstruction fails for uneven $n$ in all distributions. For $n \leq 100$, the rectangular correlation in d) produces errors for even $n$ also. Therefore, the rectangle correlation is not very reliable. In the same low range for $n$, the distributions a) and b) create a phase shift to negative values. Nevertheless, the amplitude signal $A$ does not differ too much from the signal value $F = 1$. The reproduction worked well if $A$ and $S^{90^\circ}$ are congruent, as $S^{90^\circ}$
is the carrier of the information if \( F \) does not contain a phase shift. The distribution c) delivers the most relying reproduction of the signal height if uneven \( n \) are avoided.

![Graph showing lock-in signals](image)

**Figure 3.5:** Lock-in signals \( S^w \), \( A \) and \( \phi \) over the number of correlation bases \( n \) for different correlations. The distribution of correlation bases in cases (a), (b), and (c) is according to Figure 3.4. In (d), a rectangular correlation function is used with the same distribution of correlation bases as (c). For a sufficient number of correlation bases \( n \) in a period, all correlations reconstruct the initial amplitude of \( A = 1 \) and phase \( \phi = 0 \). The reconstruction fails in every case for uneven numbers and at a low number \( n \). The distribution shown in (c) delivers the most reliable detection of \( F \); the deviations in the amplitude can be calculated and corrected in a lock-in implementation.

The errors of the reproduction for \( n \leq 40 \) can be calculated and corrected. For the above example of \( n = 4 \), which is also known as the 4-bucket method [74], we know the correlation vectors to be \( K^w = [\pi \sqrt{2}/2, \pi \sqrt{2}/2, -\pi \sqrt{2}/2, -\pi \sqrt{2}/2] \) and \( K^{-90^w} = [-\pi \sqrt{2}/2, \pi \sqrt{2}/2, \pi \sqrt{2}/2, -\pi \sqrt{2}/2] \). With \( F = [1, 1, 0, 0] \), the carrier signal is according to (3.25) \( S_n^{w} = 1/4 (1 \times \pi \sqrt{2}/2 + 1 \times \pi \sqrt{2}/2 - 0 \times \pi \sqrt{2}/2 - 0 \times \pi \sqrt{2}/2) = \pi \sqrt{2}/4 = 1.11 = A^w \). That means, the amplitude result \( A^w \) needs to be multiplied with the correction factor \( k_{corr} = 2 \sqrt{2}/\pi \approx 0.90 \) to yield the correct amplitude \( A = k_{corr} A^w = 1.00 \). With the implementation of such a correction for each measurements with a low \( n \), a reliable lock-in process can be programmed for all even \( n \).
3.3.3 Reliable detection of amplitude and phase

In the chapters above, I only considered a signal $F$ without a signal phase shift $\phi$ between excitation and response. Therefore, the $S^\pi$ signal reproduced the signal height and had the same value as $A$ in most cases. A signal shift $\phi$ can be introduced over a certain dead (or delay) time $t_{\text{dead}}$. Please note that the mathematical convention defines a delay in time as a phase shift towards negative angles. Figure 3.6 shows the resulting signals $S^{90}$, $S^{-45}$, $S^{-90}$, $A$ and $\phi$ of the lock-in process over the number of correlation bases $n$ for the same signal $F$ as above, but shifted by $\phi_a = -45^\circ$ (a) and $\phi_b = -90^\circ$ (b), respectively. Here, the equidistant distributed and centered correlation bases – case (c) in chapter 3.3.2 – are used.

![Figure 3.6: Response signals with time delays detected by the lock-in process. For this simulation of the lock-in process, time delays with a dead time $t_{\text{dead}}$ corresponding to signal phase shifts $\phi$, were introduced. Case (a) shows a phase shift of $-45^\circ$, (b) of $-90^\circ$. The original signal can reliably be detected with the lock-in process if a sufficient amount $n$ of correlation bases is chosen. If $n$ is chosen to an uneven number or too low, deviations in the detection of both amplitude and phase occur.](image)

For $n \leq 40$, the lock-in process works reliably and detects the phase shift $\phi$ well. Additionally, it shows that the $S^{-45}$ (a) and $S^{-90}$ (b), respectively, reproduce the signal height of $F$, i.e. their values are equal to $A$.

Another way how a phase shift $\phi$ between excitation and response signal becomes detectable is a distortion of the response signal shape. Thermal behavior, e.g., does not respond with a dead time $t_{\text{dead}}$ but with a capacitive distortion of the rectangular stimulation. Then the answer turns out to be a limited growth for the first half period (if no phase shift over a dead time is present) and an exponential decay for the second half period. The shape distortion of $F$ usually strengthens with increasing stimulation frequency. This behavior of an increasing phase shift due to a response signal distortion
is modeled and displayed in Figure 3.7. For the limited growth in the form of \(1 - e^{-t/\tau}\) and the exponential decay in the form of \(e^{-t/\tau}\), I use the same time constant \(\tau\), which depends on \(n\) over a linear proportionality.

\[
\text{Figure 3.7: Capacitive response signals with phase shifts detected by the lock-in process. Capacitive response signals are distorted step functions with a limited growth in the first half period and an exponential decay in the second. In this simulation, the time constant of growth and decay was the same and was linearly connected with the number of correlation bases \(n\). The expected phase shift to higher negative angles with decreasing \(n\) can principally be detected by the lock-in process.}
\]

For decreasing \(n\), meaning a higher signal shape distortion, the amplitude \(A\) decreases (except for two outliers at low \(n\)). \(S^0\) decreases for lower \(n\), even to negative values. At high \(n\), \(S^0\) is the carrier of the information and congruent with \(A\), as expected. The behavior of \(S^{-90^\circ}\) shows an increase for lower \(n\) up to a maximum at \(n = 12\) and then a decrease. The phase \(\phi\) decreases with decreasing \(n\), illustrating that a phase shift due to a response signal distortion can principally be measured with the lock-in process.

For high frequencies, the originally rectangular shape can be deformed to a triangular shape. The lock-in result of a triangular signal with \(F = 0\) at \(t = 0\) and \(F = 1\) at \(t = T_{\text{sec}}\), and linear increase in between, is shown in Figure 3.8. The detected signal phase \(\phi\) is \(-90^\circ\) for high \(n\); at low \(n\), \(\phi\) lies at almost \(-120^\circ\). Thus, a triangular response signal implies a phase of \(-90^\circ\) (as the lock-in process is reliable for high \(n\)). Therefore Figure 3.8 shows that a reliable detection of a triangular signal with the lock-in process only works out for \(n \geq 100\). This leads to the conclusion that at high measurement frequencies – which come along with a low sampling rate, i.e. with low \(n\) – the signal detection is not reliable.
Figure 3.8: Triangular signal detected by the lock-in process. A triangular signal is the maximal response signal distortion for a capacitive phase shift. The simulation of the lock-in process for such a response signal shows that it is only reconstructed reliably with a high number of correlation bases \( n \geq 100 \), showing a phase of \(-90^\circ\). A number of \( 100 \leq n \leq 20 \) still delivers satisfying results. With less \( n \), a not existent further phase shift up to almost \(-120^\circ\) is detected and the amplitude \( A \) is overestimated.

Summarizing, it can be stated that the lock-in process is a reliable tool for the detection of harmonic and rectangular signals with any phase shift over a dead time delay \( t_{\text{dead}} \), if following implementation issues are considered:

- The correlation coefficient \( c \) should be matched to the shape of the response signal, i.e. \( c = 2 \) for a harmonic stimulation and \( c = \pi \) for a rectangular stimulation.
- The number of correlation bases \( n \) shall only be chosen as an even number. Furthermore, low \( n \) (\( \leq 30 \)) should be avoided if possible. For some values of \( n \), \( c \) can be adapted to correct the correlation and to allow low \( n \).
- The correlation bases should be distributed over a lock-in period in such a way that they have the equal distance \( t_i = T_{\text{per}} / n \) to their neighboring base. Additionally, they have to be centered over the whole period (shifted by \( \Delta t_{\text{shif}} = T_{\text{per}} / (2n) \)).

Signals with capacitive responses can principally be detected also. However, using \( n \leq 100 \), deviations occur that are difficult to describe in general. Therefore, the use of \( n \geq 100 \) is recommended.
### Setup and methods

#### 3.4.1 LIIT setup

A typical LIIT setup consists of several devices interacting with each other. The most important device of an LIIT setup is the thermographic camera (or infrared camera, IR camera) that detects infrared radiation. For the spectral ranges SWIR, MWIR and LWIR, several detectors of different materials are available; some detectors are sensitive in more than one spectral range. At IEK-5, we use a thermographic camera with a mercury cadmium telluride (MCT) detector for SWIR and MWIR with an image resolution of 640 × 512 pixels and endued with several spectral filters.

As discussed in chapter 3.1, the measured irradiance always contains the information on the sample’s emissivity times its temperature to the power of 4 (equation (3.10)). That means a homogenous emissivity has to be ensured. At IEK-5, we apply a black spray paint on the back of the measured solar modules to reach a more homoge nous emissivity. Details on the emission of the solar cells are given in chapter 4.7.

The camera needs to be calibrated, if temperatures are to be measured directly. In this thesis, samples were measured in the temperature range 20 °C to approximately 70 °C. Figure 3.9 depicts the irradiance \( E^\text{max} \) after equation (3.10) with an assumed emissivity of \( \varepsilon = 1 \). The irradiance increases with a slight slope only in that temperature range. This is important for the calibration, as usually only a linear approximation of the values between two calibration temperatures is supported by the manufacturers.

I used the calibration temperatures 20 °C and 40 °C; between these temperatures the linear approximation deviates maximally 1 % at \( T = 30 \) °C. At 50 °C, the highest integral value for the sample temperature in the measurements shown in this thesis, the deviation is 1.4 %. At 80 °C, the highest measured temperature of a small hot spot, the underestimation is 9.6 %. Overall, these deviations due to the calibration are well acceptable assuming the high temperatures in small hot spots are not quantitatively evaluated. If so, a correction deduced from both curves in Figure 3.9 has to be used, or a calibration device that reaches such high temperatures.

The velocity of the detector readout in a thermographic camera determines its maximal possible lock-in frequency \( f_{\text{lock-in}} \) (see chapter 3.2). Its sampling rate \( f_s \) is usually called frame rate, as it illustrates the number of frames (or images) per second that are read out. The frame rate depends on the pixel resolution of the recorded images and can be enhanced using smaller resolutions. For example, the LIIT system of IEK-5 has a maximum \( f_s \) of 170 Hz for a full frame (640 × 512 pixel) image. It can be increased up to 400 Hz at a frame size of 256 × 256 pixels. According to equation (3.29), \( f_s \) limits \( f_{\text{lock-in}} \), so that the maximal measurable frequencies at IEK-5 are \( f_{\text{lock-in}}^{\text{max}} = 42 \) Hz at full resolution and \( f_{\text{lock-in}}^{\text{max}} = 100 \) Hz at reduced resolution.
Figure 3.9: Linear fit to the irradiance between 20 °C and 40 °C. This linearization of the irradiance $E_{\text{meas}}$ is used for the temperature calibration of the thermographic camera at IEK-5. The deviations between fit and actual irradiance are smaller than 1.4 % in the temperature range between 20 °C and 50 °C. If small hot spots with a temperature of about 80 °C have to be measured directly, the temperatures are underestimated by 10 %.

Figure 3.10 shows a scheme of a complete LIT setup with a thin film solar cell sample. The measurement control and configuration is carried out from a personal computer with control software. It provides a periodically pulsed signal with a frequency $f_{\text{lock-in}}$ and reads out and processes the camera raw data.

The signal is either passed on to a power supply, which applies an electrical modulation of the sample, or to a light source for the modulation through illumination. Depending on the chosen stimulus source, LIT measurements are called DLIT (dark lock-in thermography) in case of electrical stimulation (since no light is used) or ILIT (illuminated lock-in thermography) in case of applied illumination. Some ILIT measurement methods combine a constant illumination with an electrical modulation. For ILIT experiments it is advisable to use a power supply that can act as an electrical load in order to absorb the power generated by the solar cell / module. An overview of state-of-the-art DLIT and ILIT methods is given in the following subchapter 3.4.2.

Two different types of illumination sources are used for ILIT measurements: a panel with light emitting diodes (LED) or a laser source. The requirement is the homogeneous illumination of a sample with a very high irradiance of $E = 1000 \text{ W/m}^2$. This high intensity is needed to reach the short circuit current density $J_{\text{sc}}$ of the sample and to perform measurements under comparable and realistic conditions. The high irradiance puts high demands on the power electronics of the illumination source, as it has to provide the high power needed and must be able to switch it on and off with lock-in frequencies up to several ten Hertz. The LED panel of IEK-5 has LEDs of two light wave-
lengths; blue (450 nm) and infrared (850 nm). With each light color, an irradiance of $E = 1000 \text{ W/m}^2$ can be achieved on an area of $10 \times 10 \text{ cm}^2$. The homogeneity $H$ reached on the same area is about 38 %. It improves strongly ($H < 10 \%$) when applied to a smaller area or at a larger distance of sample and light source. In the latter case, a strong reduction of the irradiance $E$ has to be accepted.

Figure 3.10: LIT measurement setup. The thermographic camera captures the radiated heat. The lock-in process is driven by a personal computer, which sends the stimulation with $f_{\text{lock-in}}$ to the camera and the excitation sources. The sources can be an electrical power supply applying a bias voltage, or a light source. For thin-film silicon solar cells and modules, it is advantageous to illuminate from the front side and to capture the emitted heat from the back, where a black paint enhances and homogenizes the emissivity.

The sample sketched in Figure 3.10 is a thin film solar cell or module as described in chapter 2.1. For a better signal-to-noise ratio (SNR), the camera faces the sample from that side of the solar cell that has a black paint coating meant to enhance and to homogenize the infrared emissivity of the back metal (see chapter 4.7). In ILIT
measurements, the illumination impinges through the glass superstrate and reaches the absorber layer via the transparent front contact (superstrate setup configuration). For other configurations of solar cells and modules, e.g. crystalline silicon or CIGS, the illumination source is installed at the same side on the cell/module as the camera (substrate setup configuration).

3.4.2 State-of-the-art LIIT methods

The previous chapters showed that all lock-in thermography methods use a periodic excitation that can be either an applied voltage or illumination. Before the development of illuminated LIIT in 2004 by Isenberg et. al. [70] and Kaes et. al. [75], all LIIT measurements were carried out in the dark (DLIT) with a periodically pulsed bias voltage. The first applications were the qualitative evaluation of shunt and series resistances. By applying low positive or negative voltages, shunts in crystalline silicon solar cells were categorized [51]. A comparison of two LIIT images at different voltages showed series resistances [52]. The method of local I/V characteristics measured thermally (LIVT) enabled the estimation of shunt P/V and I/V characteristics [76]. A mapping of the local dark saturation current \( I_0 \) and the ideality factor \( n \) became possible by approximating the I/V characteristic of a solar cell with an exponential curve using two LIIT images at different voltages [6, p. 193]. Applying negative voltages, breakdown sites were investigated. The comparison of LIIT results at different temperatures led to conclusions on the local temperature coefficient, the slope of breakdown currents, and the multiplication factor of breakdown sites [45]. Despite all the achievements of DLIT, these methods do not allow a realistic evaluation of the physical behavior of solar cells / modules under operation conditions, i.e. under illumination.

Several ILIT methods have been developed by now, which were all established on crystalline silicon solar cells. Basic methods (\( V_{oc} - I_{sc} \), MPP-ILIT) modulate the illumination and differ from each other in the applied voltage. Advanced methods use a combination of several ILIT-images (R-I-LIT) or calculate the efficiency (\( \eta \)-ILIT) [77].

According to Breitenstein [6, p. 203], the "simplest and most popular" ILIT method is \( V_{oc} \)-ILIT since no contacting is needed. Therefore, it can be carried out in an early stage of solar cell processing. To acquire images with \( J_{sc} \)-ILIT [78], the solar cell or module has to be contacted and short-circuited. The short-circuiting forces the photo current \( J_{ph} \) to flow through the solar cell or module. MPP-ILIT can be carried out in two ways: either a resistor is connected to the contact that operates the solar cell / module at its MPP, or an electrical load applies the MPP voltage \( V_{mpp} \) and absorbs the extracted power \( P_{ext} \). In the latter case, the voltage has to be modulated simultaneously with the irradiance. Otherwise, the measurement may inherit errors. By modulating the light only, \( V_{mpp} \) would be applied also when the light is off. Then a small dark current \( J_{dark} \)
would flow, changing the modulated power compared to the case of a connected resistor.

$R_c$-ILIT can be carried out in two ways also: Either by applying a constant illumination and modulating the voltage between $V = 0$ and $V = V_{step}$, or by subtracting an MPP-ILIT image by a $J_{pseudo}$-ILIT image. Both ways deliver the same result as will be shown in detail in chapter 7.2.

A principal overview on the state-of-the-art LIT methods used in this thesis is given in Table 3.1, listing the measurement parameters modulation and bias, and the derived results. Furthermore, an alternative terminology is introduced in Table 3.1. The existing terminology of LIT methods may cause confusion, since it does not contain the modulated quantity (light or voltage). It divides the LIT methods depending on the application of light, regardless whether the illumination or the voltage is modulated. To distinguish the respective methods, I follow the terminology introduced by Kaes et. al. [75], naming each method after the respective modulation. Methods using a voltage modulation are named Vomo-LIT, standing for voltage-modulated LIT. Methods using voltage modulation and additionally a constant bias illumination are referred to as Vomo-JLIT. Methods using light modulation are named Limo-LIT, standing for light modulated LIT. The applied bias is then attached at the end, e.g. Limo-LIT@$V_{oc}$.

### 3.5 LIT signals of thin film solar cells

Since the LIT signal $S$ is a complex signal (see equation (3.16)), different real signals can be used for the evaluation of thin film silicon solar modules. These are the phase dependent signals $S^{0\degree}$, $S^{-90\degree}$, $S^{90\degree}$, $S^{45\degree}$ as well as the absolute (amplitude) value $A = |S|$ and the phase $\phi$. Figure 3.11 shows Vomo-LIT images of a typical µc-Si solar module acquired at $f_{lock-in} = 3$ Hz and an applied bias of $V = 8.6$ V, which caused a current density of $J = 34\text{ mA/cm}^2 \approx 0.8 \times J_{sc}$: a) $S^{0\degree}$, b) $S^{-90\degree}$, c) $S^{90\degree}$, d) $S^{45\degree}$, e) $A$, and f) $\phi$. The signals in (a), (b), (d), and (e) are scaled to the same values. For an easier comparison, Figure 3.12 displays the mean value (in y direction) linescans of the images from Figure 3.11 in x direction.

The $S^{0\degree}$ image has the highest sharpness and is therefore helpful for the detection of small features, e.g. shunts. In chapter 6 it is shown how the dimensions of small heat sources like shunts can be reconstructed.

Compared to the $S^{0\degree}$ image, the $S^{-90\degree}$ image looks blurry and has a lower contrast. The $S^{90\degree}$ signal – the imaginary part of $S$ – is the negative inverse of $S^{-90\degree}$, i.e. $S^{90\degree} = -S^{-90\degree}$.
Table 3.1: State-of-the-art LIT methods, parameters used and results gained. An alternative terminology for the methods used in this thesis includes the modulation source (voltage or light) in the method name. All influencing parameters and the result of the methods are listed together with references of publications of the methods.

<table>
<thead>
<tr>
<th>existing name</th>
<th>DLIT</th>
<th>LIVT</th>
<th>$V_{oc}$-ILIT</th>
<th>$J_{sc}$-ILIT</th>
<th>MPP-ILIT</th>
<th>$R_C$-ILIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>used in this thesis</td>
<td>Vomo-LIT</td>
<td>LIVT</td>
<td>Limo-LIT@$V_{oc}$</td>
<td>Limo-LIT@$J_{sc}$</td>
<td>Limo-LIT@MPP</td>
<td>Vomo-ILIT from $V = 0$ to $V = V_{MPP}$</td>
</tr>
<tr>
<td>modulation voltage $V$</td>
<td>$V$</td>
<td>irradiance $E$</td>
<td>$E$</td>
<td>$E$ and $V$</td>
<td>$V = 0$ to $V = V_{MPP}$</td>
<td>$E = E_{STC}$</td>
</tr>
<tr>
<td>bias qualitative shunt-, $R_c$- imaging</td>
<td>-</td>
<td>thermal $P/V$ and $I/V$ characteristics</td>
<td>qualitative shunt- imaging</td>
<td>qualitative $R_c$- imaging</td>
<td>image at real operation conditions</td>
<td>extracted power density</td>
</tr>
<tr>
<td>reference</td>
<td>[51, 79]</td>
<td>[76]</td>
<td>[71, 78, 6, p. 203]</td>
<td>[71, 78, 6, p. 205]</td>
<td>[71, 6, p. 208]</td>
<td>[80, 6, p. 207]</td>
</tr>
</tbody>
</table>

Figure 3.11: Vomo-LIT images of a µc-Si thin film solar module. The measurement was derived using a lock-in frequency of $f_{lock-in} = 3$ Hz and an applied voltage of $V = 8.6$ V, leading to a current density of $J = 34$ mA/cm². The complex Vomo-LIT signal $S$ can be described by its absolute value $A$ (e), phase $\phi$ (f), real part $S^0$ (a) and imaginary part $S^{90}$ (c). Instead of $S^{90}$, usually the positive signal $S^{-90} = -S^{90}$ (b) is used. In the case of thin film solar modules on glass, the phase shift is -45°. This makes the $S^{-45}$ signal (d) the main carrier of the information.
Figure 3.12: Mean value linescans of Vomo-LIT images of a μc-Si thin film solar module. The linescans are calculated for the images shown in Figure 3.11 by averaging in y direction. The \( S^{-45^\circ} \) signal is the information carrying signal and thus congruent to A as long as it does not contain negative values. \( S^0 \) and \( S^{-90^\circ} \) have the same value of \( A/\sqrt{2} \).

The \( S^{-45^\circ} \) image is the highest signal overall; the phase image lies at \(-45^\circ\) for the largest parts (see chapter 5). That means the signal of thin film solar cells on glass substrates is shifted by \(-45^\circ\) compared to the stimulation. Therefore, the \( S^{-45^\circ} \) signal is the correct signal for the quantification of LIT images of thin film solar cells and modules. One more detail proves this fact: The amplitude \( A \) is congruent to the \( S^{-45^\circ} \) signal as long as it is positive, which is true for this example (see Figure 3.12). As \( A \) cannot be negative by its definition in equation (3.23), errors are induced when \( A \) is used for quantification. This means, \( A \) cannot describe thermal cooling processes. However, it is the most commonly displayed signal (especially for crystalline silicon solar cells), as it combines the information of the \( S^0 \) (small heat sources) and \( S^{-90^\circ} \) (extended heat sources) signals.

The phase image \( \phi \) is seldom used in publications, even though it contains valuable information. The phase image does not contain any emissivity contrast [6, p. 139] and resolves small heat sources even better than the \( S^0 \) image. As shown, the phase image provides the information, at which phase value the highest signal is found, i.e. what signal to use for quantification. At which phase a signal lies, depends on the sample’s geometry and material; for crystalline silicon solar cells it is \(-90^\circ\), for thin film solar cells on glass substrates, it is \(-45^\circ\) [6, p. 134]. A detailed discussion of the origin of the phase signal is given in chapter 5. The drawbacks of the phase description are the high amount of noise in regions, where \( S^0 \) and \( S^{-90^\circ} \) are of small signal strength, and
the non-proportionality to the dissipated heat. The latter point is the reason for the constant phase signal over a cell.

All signals except $\phi$ show a power drop over a cell width in $x$ direction. This power drop can be explained as follows: The current $I$ flows in the front TCO layer mainly in $x$ (Limo-LIT) or -$x$ (Vomo-LIT) direction as shown in Figure 2.7, where it encounters the sheet series resistance $R_{\text{sheet}}$. The sheet resistance hampers the current density $J(x)$ to evenly distribute over the cell width $w$, resulting in a higher current density at the side of the current injection and a lower current density at the opposite site. Additionally, a voltage drop over the cell width $w$ due to $R_{\text{sheet}}$ occurs. Both effects lead to a power distribution over the cell width as can be seen in all Vomo-LIT images of thin film solar modules with a certainly high injection current (compare Figure 3.11 and Figure 4.1). At lower injection currents, the effect diminishes as visible in Figure 4.1.
4  Defect analysis of thin film solar modules with basic LIT methods

The topic of this chapter is the information about thin film solar modules gained by basic LIT methods. The chapter begins with an introduction of LIT measurement regimes and explains which parameters have to be used to visualize certain information. Following, investigations on resistance related defects such as shunts and sheet resistances are presented. Basic voltage- and light-modulated LIT methods are compared, showing their abilities and limits. The last sub-chapter deals with the measurement of capped modules and shows to which extent the capsulation hampers LIT evaluations.

4.1  Basic measurement strategies

The basic Vono-LIT setup allows varying two main parameters:

- the measurement frequency $f_{lock-in}$, which is set indirectly over the frame rate $f_t$ and the number of frames per period $n$ as shown by equation (3.28),
- the applied bias voltage $V_i$ leading to a power dissipation in the measured device of $P_a = V \times I_{lock}$ (equation (2.22)).

With these two parameters, a matrix can be generated that shows the properties of LIT images of thin film solar modules in dependency of $f_{lock-in}$ and $V$. This matrix is depicted in Table 4.1 and gives information about the visibility of resistance related defects (a), the spatial resolution (b), the signal-to-noise ratio SNR (c), the needed measurement time (d), and possible unwanted by-effects like slow overlapping temperature transients (e), problems with the evaluation due to the lock-in process (f) (see chapter 3.3.3) or possible damaging of the solar module (g).

In principle, three bias regimes and three frequency regimes can be distinguished. Each regime accentuates different features in the LIT images of thin film solar modules. For an overview, I start with the bias regimes. As explained in chapter 2.2, a solar module has a current-voltage characteristic of several diodes in series connection. Therefore, the electrical behavior is different depending on the applied voltage and with that, the injected current. Here, I separate three bias regimes: reverse bias injection (applied voltage is negative), low injection currents of about 1/10 of $J_s$ (applied voltage is about $V_{oc}$) and high injection currents of about $J_s$ or higher (applied voltage is higher than $V_{oc}$). The chosen lock-in frequency has a high influence on the spatial resolution and the SNR of the resulting LIT images, and therefore, on the measurement time. Additionally, measurements at low frequencies may overlap with slow temperature transients, which can influence the result. As shown in chapter 3.3.3, high frequencies due to
a low number of frames per period \( n \) induce errors, too. Thus, I divide the possible LIT frequencies in three ranges as Table 4.1 shows. To illustrate the regimes and the differing information gained due to them, Figure 4.1 displays LIT measurements of a tandem module at the regimes 1 to 9 defined in Table 4.1. The measurement parameters for the regimes were:

1) \( f_{\text{lock-in}} = 0.5 \text{ Hz} \) (\( f_r = 160 \text{ Hz}, n = 320 \)), \( V = -4 \text{ V}, I = -0.05 \text{ mA}, t_{\text{min}} = 20 \text{ min} \)
2) \( f_{\text{lock-in}} = 0.5 \text{ Hz} \) (\( f_r = 160 \text{ Hz}, n = 320 \)), \( V = 10 \text{ V}, I = 8 \text{ mA}, t_{\text{min}} = 5 \text{ min} \)
3) \( f_{\text{lock-in}} = 0.5 \text{ Hz} \) (\( f_r = 160 \text{ Hz}, n = 320 \)), \( V = 12 \text{ V}, I = 85 \text{ mA}, t_{\text{min}} = 5 \text{ min} \)
4) \( f_{\text{lock-in}} = 5 \text{ Hz} \) (\( f_r = 160 \text{ Hz}, n = 32 \)), \( V = -4 \text{ V}, I = -0.05 \text{ mA}, t_{\text{min}} = 40 \text{ min} \)
5) \( f_{\text{lock-in}} = 5 \text{ Hz} \) (\( f_r = 160 \text{ Hz}, n = 32 \)), \( V = 10 \text{ V}, I = 8 \text{ mA}, t_{\text{min}} = 5 \text{ min} \)
6) \( f_{\text{lock-in}} = 5 \text{ Hz} \) (\( f_r = 160 \text{ Hz}, n = 32 \)), \( V = 12 \text{ V}, I = 85 \text{ mA}, t_{\text{min}} = 5 \text{ min} \)
7) \( f_{\text{lock-in}} = 40 \text{ Hz} \) (\( f_r = 160 \text{ Hz}, n = 4 \)), \( V = -4 \text{ V}, I = -0.05 \text{ mA}, t_{\text{min}} = 120 \text{ min} \)
8) \( f_{\text{lock-in}} = 40 \text{ Hz} \) (\( f_r = 160 \text{ Hz}, n = 4 \)), \( V = 10 \text{ V}, I = 8 \text{ mA}, t_{\text{min}} = 5 \text{ min} \)
9) \( f_{\text{lock-in}} = 40 \text{ Hz} \) (\( f_r = 160 \text{ Hz}, n = 4 \)), \( V = 12 \text{ V}, I = 85 \text{ mA}, t_{\text{min}} = 5 \text{ min} \).

At reverse bias (regimes 1, 4 and 7), only low parasitic currents flow over regions of low \( R_p \), e.g. shunts. Therefore, the detected signal is quite low, leading to a comparably low \( \text{SNR} \) and thus, high measurement times. The application of reverse bias leads to damages on the series connection of thin film solar modules. This is visible in Figure 4.1; the hot spots in the reverse bias images do not match with the shunts in the forward bias images (except one shunt in cell 7). They lie at the series connections between the cells. This phenomenon is discussed in chapter 4.5. I recommend not to measure at reverse bias unless the damaging phenomenon is the aim of the investigation. For the evaluation of shunts, I recommend to measure at low positive biases.

At low positive biases (regimes 2, 5 and 8), recombination currents and currents over shunt resistances occur and become visible in LIT images. Depending on the bias voltage value, the recombination current \( J_{\text{rec}} \) is visible as a cell signal or not. The \( \text{SNR} \) is higher and the measurement time lower than at reverse bias.

In regimes at high injection currents (regimes 3, 6 and 9), the diffusion current flows and induces losses at the sheet resistance of the TCO layer. This results in a typical pattern in cell stripes of thin film modules, which is explained in chapter 4.3. The higher power dissipation in these regimes compared to other bias regimes enhances the \( \text{SNR} \) and lowers the spatial resolution.

Low lock-in frequencies (regimes 1, 2 and 3) yield a low spatial resolution, which is noticeable e.g. at the “halos” around shunts. Their broadening is high, as the heat has more time to spread compared to higher frequencies. Advantageous on low frequencies is the higher \( \text{SNR} \) and with that, shorter measurement time. A further disadvantage is the possible overlap with slow temperature transients.
Table 4.1: Measurement regimes for Vomo-LIT results of thin film solar modules. The gathered information, advantages and disadvantages of the regimes are compared by means of the visibility of resistance related defects (a), the spatial resolution (b), the signal-to-noise ratio SNR (c), the needed measurement time (d), and possible unwanted by-effects like slow overlapping temperature transients (e), problems with the evaluation due to the lock-in process (f) or possible damaging of the solar module (g).

<table>
<thead>
<tr>
<th>$V &lt; 0$</th>
<th>$0 &lt; V \leq V_{oc}$</th>
<th>$V &gt; V_{oc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>regime 1</td>
<td>regime 2</td>
<td>regime 3</td>
</tr>
<tr>
<td>a) reverse shunts ($R_p$)</td>
<td>a) shunts ($R_p$); recombination current $I_{rec}$ (strong)</td>
<td>a) shunts ($R_p$); dark current $I_{dark}$; series/ sheet resistance $R_s$</td>
</tr>
<tr>
<td>b) low</td>
<td>b) low</td>
<td>b) low</td>
</tr>
<tr>
<td>c) low</td>
<td>c) high</td>
<td>c) high</td>
</tr>
<tr>
<td>d) moderate</td>
<td>d) low</td>
<td>d) low</td>
</tr>
<tr>
<td>e) probable</td>
<td>e) probable</td>
<td>e) probable</td>
</tr>
<tr>
<td>f) not probable</td>
<td>f) not probable</td>
<td>f) not probable</td>
</tr>
<tr>
<td>g) possible</td>
<td>g) unlikely</td>
<td>g) possible at high currents ($I_{dark} \gg I_c$)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$f_{lock-in} &lt; 1 \text{ Hz}$</th>
<th>$1 \text{ Hz} &lt; f_{lock-in} &lt; 10 \text{ Hz}$</th>
<th>$f_{lock-in} &gt; 10 \text{ Hz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>regime 4</td>
<td>regime 5</td>
<td>regime 6</td>
</tr>
<tr>
<td>a) reverse shunts ($R_p$)</td>
<td>a) shunts ($R_p$); recombination current $I_{rec}$ (moderate)</td>
<td>a) shunts ($R_p$); dark current $I_{dark}$; series/ sheet resistance $R_s$</td>
</tr>
<tr>
<td>b) high</td>
<td>b) high</td>
<td>b) high</td>
</tr>
<tr>
<td>c) low</td>
<td>c) moderate</td>
<td>c) high</td>
</tr>
<tr>
<td>d) high</td>
<td>d) moderate</td>
<td>d) moderate</td>
</tr>
<tr>
<td>e) not probable</td>
<td>e) not probable</td>
<td>e) not probable</td>
</tr>
<tr>
<td>f) not probable</td>
<td>f) not probable</td>
<td>f) not probable</td>
</tr>
<tr>
<td>g) possible</td>
<td>g) unlikely</td>
<td>g) possible at high currents ($I_{dark} \gg I_c$)</td>
</tr>
</tbody>
</table>

| regime 7                     | regime 8                                      | regime 9                    |
| a) reverse shunts ($R_p$)     | a) shunts ($R_p$); recombination current $I_{rec}$ (weak) | a) shunts ($R_p$); dark current $I_{dark}$; series/ sheet resistance $R_s$ |
| b) high                      | b) high                                      | b) high                     |
| c) low                       | c) low                                       | c) moderate                 |
| d) high                      | d) high                                      | d) high                     |
| e) not probable               | e) not probable                              | e) not probable             |
| f) probable                   | f) probable                                  | f) probable                 |
| g) possible                   | g) unlikely                                  | g) possible at high currents ($I_{dark} \gg I_c$) |
Figure 4.1: Vomo-LIT $8^\text{o} 45^\text{o}$ images of an a-Si module acquired in different measurement regimes. Main parameters in Vomo-LIT measurements are the lock-in frequency $f_{\text{lock-in}}$ and the applied bias voltage $V$. At reverse voltages, only parasitic currents via shunts are flowing (regimes 1, 4 and 7). At low forward biases, these shunts currents flow also and dominate the image. Depending on the bias voltage value, the recombination current $J_{\text{rec}}$ is visible as a cell signal or not (regimes 2, 5 and 8). At high bias voltages, the diffusion current flows, making the sheet resistance of the front electrode of the solar module visible (regimes 3, 6 and 9). For low lock-in frequencies (regimes 1, 2 and 3), the spatial resolution is low, noticeable at the wide “halos” around shunts. The advantage of low frequencies is the higher SNR and thus shorter measurement time. Moderate frequencies from 1 to 10 Hz (regimes 4, 5 and 6) are a compromise between good spatial resolution and high SNR / low measurement time. High frequencies (regimes 7, 8 and 9) show the best spatial resolution. For a sufficient SNR, long measurement times are needed.

Moderate frequencies from 1 to 10 Hz (regimes 4, 5 and 6) find a compromise between good spatial resolution and high SNR / low measurement time. Furthermore, they give the most reliable reconstruction of the original signal with the lock-in process.

High frequencies (regimes 7, 8 and 9) show the best spatial resolution, but it does not increase much compared to moderate frequencies. Additionally, long measurement times are needed for a sufficient SNR. For quantitative evaluations, the sub-
sampling of the signal leads to problems with the original signal reconstruction with the lock-in process (see chapter 3.3.3). Therefore high frequencies deliver no advantages in most cases.

Summarizing, it can be stated that the parameter regimes have to be adapted to the aim of the LIT detection. For example, for the detection of shunts, a low voltage at moderate frequencies is recommended (regime 5). If the cell boundaries have to be displayed also, a moderate increase of \( V \) often helps due to an increase of the recombination current. The detection of series resistances only works out at high bias voltages. Here, the frequency should be moderate (not high) to show the cell signal strongly (regime 6). In principle, moderate frequencies show the best performance in most applications. For quantitative evaluations, always a moderate frequency should be chosen to avoid errors due to slow temperature transients (at low frequencies) and the problems with the signal reconstruction with LIT (at high frequencies).

4.2 Scaling of Vomo-LIT images

A way to quantify Vomo-LIT images is the application of a dissipated power density scale, replacing the scaling in relative units. Such a scaling is valid if the absolute induced power measured at the contacts \( P_{\text{contact}} \) is dissipated completely in the module, i.e. no contact resistances occur, leading to \( P_{\text{contact}} = P_a = I_{\text{lock-in}} V \) (compare equation (2.24)). Furthermore, the whole device has to be visible in the Vomo-LIT image. Figure 4.2 shows a Vomo-LIT \( S^{-45^\circ} \) image of an \( \alpha\)-Si module, taken at a bias \( V = 6.3 \) V, an injected current \( I = 120 \) mA, and a lock-in frequency \( f_{\text{lock-in}} = 5 \) Hz. The scaling is from 0 to 2 relative units.

![Vomo-LIT image of an \( \alpha\)-Si module](image)

**Figure 4.2:** Vomo-LIT image of an \( \alpha\)-Si module for power density scaling. The size of the module is \( A_m = 64 \) cm\(^2\). The image was taken at a bias \( V = 6.3 \) V, a current \( I = 120 \) mA, and a lock-in frequency \( f_{\text{lock-in}} = 5 \) Hz. The application of equation (4.1) leads to the conversion factor of 32.6 mW/cm\(^2\)/(relative unit), giving the image pixels a power density scale from 0 to 65.2 mW/cm\(^2\).
To achieve the power density scale $p_{d}^{X_{0}, Y_{0}}$ for the Vomo-LIT signal $S_{X_{0}, Y_{0}}^{-45^\circ}$ of an image pixel at $x_{0}, y_{0}$, the following calculation has to be carried out: The integral sum of the $S^{-45^\circ}$ signal $\sum_{x=0}^{N_x} \sum_{y=0}^{N_y} S^{-45^\circ}$ of the module’s image, with $N_x$ and $N_y$ being the number of image pixels in $x$ and $y$ direction, has to be divided by the total number $N_{xy} = N_x \times N_y$ of image pixels and multiplied with the module’s area $A_{m}$ (this case, 64 cm$^2$). The inverse of this value has to be multiplied with $P_d$ (measured at the contacts) and the Vomo-LIT signal of the pixel $S_{X_{0}, Y_{0}}^{-45^\circ}$ to achieve the scaling value for $p_{d}^{X_{0}, Y_{0}}$ in W/m$^2$, i.e.

$$p_{d}^{X_{0}, Y_{0}} = \frac{N_{xy}}{\sum_{x=0}^{N_x} \sum_{y=0}^{N_y} S_{X_{0}, Y_{0}}^{-45^\circ} A_{m} [m^2]} \frac{P_d [W]}{S_{X_{0}, Y_{0}}^{-45^\circ}} \quad (4.1)$$

In the image in Figure 4.2, an overall power of $P_d = V \times I = 756$ mW is dissipated and the number of pixels is in $x$ and in $y$ direction is $N_x = N_y = 496$, yielding a pixel number for the whole image of $N_{xy} = 246016$. Together with the integral sum of all image pixels $\sum_{x=0}^{N_x} \sum_{y=0}^{N_y} S^{-45^\circ} = 89182$, this yields the value of 326 W/m$^2$ = 32.6 mW/cm$^2$ for the LIT signal of an image pixel $S_{X_{0}, Y_{0}}^{-45^\circ}$. Thus, the dissipated power density scaling in Figure 4.2 is from 0 to 652 W/m$^2$ = 65.2 mW/cm$^2$. Please keep in mind that such a scale refers to areas of 1 m$^2$ or 1 cm$^2$, respectively, and not to the size of one image pixel. This means, the value of a pixel in the image does not correspond to the absolute power $P_d$ in mW or W dissipated in its area, but the dissipated power per unit area $p_d$. A scaling for the absolute power $P_d$ is also possible by leaving out the factor $N_{xy}/A_{m}$, in equation (4.1), i.e.

$$p_{d}^{X_{0}, Y_{0}} = \frac{P_d [W]}{\sum_{x=0}^{N_x} \sum_{y=0}^{N_y} S_{X_{0}, Y_{0}}^{-45^\circ} S_{X_{0}, Y_{0}}^{-45^\circ}} \quad (4.2)$$

4.3 Analysis of local shunt and series resistances in thin film solar cells by LIT

The electrical influence of local defects, such as shunts or series resistances, is of large interest for every manufacturer of photovoltaic devices. LIT offers the possibility to characterize defects and – in limits – to quantify their electrical influence. For crystalline silicon solar cells, different types of shunts were found depending on their structural origins [81, 51, 82]. Several methods for the mapping of series resistances with LIT were proposed [52], but only one with combined EL measurements was verified to deliver quantitatively reasonable results [40].

Both types of defects – shunts and series resistances – are found in thin film silicon devices also, but they have different origins than the defects in crystalline solar cells. The origin of shunts is usually a direct short-circuit between front and back con-
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tact and is investigated in the following chapter 4.4. Series resistances can occur due to inhomogeneous TCO layers, or if the contact between TCO and silicon malfunctions.

A quantitative access to calculate series resistances using LIT only has not been found yet; just qualitative measurements are possible [6, p. 214]. By combining LIT with EL measurements, a quantitative correct mapping of series resistances called RESI was achieved for crystalline solar cells [40, 41]. The application of quantitative EL measurements according to the reciprocity theorem [83] is – until now – only possible for solar cells that show radiative recombination with an ideality factor \( n = 1 \) [84, 85, 86]. This has not been proven for thin film silicon solar cells yet. Anyway, new proposed methods presented in chapters 7.3 and 7.4 may pave the way to a quantitative correct mapping of series resistance induced losses with LIT only.

The influence of shunts on a solar cell can be evaluated with the image proportionality method [79] combined with LIVT [76] measurements. Hereby, the LIT signal of a shunt is compared with the signal of its surrounding cell to obtain the percentage of the power dissipated in the shunts compared to the power dissipated in the cell. If this is carried out for several cell voltages, a relative power-voltage (\( P/V \)) characteristic of the shunt is derived. The method was applied to an \( \alpha \)-Si module with led-out contact terminals as shown in Figure 2.4 on the right side. Figure 4.3 shows two shunted cell stripes (cell no. 3 and 4) of the module at different cell biases. The images were taken at a lock-in frequency \( f_{\text{lock-in}} \) of 5 Hz and had a measurement time of \( t_{\text{meas}} = 5 \text{ min} \) each. For a good comparability, all images are scaled to the same values from 0 to 5 relative units.

In both cells, the shunts dominate the image at low cell voltages, where the cells show a low signal. With increasing voltage, the cell signals start to increase according to the electrical influence of the shunts lying in the corresponding cells. The bigger the shunts’ influence, the higher the applied voltage has to be to make the cell become active. This is due to the voltage collapse in the cell caused by the shunt. The shunt in cell 3 appears to be stronger than the one in cell 4, because it shows a markedly larger halo. To show this fact quantitatively, I used the above mentioned image proportionality method. This method states that the ratio of the dissipated power in the shunt \( P_d^{\text{shunt}} \) to the dissipated power in the cell \( P_d^{\text{cell}} \) equals the ratio of the integral signal \( \iint S^{<45^\circ} \text{d}A_{\text{shunt}} \) of the shunt area \( A_{\text{shunt}} \) to the integral signal \( \iint S^{<45^\circ} \text{d}A_{\text{cell}} \) of the whole cell area \( A_{\text{cell}} \) (including the shunt), i.e.

\[
\frac{P_d^{\text{shunt}}}{P_d^{\text{cell}}} = \frac{\iint S^{<45^\circ} \text{d}A_{\text{shunt}}}{\iint S^{<45^\circ} \text{d}A_{\text{cell}}} = \frac{S^{<45^\circ}_{\text{shunt}}}{S^{<45^\circ}_{\text{cell}}}
\]  

(4.3)
Figure 4.3: Vomo-LIT images of two shunted cell stripes of an a-Si module at different bias voltages. Both shunts dominate the LIT signal at low voltages. The shunt in cell 3 (a) is stronger than the one in cell 4 (b). This is indicated by two features: the larger halo around the shunt in cell 3; and the signal of the cell areas surrounding the shunts, where the surrounding of the shunt in cell 3 shows a markedly lower signal at high voltages. Above 0.9 V, the current flow in the shunt in cell 4 does not increase.

The proportionality method strongly depends on the choice of the shunt area $A_{\text{shunt}}$. Thus, a reasonable choice has to be made that fits for the shunt influence of all images at different biases. For example, a rectangular area around the shunt having a minimum signal of 10 % of the maximal shunt signal $S_{\text{shunt,max}}$ could be chosen. In the considered case, this approach leads to a shunt area of $10 \times 10$ image pixels for both.
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shunts. The ratio \( S_{\text{shunt}}^{45^\circ}/S_{\text{cell}}^{45^\circ} \) for each cell voltage delivers the behavior shown in Figure 4.4 (a). The images at \( V_c = 0.1 \) V have such a low SNR that their results are not trustworthy. For \( V_c < 0.8 \) V (cell 3) and \( V_c < 0.7 \) V (cell 4), the ratio has a quite high value of above 60 % and 80 %, respectively, meaning that this amount of the cell current flows through the shunt. Beginning with 0.7 V / 0.8 V, the current flowing over the cell area increases, leading to a lower shunt-to-cell ratio. In case of the strong shunt in cell 3 it decreases to 45 %, in case of the shunt in cell 4 to 5 %. Thus, the relative influence of a shunt to its cell decreases with increasing bias voltage. This is important to keep in mind if the influence of a shunt is estimated. Single LIT images at one voltage only cannot deliver satisfying answers.

Further information about the shunt’s electrical behavior is found when plotting its LIT signal \( S_{\text{shunt}}^{45^\circ} \) and the cell signal \( S_{\text{cell}}^{45^\circ} \) against the bias voltage and comparing them to the measured injected power at the contacts. This plot is shown in Figure 4.4b. For both cells, the injected power shows good congruence to the integral cell signals \( S_{\text{cell}}^{45^\circ} \), leading to the conclusion that contact resistances are negligible as assumed for the scaling of Vomo-LIT images in chapter 4.2. Hence, the shunts’ \( P_d/V \) characteristic can be quantified using equation (4.3) solved to \( P_d^{\text{shunt}} \).

A shunt \( J/V \) characteristic can be derived from the \( P_d/V \) characteristic with the assumption of a homogeneously distributed voltage \( V \) over the cell. This assumption is not valid in the close surrounding of the shunt, where a voltage breakdown occurs. Still, the assumption can give an approximate insight since the region considered is quite large compared to the actual shunt size (see chapter 5). The derived shunt \( J/V \) characteristics are illustrated in Figure 4.5 for the investigated shunts. Both characteristics show linear ohmic behavior. The shunt in cell 4 goes into saturation at voltages above \( V > 0.9 \) V. This is probably a side-effect of the high TCO sheet resistance, limiting the lateral current flow in the cell. Thus, a shunt’s influence is limited to a certain surrounding, which would be larger for a lower sheet resistance.

Concluding, the proportionality method combined with LIVT delivers an estimation of the electrical influence of shunts under dark conditions. As the current paths of injection in the dark and extraction under illumination vary, the estimation cannot be conferred to estimations of a shunts’ influence on the cell efficiency. This can work for solar cells with a voltage-independent photo current \( J_{\text{ph}} \) \[87, 20, p. 37\], but not for thin film silicon solar cells (see chapter 2.3). Thus, a realistic evaluation of the efficiency losses due to shunts in solar cells has to be carried out at real operation conditions: under illumination and at \( V_{\text{mp}} \). This is discussed in detail in chapters 7, 7.3 and 7.4.
Figure 4.4: Electrical influence of shunts dependent on bias voltage. (a) The signal ratio from the integral signal of the shunt to the integral signal of the cell delivers the percentage of the shunt’s influence on the power dissipation of the cell. The SNR of the images at 0.1 V is too low for a reliable signal interpretation. Up to 0.8 V for cell 3 and 0.7 V for cell 4, the ratio shows high shares of the overall power dissipation with values above 60 % and 80 %, respectively. For higher voltages, the shunts’ influence decreases strongly, especially in cell 4. (b) The integral LIT signal of the cells (blue squares) matches the injected power at the contacts (green rhombuses) well. The integral LIT signal of the shunts (red circles) follows the behavior of the dissipated power $P_a$ at low voltages and diverges at higher voltages. Hence, it is proportional to the dissipated power $P_a$ in the shunts according to equation (4.3).
4.4 Origin of shunts in thin film silicon solar cells

To reveal the structural origin of shunts in the cell area of thin film silicon solar cells, I investigated their local composition. For that, scanning electron microscopy (SEM) images were captured after milling trenches through the shunts with a focused ion beam (FIB) tool. The sample was an a-Si/µc-Si tandem module with the size of 8 × 8 cm² and eight major shunts lying in the cell area. For the sample preparation, I localized the shunts using LIT images captured with macro- and microscopic lenses as well as optical microscopy images. Figure 4.6 shows a macroscopic high injection current LIT image of the whole module with labels from “A” to “H” for the shunts (a), microscopic thermographic raw images of shunt H without (b) and with applied power (c), and an optical microscopy image of the same shunt (d). The structure of shunt H found in the optical microscopy image can be seen in the thermographic raw image, too. By applying a bias voltage, the actual electrical shunt within the visible structure is highlighted in the thermographic images.

After the localization, six shunts (“A”, “B”, “C”, “E”, “F”, “H”) were cut out on 1 × 1 cm²-pieces and a thin layer (in the range of several nanometres) of platinum was deposited. This was necessary for the following investigations by SEM. The SEM images of the shunts before the FIB milling process in Figure 4.7 show that over the whole shunt area the surface is lowered compared to the region around. Therefore, some mate-
rial underneath the surface must be missing. This can be evaluated from the FIB cuts: Figure 4.8 displays shunts A and H which are the largest ones with areas of roughly estimated 2000 μm² and 8000μm², respectively. Here the absorber layer, which is the thick grey layer in the figures, is missing completely over an extensive area. That means the front and back contact of the solar cell are directly short-circuited.

Figure 4.6: Shunts of a tandem module captured by LIT, raw thermography and optical microscopy. (a) shows the examined shunts in a macroscopic Vomo-LIT image. Shunt “H” is displayed in a raw thermographic image without (b) and with (c) applied power. Its structure is found in the optical microscopy image (d), too. The raw thermography image in (c) reveals the actual heat sources of the shunt, demonstrating that not the entire feature size is short-circuited.

Figure 4.7: SEM images of investigated shunts. All shunt structures are clearly seen since the solar cell’s surface is lowered at their sites. This indicates missing material. Shunts B, C and F look quite alike. Shunt A additionally has pellet-like looking features. In the region of Shunt E, a scratch is present. Shunt H has the largest dimensions and shows two dark spots on its surface, which probably are remains of the black spray paint used for emissivity enhancement.
This can also be seen when looking at the surface structure: In the shunted region, the surface texture of the TCO – which is dominated by crater-like structures – can be seen. In contrast to that, at the not-shunted regions, the surface looks ‘chubbier’. The smooth substance on top of parts of shunts H might be some remains of the black spray paint which was used to enhance the emissivity of the back contact during the LIT experiments (see chapter 4.7).

Shunts B and C look somewhat different, as pointed out in Figure 4.9. The absorber layer is very thin in an extensive area, but a direct short-circuit seems to be at several small points only. Additionally, some sort of substance can be found at some points between the glass and the TCO, which does not allow the layers to grow in a way that the cell would be well-functioning. Cracks, voids and air inclusions can be seen at these points as well as again some remains of the paint at shunt C.

Shunts E and F are the smallest shunts of the investigated ones with areas of approximately 70 and 60 μm². Figure 4.10 shows SEM images of them. It seems as if the actual short-circuits are at small points, too, and the absorber layer is very thin over a larger area.

In summary, all shunts show at least a small direct contact area between front- and back contact and an extensively missing absorber layer (even if a thin layer remains). The most probable process for the origin of shunts in cells lies according to deposition engineers in the non-perfect vacuum process for the fabrication of thin silicon films, which is done by PECVD. During the deposition, small particles that are left in the vacuum may lay down on the substrate. At these points, the layer either cannot be deposited, or only is under strong mechanical strain. Therefore, the silicon flakes of there, especially if the substrate undergoes a rapid temperature change, for example when it is taken out of the hot PECVD chamber (ca. 150 to 200 °C) quickly into room temperature. The same happens at areas with impurities between glass and TCO: the impurities prevent the TCO from being built up and therefore put mechanical strain on the thin layers. If the parts where the silicon flaked off are not isolated in an additional process, i.e. the back contact is deposited immediately after the PECVD, direct contacts between front TCO and back metal contact are created.

The statistical basis of this investigation is small, as only six shunts were explored. In principle, it could also happen that e.g. small metal particles in the PECVD chamber are deposited at small spots at the sample and build a direct contact between front- and back contact. Therefore, general conclusions cannot be drawn out of this investigation, but the experience of the deposition and characterization team at IEK-5 points in the direction, that the described processes are the ones which produce most of the shunts in cell areas.
Figure 4.8: SEM images of FIB-cuts through shunts A and H. The contrast of the images allows to distinguish the glass superstrate (thick layer from the bottom), the front TCO (bright layer above the glass), the silicon absorber layers (dark grey layer), and the final silver back contact (bright gray). In both shunts, the absorber layers are missing in an extensive area. Hence, the back contact is directly connected with the front contact layer, causing a direct short-circuit.

Figure 4.9: SEM images of FIB-cuts through shunts B and C. In contrast to shunts A and H, both shunts have a very thin absorber layer left. Direct short circuits can be observed at small spots, where a contamination between glass and TCO is visible. The contamination hampers the TCO to build up a regular structure and induces cracks and voids in the TCO as well as between all layers.

Figure 4.10: SEM images of FIB-cuts through shunts E and F. These shunts had the smallest areal dimensions of all investigated shunts. The absorber layer is thinned strongly, comparable to shunts B and C. The short-circuits occur at small sites also, but no indications for contaminations between glass and TCO are found.
For several solar cell technologies, shunts have been categorized and characterized by their $J/V$ behavior deduced from LIVT measurements using the proportionality method as shown in chapter 4.3. This is justified by differing structures and origins of these shunts. If the results of this chapter turn out to be representative, then most shunts in the cell area of thin film silicon solar modules have the same origin. This would lead to the conclusion that a categorization of shunts is redundant. Furthermore, the shunt’s share on the current flow in their cell is then probably only dependent on the size of the direct contact area of front and back electrodes.

4.5 “Shunt bursting” – consequences of reverse voltage biasing on thin film silicon solar cells

Reverse voltage biasing can occur on solar cells in a module relative easily due to partial shading [88], low (inhomogeneous) illumination, or low module voltage [89, p. 83]. As diodes, solar cells can bear a reverse voltage up to certain values, where break-through mechanisms start to work [45, 90]. For crystalline silicon solar cells, these values are known and were investigated intensively in the last years [91, 92, 93]. For thin film solar cells, several theoretical approaches for the description of shunts under reverse [94, 95, 96] and forward bias [97] were introduced. Some investigations on shunts were made using imaging methods [12, 13, 14, 15, 16, 17, 98]. Still, it is not clear how a temporary reverse bias on thin film silicon solar cells leads to damages, i.e. new shunts.

A method for the usage of reverse biasing in the field of thin film silicon solar cells already exists: the so called “shunt bursting/bursting/curing/removal” [99]. The idea is to apply a reverse bias to a shunted solar cell so that the shunt would be “burned out” or removed. This method was used in industry and labs, improving cell efficiencies of shunted cells moderately. Anyway, the physical mechanism behind this phenomenon is not clear; Donganakar et. al. assume that current paths due to aluminum diffusion from the TCO (which is usually aluminum-doped) arise [99].

I investigated the formation of shunts under reverse bias in a simple experiment with the LIT setup. A solar cell in a thin film silicon module with led-out contacts (see Figure 2.4 on the right) was contacted separately and first measured at several forward biases. The forward bias results are the ones of cell 3 in Figure 4.3a. Then, a reverse voltage was applied and stepwise increased up to -1.0 V (-1.5 × $V_{oc}$) inducing a reverse current flow of -10.5 mA/cm² (-1.1 × $J_{sc}$). After reverse biasing, the measurements with forward bias were repeated. Figure 4.11 displays the $S^{-45°}$ LIT signals while reverse biasing (a) and the repeated forward bias measurements (b).
Figure 4.11: Vono-LIT series of an a-Si cell stripe. The measurements were carried out on the same cell as described in Figure 4.3. A series with reverse biases (a) was carried out and then forward bias measurements were repeated (b). In the images of the first forward bias series, no shunts on the series connection on the right side of the images are found except in the intermediate region of the stripe’s height. While applying reverse bias, these edge shunts appear over the entire length of the series connection. Additionally, a second shunt above the first one emerges, including a “tail”. In the images of the second forward bias series, all these shunts remain visible.

The reverse bias measurement shows changes in the cell at a low reverse voltage of -0.2 V already. A second shunt emerges above the first one. With increasing reverse voltage, it develops a “tail” that propagates upwards. From -0.8 V, new shunts at the
series interconnection at the right margin of the cell become visible. That means the high strain due to the reverse voltage creates new current paths across the series connection.

The repeated forward measurement demonstrates that the new induced shunts above the first one and at the series connection contribute to the current flow in forward direction. This can be seen in the comparison of the shunt share on the cell signal shown in Figure 4.12a, which decreases slightly after reverse biasing. Thus, the damages due to the reverse biasing seem to be irreversible and permanent. Comparing the current values before and after reverse biasing for the same voltages in Figure 4.12b, it is found that the current decreases strongly. The diode character of the cell previously seen at voltages above 0.8 V vanishes, leaving a hardly explainable characteristic with possibly transient behavior from 0.7 V to 0.9 V. This damaging of the cell leads to a probably permanent poorer cell efficiency.

Figure 4.12: Comparison of cell characteristics before and after reverse biasing.

a) The signal share of the previously existing shunt on the cell signal decreases slightly after reverse biasing, since new shunts occur and contribute to the current flow.

b) The J/V characteristic of the cell at reverse bias measurements is linear. After reverse biasing, the characteristic is degenerated with strongly lowered current values.

So how does this assumption fit to the shunt bursting experiences? My presumption is that shunt bursting only works with some shunted cells, where one or few huge shunts cause the entire cell current to flow through them; even at high bias voltages (as seen in chapter 4.3, a shunt’s influence usually decreases with increasing cell bias). With applying a reverse bias, the creation of many comparatively smaller shunts at the series interconnection “opens” new current paths. They enable the cell current to partly avoid the huge shunts and increase the overall cell efficiency. This would explain the improvement of the cell efficiency. Further measurements of “healthy” and shunted
cells under illuminated conditions combined with cell efficiency measurements could prove these assumptions. The investigation of the new created shunts with microscopic LIT measurements (and eventually advanced SEM and/or FIB measurements) could reveal which laser scribed line (P0, P1, or P2) is affected by the shunts and how the so introduced parasitic current flow occurs.

4.6 Basic Limo-LIT measurement techniques used on thin film solar modules

Limo-LIT enables the investigation of solar cells and modules under operation conditions, in contrast to Vomo-LIT that is carried out without illumination. For exact measurements, the illumination needs to be homogeneous and have a high irradiance to reach the MPP. Illumination sources that meet these requirements are very cost-intensive. So often a compromise between the illumination’s homogeneity and its irradiance has to be made. At IEK-5, we use a LED panel described briefly in chapter 3.4.1. It reaches the required high irradiance but shows a moderate illumination homogeneity that becomes directly visible in Limo-LIT images. Figure 4.13 shows several 5~65° LIT images of an a-Si solar mini-module taken at \( f_{\text{lock-in}} = 5 \text{ Hz} \). Table 4.2 lists the corresponding measurement parameters.

All Limo-LIT images contain a high contribution due to thermalization\(^1\), which depends on the homogeneity of the illumination source. In Figure 4.13a, b, and c, this dependence is seen in a radial gradient from the modules center to the edges. The second contribution to the heat generation is the power generated by charge carriers passing the p/i/n-junction. Both heat generation effects are discussed for p/i/n-junction solar cells in detail in chapter 2.4 and for p/n-junction solar cells in [6, p. 44]. In the present example, the magnitude of the contributions can be estimated as follows:

For the illumination, blue LEDs with a peak wavelength of \( \lambda = 450 \text{ nm} \) was used. This corresponds to an energy \( h\nu = 2.7 \text{ eV} \) for each single photon. The band gap of a-Si (neglecting tail states [100]) is approximately \( E_g = 1.7 \text{ eV} \). According to equation (2.14), the heating contribution of thermalization is thus \( p_{\text{th}} = 15 \text{ mW/cm}^2 \), independent of the applied voltage. The overall heating at \( V_{\text{oc}} \) and \( J_{\text{sc}} \) according to equation (2.19) is
\[
p_{\text{th,oc}} = p_{\text{th,sc}} = 40.5 \text{ mW/cm}^2
\]
Thus, the contribution of the current flow \( J_{\text{ph}} \) at \( V_{\text{oc}} \) and \( J_{\text{sc}} \) is the difference
\[
p_{\text{th,oc}} - p_{\text{th,sc}} = 25.5 \text{ mW/cm}^2
\]
Hence, thermalization contributes to 37% to the overall heating at \( V_{\text{oc}} \) and \( J_{\text{sc}} \). At MPP, the relative contribution of the thermalization is moderately higher, as the overall dissipated power \( P_{\text{th}} \) is reduced by the amount of the extracted power \( P_{\text{ext}} \).

\(^1\) Note: The contribution of the thermalization can be minimized by using an illumination with monochromatic light with a photon energy close to the band gap of the investigated solar cell material.
### Table 4.2: Measurement parameters applied voltage $V$ and measured current $J$ at the contacts for LIT images shown in Figure 4.13.

<table>
<thead>
<tr>
<th>measurement type</th>
<th>$V$ [V]</th>
<th>$J$ [mA/cm$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Limo-LIT@$J_{sc}$</td>
<td>0</td>
<td>-15</td>
</tr>
<tr>
<td>b) Limo-LIT@MPP</td>
<td>3.5</td>
<td>-10</td>
</tr>
<tr>
<td>c) Limo-LIT@$V_{oc}$</td>
<td>5.3</td>
<td>0</td>
</tr>
<tr>
<td>d) Vomo-LIT</td>
<td>6.3</td>
<td>15</td>
</tr>
</tbody>
</table>

#### Figure 4.13: Comparison of Limo-LIT and Vomo-LIT images of an a-Si solar module. All images are taken at a lock-in frequency $f_{lock-in} = 5$ Hz. For all Limo-LIT images, a LED source with blue LEDs ($\lambda = 450$ nm) was used with an irradiance $E = 634$ W/m$^2$. This led to the same short current density of $J_{sc} = 15$ mA/cm$^2$ as measured under standard test conditions at a sun simulator. All Limo-LIT signals show a gradient from the edges to the center, which originates from the inhomogeneity of the irradiance. Compared to Vomo-LIT, the Limo-LIT signal is stronger due to the higher dissipated power induced by the powerful irradiance. Furthermore, the Limo-LIT signal contains a large share (37% at $V_{oc}$ and $J_{sc}$) from thermalization. This effect does not occur in dark conditions. In the Limo-LIT images, the shunts in the second cell from the left show an increasing halo with decreasing current flow ($J_{sc}$ to MPP to $V_{oc}$). Reciprocally, the signal of the series connection between the cell stripes rises with rising currents. The higher cell stripe signals of the shunted cell in b) and c) and the cell strip on the right in a) compared to the neighboring cell stripes originate from higher cell voltages.
According to this estimation, over the half of the Limo-LIT signal has to stem from charge carriers recombining over the p/i/n-junction. The location in x-y-direction where charge carriers recombine depends on the applied voltage as explained in chapter 2.4. At \( V_{oc} \), where no overall current flows, the carriers can move broader in x-y-direction than in conditions, where a strong current flows (e.g. at \( J_{sc} \) or MPP). This effect is visible at the shunts in Figure 4.13a, b, and c. Their halo is largest at \( V_{oc} \) due to the higher lateral mobility of the charge carriers. At \( J_{sc} \) they are forced in the direction of the current flow described in chapter 2.4.

Compared to the Vomo-LIT image in Figure 4.13d, the Limo-LIT at MPP and \( J_{sc} \) show no clear pattern – i.e. a gradient over the cell stripes in x direction – stemming from the TCO sheet resistance. Yet, a slight gradient gets visible when integrating the signal values of the images in y direction and plotting the integrated values over the x direction. This plot is depicted in Figure 4.14. It shows all integrated signals of the images from Figure 4.13. A slope over all cells is seen in the Limo-LIT signals, which stems from the inhomogeneity of the irradiance. When looking at the signal differences between the neighboring edges of cells, it shows that the signal differences from Limo-LIT at \( V_{oc} \) and at MPP are smaller than at \( J_{sc} \). Thus, the series resistance can be made visible at high flowing currents, yet needing a very homogeneous irradiance for quantitative evaluation. A way to overcome the difficulties with the homogeneity of the irradiance and gaining quantitatively evaluable information is described in chapters 7 to 7.4.

![Graph of integrated LIT-Signal](image)

*Figure 4.14: Comparison of integrated linescans of the Limo-LIT and Vomo-LIT images from Figure 4.13. The values are gained by integrating the image signals over the y-axis and plotting the integral values over the x-axis. The Vomo-LIT signal is lower by a factor of about 15 to 600. The shunts at \( x = 1.5 \) cm have a strong impact on the signal as they cause a voltage breakdown in the cell. The Limo-LIT signal of the shunts is far less pronounced.*
The last distinctive effect seen in the Limo-LIT images is the signal at the series connections between the cell stripes. In all Limo-LIT images it is higher than the signal of the cell stripes. With increasing current flow, the series connection signal raises also, as Figure 4.14 illustrates. I assume an overlap of two effects here: The principal increase – seen in Limo-LIT@V_{\infty} also – originates from the line P_1 (see chapter 2.1), which opens the back contact and the silicon layer. Therefore, the black paint used to enhance and homogenize the emissivity of the back metal lies directly on the TCO. It absorbs the incoming light and heats up stronger compared to its surrounding, where the light is mostly absorbed by the silicon layers. Hence, this effect is due to the measurement set-up and has no electrical origin. The second effect is the current flow over the connection line P_2, which forms the series contact between the front and back electrodes of neighboring cell stripes. With increasing current flow, the signal of the P_2 line increases also. As the spatial resolution of the Limo-LIT images cannot resolve the three laser scribed lines P_1, P_2, and P_3, both described effects overlap.

In chapter 4.3, the quantitative evaluation of the influence of shunts on the cell / module performance is discussed for Vomo-LIT measurements. The results presented there show that a realistic estimation of the shunt’s influence cannot be carried out without illumination. This is also obvious from Figure 4.14 when comparing the Vomo-LIT and Limo-LIT signals at the site of the shunts (position x = 1.5 cm): The Vomo-LIT would strongly overestimate the shunt’s influence. In operation, solar modules are driven at MPP. Thus, Limo-LIT@MPP should enable the realistic evaluation of the influence of shunts. However, the Limo-LIT@MPP signal is strongly affected by the homogeneity of the irradiance and contains a high contribution of thermalization. This hampers the interpretation of all Limo-LIT signals. A possible way to yield interpretable results would be the application of a very homogeneous illumination source and a mathematical correction for the thermalization. This is very cost- and labor-intensive. An approach to gain insight in the influence of shunts at operation conditions – even with a light source not matching the requirements on irradiance homogeneity – is presented in chapters 7 to 7.4.

4.7 Detecting LIT signals through glass encapsulation

Thin film solar modules are deposited on sub- or superstrates as shown in chapter 2.1. For outdoor durability, they are covered with a laminate foil and encapsulated with a glass panel. Thus, when industrial thin film solar modules are measured by LIT, the thermographic camera has to capture the radiation of the solar module through the glass panel. The same applies to solar modules in superstrate configuration also. This comprises that the infrared radiation produced in the module has to pass the glass before being detected by the LIT system. The glass absorbs parts of the radiation and reemits
them, resulting in a reduction of the potentially acquired LIT signal of a solar module without glass panel. As the emission from a point of the solar module’s surface goes into the half space \( \Phi = \int_{0}^{\frac{2\pi}{n}} d\theta \int_{0}^{\frac{\pi}{2}} \cos \theta \sin \theta \ d\theta = \pi \) and is refracted at the glass-air interface, the spatial resolution of the radiation measured outside the glass is lowered compared the radiation of the surface of the solar module. The resulting LIT images therefore may look “blurred”.

CIGS solar modules, e.g., do not have to deal with this problem, as they are deposited on a substrate, so that the light couples in from the uncovered side. However, the surface does not necessarily have a homogeneous emissivity. Therefore, the LIT signal can inherit contrasts not stemming from temperature differences. Silicon thin film solar cells usually are made in superstrate configuration, but can be imaged from the back side if they are coated with black paint. This enhances the back metal emissivity strongly and delivers a homogeneous emission with best spatial resolution. The paint could be applied to CIGS modules also for an enhancement of the emission’s homogeneity.

In the following, the differences of the LIT image acquisition through the glass side and from the coated back side are discussed by the example of a shunt in an a-Si solar module measured with Vorno-LIT. Figure 4.15 displays the linescans of the signals \( S^0 \) and \( S^{90} \) through the shunt, representing the heat diffusion from the shunt’s center.

![Figure 4.15: Comparison of LIT signals of a shunt in an a-Si module acquired through a glass panel and from the painted back side. The plot is fitted to match the respective maxima of the \( S^0 \) signals. The glass panel dampens the infrared radiation originating from the solar module with the factor 10.8. The slope of both curves is nearly identical.](image-url)
Open squares display the measurement through the glass superstrate; filled squares the measurement of the painted back side. The plot is fitted to match the respective maxima of the $S^{0\circ}$ signals. A measurement frequency of $f_{\text{shuch-in}} = 20$ Hz was used. The maximum $S^{0\circ}$ signal is 625 relative units for the measurement from the painted back side and 58 relative units for the one through glass; hence the damping factor of the glass is about 10.8. Their slope of the curves of both measurements is nearly identical. This proves that the emission into half space and refraction at the glass surface does not induce a blurring of the LIT signal.

To verify that the measured radiation through the glass superstrate originates from the solar module and not from the glass surface, I coated the front glass and measured the radiation from the glass surface above the shunt. The result of this measurement is shown in Figure 4.16. For comparison, a measurement of the signals acquired from the solar module through the glass superstrate is depicted also. Both Vono-LIT measurement were carried out with a measurement frequency of $f_{\text{shuch-in}} = 4$ Hz. The plot is fitted to match the respective minima of the $S^{90\circ}$ signals.

![Figure 4.16: Comparison of LIT signals of a shunt in an a-Si module acquired through a glass panel and from the painted glass surface. The signal of the painted glass surface is broader and lower (by a factor of 17.4) than the signal measured through the uncovered glass panel.](image)

The signals of the painted glass surface are broader than the signals measured through the unpainted glass and lower by a factor of 17.4. Thus, the signal acquired through the unpainted glass originated from the solar module. That means the disadvantage of the measurement through a glass panel is the dampening of the radiation emitted by the solar module. This results in a lower SNR when measuring through a glass compared to measuring the painted back side (for the same measurement time). If a comparable SNR as in the measurement of the coated back side is needed, a longer
measurement time has to be used. Yet, the dampening makes it difficult to measure at low injection currents as the LIT signal is very low then. This can only be overcome by using lower lock-in frequencies or by injecting higher currents if a measurement from a not encapsulated side is not possible.
5 Simulation of the theoretical LIT signal of thin film solar cells

A profound understanding of the complex LIT signal $S$ of thin film solar modules can only be gained by comparing theoretical simulations with acquired LIT measurement results. The simulations presented in this chapter are based on the analytical approach of calculating the heat diffusion differential equation of an oscillating point heat source on the surface of a solid body representing the solar cell. The simulation results find criteria for a consistent acquisition of the signal phase.

5.1 Thermal model of thin film solar cells and calculation of the heat diffusion differential equation

LIT is limited to the detection of sample surface temperatures. As the signal stimulus can principally occur at different depths in the sample, the temperature distribution within the sample depends on its geometry and boundary conditions (e.g., heat exchange with the medium surrounding the sample) in all three space dimensions $x$, $y$ and $z$. Furthermore, the temperature distribution depends not only on space, but also on time $t$. That means, LIT deals with a four-dimensional physical problem, but only measures three dimensions: The surface temperature of the sample, depending on surface position $x$, $y$, and time $t$. For an uncoupling with the help of calculations, the third space dimension $z$ has to be taken into account. The surface temperature field can be calculated by solving the heat diffusion differential equation. The equation needs a thermal model of a solar cell.

Here, I investigate the simplest case of a heat source, which is a point heat source on the upper surface of the sample periodically stimulated with $f_{scan}$. The sample’s geometry can be modeled by a stack of functional layers, each including its respective thermal behavior, i.e. thermal conductivity $\lambda$, mass density $\rho$ and specific heat capacity $c_p$. Additionally including the layer thickness $d$ results in four parameters for each layer. The thermal quantities can be summarized in the thermal diffusivity $D = \lambda / \rho c_p$, leaving two parameters per layer, $D$ and $d$. To reduce complexity, I chose the simplest possibility for a model: a cuboid with extended dimensions in $x$ and $y$ direction and a small dimension in $z$ direction as illustrated in Figure 5.1. The different functional layers of a thin film solar cell are neglected and seen as one homogenous medium with a certain thermal behavior. This leaves only two parameters for the cuboid model: the thermal diffusivity $D$ and the thickness $d$ in $z$ direction. A more detailed approach is a two layer model with a solid cuboid representing the glass sub- or superstrate and a
very thin layer on its top representing the solar cell. The different heat conductivities and capacities as well as the different mass densities of the glass and the solar cell are regarded in such a model. It is discussed intensively in ref. [101] along with a comparison to the simple model. In the following chapters, I show that the simple model describes the thermal behavior of thin film solar modules on glass adequately.

Combined with the chosen lock-in frequency $f_{\text{lock-in}}$ of the LIT measurement, the thermal diffusion length

$$\Lambda = \frac{\lambda}{\sqrt{\rho c_p \pi f_{\text{lock-in}}}} = \frac{D}{\pi f_{\text{lock-in}}}$$

(5.1)
defines the spatial resolution of the resulting LIT image. If $\Lambda$ is smaller than the dimension that one pixel of the image depicts, then the heat diffusion will not play a role in the evaluation of LIT signals. In evaluations at laboratory scale, $\Lambda$ can be larger than the dimension of one camera pixel and therefore hampers the analysis of small structures and defects. If several heat sources are present within $\Lambda$, it is hard to distinguish between them. An example for thin film solar modules is the investigation of scratched or laser-scribed integrated series connections between cells as will be shown in chapter 6.2.

Figure 5.1: Thermal model of a thin film solar module. The module is seen as a solid with finite dimensions in $x$ and $y$ direction and a finite thickness $d << x, y$. The differing thermal behavior of the thin layers and the glass are neglected and the whole compound is described by one value each for its thermal conductivity $\lambda$, mass density $\rho$ and specific heat capacity $c_p$. These three quantities are summarized in the thermal diffusivity $D = \lambda / \rho c_p$. The model assumes a point heat source at the upper surface of the body that is stimulated periodically and induces a power flow $p_0$ in all directions.

There are principally two ways to calculate the heat diffusion of an oscillating point heat source: Either using the mirror source method [6, p. 115] in real space or cal-
calculating the point spread function (PSF)\(^4\) [101] in Fourier space. They differ in the way they treat the source: In the mirror source method, the value in the center of the source is infinitely high. The PSF finds a finite value for the source center. Therefore, the PSF calculation is physically more realistic and will be described in the following.

As explained, a solution is needed for the three-dimensional heat equation for a periodic excitation with angular frequency \(\omega = 2\pi f_{\text{lock-in}}\) [102, p. 56]. The solution for the temperature (difference) \(\Delta T\) has to fulfill

\[
\frac{\lambda}{\rho c_p} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) \Delta T = \frac{\partial}{\partial t} \Delta T = i\omega \Delta T. \tag{5.2}
\]

The Fourier transform method [101] makes use of the fact that the (spatial) partial differential equation given by equation (5.2) transforms into a simpler algebraic equation in the (spatial) frequency domain. In the following the two-dimensional Fourier transform with respect to the coordinates \((x, y)\)

\[
\hat{T}(k_x, k_y, z) = \frac{1}{2\pi} \int \Delta T(x, y, z) e^{-ik_x x} e^{-ik_y y} dk_x dk_y, \tag{5.3}
\]

is considered. Then, equation (5.2) transforms into

\[
\mathcal{D} \left( -k_x^2 - k_y^2 + \frac{\partial^2}{\partial z^2} \right) \hat{T}(k_x, k_y, z) = i\omega \hat{T}(k_x, k_y, z), \tag{5.4}
\]

where \(k_x, k_y\) are the spatial wavenumbers corresponding to the coordinates \(x, y\). Reorganization of equation (5.4) yields the ordinary differential equation

\[
\frac{\partial^2}{\partial z^2} \bar{T}(k_x, k_y, z) = \left( \frac{i\omega}{B} + k_x^2 + k_y^2 \right) \bar{T}(k_x, k_y, z) = \bar{k}^2 \bar{T}(k_x, k_y, z), \tag{5.5}
\]

with the definition of the complex wavenumber \(\bar{k}\). The general solution of equation (5.5) is given by

\[
\bar{T}(k_x, k_y, z) = A(k_x, k_y) \cosh(\bar{k} z) + B(k_x, k_y) \sinh(\bar{k} z), \tag{5.6}
\]

where the coefficients \(A\) and \(B\) must be chosen in a way that the boundary conditions are fulfilled for each pair of wavenumbers \((k_x, k_y)\).

\(^4\) The PSF is the thermal wave response to a point-like heat source.
The heat source lies on the surface of the regarded solid, i.e. \( z = 0 \) (see Figure 5.1). It causes a spatially extended heat flux \( p_0(x,y) \) which equals the dissipated power density \( p \) (per unit area). In the spatial frequency domain the Fourier transform \( \tilde{p}_0(x,y) \) and the boundary condition reads

\[
\tilde{p}_0(k_x, k_y) = -\lambda \frac{\partial}{\partial z} \hat{T}(k_x, k_y, z = 0) = -\lambda k \tilde{T}(k_x, k_y).
\]  

(5.7)

Note that in equation (5.7) no thermal losses (cooling) at the interface between the layer and the ambient are considered. At \( z = d \), the thickness of the layer, the same assumption leads to

\[
\tilde{p}_{0,d}(k_x, k_y, z = d) = -\lambda k [A(k_x, k_y) \sinh(k d) + B(k_x, k_y) \cosh(k d)] = 0.
\]  

(5.8)

Combining equations (5.7) and (5.8) yields for the Fourier transform of the temperature \( \tilde{T} \) at the surface of layer \( z = 0 \)

\[
\hat{T}(k_x, k_y, 0) = \frac{\coth(k d)}{\lambda k} \tilde{p}_0(k_x, k_y).
\]  

(5.9)

The term \( \coth(k d)/\lambda k \) in equation (5.9) is the Fourier transform \( \hat{u}(k_x, k_y, z) \) of the Green’s function \( u(x, y, z) \) at \( z = 0 \), i.e. the PSF in Fourier space. It is the key term for the description of the thermal response found in LIT signals, representing the heat flux from the source \( p \) that causes the temperature field \( \Delta T \).

The inversion of equation (5.9) allows for the uncoupling (or deconvolution, see chapter 6) of the heat source \( p \) from the heat flux, i.e.

\[
\tilde{p}_0(k_x, k_y, 0) = \hat{u}^{-1}(k_x, k_y, 0) \hat{T}(k_x, k_y, 0) = \lambda k \tanh(k d) \hat{T}(k_x, k_y, 0).
\]  

(5.10)

Thus, equation (5.10) can be used to deduce the Fourier transform \( \tilde{p}_0(k_x, k_y, 0) \) of the heat source from the Fourier transform \( \hat{T}(k_x, k_y, 0) \) of the detected complex signal \( \Delta T(x, y, 0) \) (which corresponds to the complex LIT signal \( S \)). Concluding, by two Fourier transforms (forth and back) with an intermediate division, the initial source \( p = p_0(x,y,0) \) can be reconstructed under the assumption of a thermal model for the system that leads to the PSF in Fourier space \( \hat{u}(k_x, k_y, 0) \).

The phase shift between excitation \( p_0(x,y,0) \) and thermal response \( \Delta T(x,y,0) \) is given by the argument of the PSF in real space \( u(x,y,z) \).
\[
\phi = \arg(u(x, y, 0)).
\] (5.11)

Only the understanding of \(\phi\) allows the acquisition of the global phase \(\phi_g\) of LIT measurements as the following chapter shows.

5.2 Analysis of phase information of LIT signals

The understanding of the phase signal is very important for a profound interpretation of the complex LIT signal \(S\). Several mechanisms can induce a phase shift between excitation and thermal response and add each other up. They have to be separated, if e.g. conclusions from the frequency response of a sample want to be drawn. Altogether, these phase shift mechanisms lead to the global phase \(\phi_g\) that is detected by LIT measurements. The following subchapters discuss the main mechanism inducing a phase shift, an additional (avoidable) phase shift due to transients overlapping the lock-in periods, and the detection of the correct global phase.

5.2.1 Mechanisms causing the global phase of LIT images

As shown in chapter 3.3.3, two phase shift mechanisms can principally be detected with the lock-in process: a phase shift due to a dead time \(t_{\text{dead}}\) or due to a capacitive signal shape distortion. In terms of thermography, it can be stated that heat diffusion in solids is a very fast process, so the temporal course of \(S\) is expected to correspond to a signal shape distortion rather than to a dead time.

To validate this assumption, a pulsed stimulus was applied to a cut-out of an \(\alpha\)-Si solar module showing a shunt (the same sample as used in chapter 6.2). A video of the raw thermography signal of the thermographic camera without lock-in process recorded the thermal answer. Figure 5.2 displays the acquired signals: a) shows the temporal evolution of the raw thermography images for selected points in time. The ascent and descent of the signal do not show an immediate response as expected by a rectangular signal shape. Neither a dead time is visible. b) illustrates the temporal course of the signal in two regions, one in the shunt center (red curve), and one far away from the shunt (green curve). The latter region is a constant background signal. The applied stimulus is illustrated by the blue curve.

The applied pulse had a length of \(t_{\text{pulse}} = 62.5\) ms. The frame rate \(f_t\) of the camera was 160 Hz, that means every \(t_t = 1/f_t = 6.25\) ms an image was recorded. This delivered 10 images for the first half period and overall \(n = 20\) images for the whole period. If the pulsed stimulus had been repeated periodically, this would have led to a lock-in frequency \(f_{\text{lock-in}} = f_t/n = 8\) Hz. The signal in the shunt center increases with limited growth while the pulse is applied.
When the excitation is stopped, the signal decays exponentially. Thus, no dead time $t_{\text{dead}}$ is detected, leading to the conclusion that the phase shift is principally caused by a capacitive signal distortion. The primary assumption and expectation was therefore correct. Hence, for a correct quantification of LIT signals, the lock-in process needs to detect capacitive signals reliably. As discussed in chapter 3.3.3, the lock-in technique is only reliable if the number of frames per period $n$ is set sufficiently high, i.e. $n > 20$, leading to a sufficiently high sampling.
5.2.2 Additional phase shift due to transients over many lock-in periods

The considerations made so far on the creation of a phase shift between excitation and thermal response regarded only single lock-in periods. Yet, lock-in measurements are acquired over many periods $N$. When an overlap of slow transient changes is present, an additional phase shift occurs. Such a slow transient is the heating phase of a sample. Breitenstein showed [6, p. 104] that the heating phase of a lock-in measurement leads to an additional phase shift if the measurement is started with the first stimulus. He shows two ways to compensate such an additional phase drift:

- experimentally by applying the stimulus and only starting the measurement when no transient condition overlaps the periodically pulsed signal, i.e. the sample is in a steady state;
- mathematically by calculating the temperature drift.

I used the first suggestion whenever possible; introducing a delay time between first stimulus and the beginning of the acquisition. This procedure ensures the correct use of the lock-in principle and yields reliable results.

Please note that the heating time of a sample is strongly dependent on the setup, i.e. whether the sample is thermally connected to a temperature controlled chuck. A temperature control is generally preferable as measurements can be performed at a standard temperature, allowing for better comparison between measurements. Due to the structure of $a$-Si solar modules, I chose not to use a chuck and preferred to measure from the side of deposition. A temperature control only makes sense if contacted to the deposition side, because heat conduction through the glass superstrate is slow. As no temperature control was used, for each measurement the overall sample temperature was recorded. This record helped in the analysis of differences induced by differing sample temperatures.

5.3 Theoretical frequency response of thin film solar cells and modules

Additionally to the evaluated mechanisms that introduce a phase shift to the complex LIT signal $S$ (see chapter 5.2), devices in the LIT setup can cause a further phase shift. Such a device can be e.g. the electrical power supply if it does not respond quickly enough to the excitation from the thermographic camera or a chopper wheel of an illumination source. Both examples cause a dead time $t_{dead}$ inducing a further phase shift. Thus, the phase $\phi_m$ of a measured LIT signal $S$ can lie anywhere between $0^\circ$ and $360^\circ$. The deviation of the measured phase $\phi_m$ to the theoretical expectation $\phi_{th}$ is the global phase.
\[ \phi_r = \phi_m - \phi_{th} \]  

(5.12)

The theoretical expectation of the phase \( \phi_{th} \) depends on the type of the stimulating heat source and on the geometrical dimensions of the investigated sample.

The simplest geometry for a heat source is a point heat source. All other geometries can be calculated by the superposition of multiple point heat sources. Thus, the theoretical expectation of the phase \( \phi_{th} \) can be calculated with a simulation of an LIT image using the thermal model presented in chapter 5.1. The geometrical boundaries in this case are the dimensions of the sample in \( x \) and \( y \) direction, the sample thickness \( d \) and the area of one simulated image pixel \( A_p \).

As thermal parameter, the diffusivity \( D \) or the thermal diffusion length \( \Lambda \) given in equation (5.1) can be used. Since \( \Lambda \) depends on the excitation frequency \( f \), which is variable in LIT measurements, it is reasonable to examine the frequency response of the thermal model to review criteria for the determination of \( \phi_t \). The dependence of \( \Lambda \) on \( f \) is proportional to \( 1/\sqrt{f} \), i.e. \( \Lambda \) decreases with increasing \( f \).

The theoretical expectation of the phase \( \phi_{th} \) is derived from equation (5.11). The solution of the PSF in real space can be given analytically only for infinite dimensions of the model in \( x \) and \( y \) direction and only in two limiting cases. These solutions are equations (18) and (19) in [101]. The limiting cases depend on the ratio of the model thickness \( d \) to \( \Lambda \). For \( d << \Lambda \), the limiting case is called “thermally thin”, resulting in a phase of \( \phi_{th}^{thin} = -90^\circ \). For \( d >> \Lambda \), the limiting case is referred to as “thermally thick”, resulting in a phase of \( \phi_{th}^{thick} = -45^\circ \) [6, pp. 103, 136]. In between these limiting cases there is a phase transition; and it is important for the understanding of LIT measurements whether this phase transition lies in the range of measurable frequencies.

To determine the global phase \( \phi_{ph} \), criteria have to be found for the derivation of a single value for \( \phi_{ph} \) from the LIT signal \( S \). As shown in chapter 3.5, \( \phi \) is an image and thus dependent on the position \( (x, y) \): \( \phi = \phi(x, y) \). The first idea for the derivation of a value for \( \phi_{ph} \) would be the arithmetic mean of \( \phi(x,y) \). Yet, this mean value would not be reliable since \( \phi(x,y) \) is generated in a non-linear operation as shown in equation (3.24). Hence, an integral operation is necessary to find an integral phase signal \( \phi_{int} \). This operation is the replacement of \( S^\circ \) and \( S^\circ - 90^\circ \) in equation (3.24) by their respective integrals over the whole image dimensions \( (x, y) \), finding the term for the measured phase

\[ \phi_{th} = \phi_{int} = \text{arg} \left( \iiint S(x,y) \, dx \, dy \right). \]  

(5.13)
An elegant way for a quick access to $\phi_m$ when calculating in Fourier space is using the first component of the Fourier transform $\tilde{T}(k_x, k_y, 0)$, namely $\tilde{T}(1,1,0) = \phi_m$ (see equation (5.3)). This integral definition of a single phase value leads to the first possible criterion for the derivation of $\phi_i$: At the limiting cases thermally thin (theoretical phase $\phi_{\text{th}}^{\text{thin}} = -90^\circ$) and thermally thick (theoretical phase $\phi_{\text{th}}^{\text{thick}} = -45^\circ$), $\phi_i$ is found to be

$$\phi_i^{\text{thin}} = \phi_m^{\text{thin}} - \phi_{\text{th}}^{\text{thin}} = \phi_m^{\text{thin}} + 90^\circ$$

(5.14)

and

$$\phi_i^{\text{thick}} = \phi_m^{\text{thick}} - \phi_{\text{th}}^{\text{thick}} = \phi_m^{\text{thick}} + 45^\circ,$$

(5.15)

respectively, with $\phi_m^{\text{thin}}$ and $\phi_m^{\text{thick}}$ being the measured integral phase values in the two limiting cases.

Breitenstein showed that the integral definition of $\phi_m$ from equation (5.13) is only valid if an (image) area larger than $3\lambda \times 3\lambda$ is evaluated [6, p. 135]. Thus, an additional second criterion apart from the integral phase could potentially be helpful for accessing $\phi_i$. This second criterion shall be the phase position of the maximum signal of a point heat source center $\phi_{\text{max}}^{\text{center}}$. The phase of a point heat source center $\phi_{\text{max}}^{\text{center}}$ lies at $0^\circ$ by definition, finding

$$\phi_i = \phi_{\text{center}}^{\text{max}} - \phi_{\text{center}}^{\text{center}} = \phi_{\text{center}}^{\text{center}} - 0^\circ = \phi_{\text{center}}^{\text{center}},$$

(5.16)

where $\phi_{\text{center}}^{\text{center}}$ is the measured phase at the point heat source center. With the simulation of the frequency response of the thermal model from chapter 5.1, the applicability and congruence of both criteria can be verified.

For the thermal simulation of the PSF I used the parameters given by the optical resolution of the thermographic camera, which where a sample area of $x = y = 2.44 \text{ mm}^2$ (corresponding to the number of $512 \times 512$ image pixels) and the area of one image pixel $A_p = (4.77)^2 \mu \text{m}^2 = 22.71 \mu \text{m}^2$. As sample thickness, I used $d = 1.1 \text{ mm}$, which is the thickness of the IEK-5 solar mini modules shown exemplarily in chapter 2.1. The point heat source was modeled with an image having the pixel value of 0 for every pixel except for the middle pixel that represents the heat source with a dimensionless value of 1. The thermal diffusivity $D$ was assumed to be $1 \text{ mm}^2/\text{s}$; the value was derived from a fit to measurements, which are shown in chapter 6.2. Since the simulation does not contain any additional phase shift, $\phi_{\text{sim}}^{\text{center}} = 0^\circ$ and thus $\phi_{\text{center}}^{\text{center}} = \phi_{\text{center}}^{\text{center}}$ and $\phi_m = \phi_{\text{th}}$ hold. The frequency response of $\phi_{\text{max}}^{\text{center}}$ and $\phi_{\text{th}}$ is depicted in Figure 5.3.
The transition of the theoretical integral image phase $\phi_{th}$ between the limiting cases thermally thin and thick is in the frequency range of $0.01$ to $1$ Hz, i.e. $\Lambda \geq d$. This range can principally be measured by LIT, but transients over such long lock-in periods (1 to 100 s) can hamper the reliable signal detection and are thus not recommended.

For lower frequencies, $\Lambda \gg d$ and $\phi_{th}$ lies at $-90^\circ$ as expected. The transition of $\phi_{\text{center}}^\text{max}$ towards $-90^\circ$ with decreasing frequency can be explained by the small simulated area $x \times y$. The simulation has the boundary conditions of total reflection; that means at a low frequency and thus a long thermal diffusion length $\Lambda$, the heat source damping is very low. Hence, the source degenerates into an extended heat source. In simulations with increasing image scales, the transition of $\phi_{\text{center}}^\text{max}$ shifts to lower frequencies while the transition of $\phi_{th}$ stays at the same frequency range. For thicker devices with $d > 1.1$ mm, both transitions of $\phi_{\text{center}}^\text{max}$ and $\phi_{th}$ are shifted towards lower frequencies. This proves that $d$ is responsible for the transition of $\phi_{th}$. Regarding industrial thin film solar modules, which are thicker than laboratory mini-modules, it can be stated that the frequency range where the thermal thick approximation is valid, is enhanced to lower frequencies for them.
At high frequencies ($\lambda << d$), a transition of $\phi_{\text{center}}$ towards $-45^\circ$ occurs. This can be explained by the fact, that the thermal diffusion length $\lambda$ becomes small against the dimension of one image pixel. Thus, the point heat source is seen as an extended heat source, which phase lies at $-45^\circ$.

The limiting case of thermal thickness is reached in the frequency range of 1 to 100 Hz, where $\lambda \leq d$ and where LIT measurements are performed. Both phase criteria $\phi_{\text{th}}$ and $\phi_{\text{center}}$ stay constant at $-45^\circ$ and $0^\circ$, respectively. Thus, both criteria show a good congruence and are a valuable measure for accessing the global phase $\phi_k$. Chapter 6.3 shows experimental results and the application of these criteria to the measurement of a point heat source.
6 Deconvolution of power generation from heat diffusion with a self-calibrating LIT system

This chapter describes a method called deconvolution that dissociates heat generating sources and thermal blurring due to heat diffusion. This can either be done with the calculation of the heat diffusion differential equation using a thermal model or with a measurement of the heat diffusion. The latter case enables the development of a self-calibrating LIT system that automatically corrects the thermal blurring, without the need to develop a thermal model. The thermal model used for the deconvolution is verified and limits of the deconvolution method are discussed.

6.1 The deconvolution method

LIT is an active measurement method based on a modulation, which is an electrical or optical stimulus in the case of the measurement of solar cells. The response of the sample to the stimulus is heat dissipation at small local and at extended area heat sources. This dissipated heat spreads quickly due to the very fast heat diffusion mechanism in solid bodies. The sources of heat dissipation are often quite small compared to the dimensions of the diffused thermal answer. This impedes the detection of small heat sources, especially in the case of several sources lying close to each other. To detect the size and intensity of the sources of power dissipation, this chapter discusses the possibility to uncouple the source of power dissipation from the heat diffusion. This uncoupling process is based on the calculation or measurement of the heat diffusion and is called deconvolution [6, p. 137]. Figure 6.1 illustrates a scheme of the deconvolution process.

The heat diffusion sets the limit for the spatial resolution of LIT measurements. Mathematically considered, power dissipation of heat sources and heat diffusion are convoluted in real space. In Fourier space, the two mechanisms can be separated by dividing the measured LIT image by the calculated or measured image of the point spread function (PSF, see chapter 5.1). This results in a power dissipation image in Fourier space. Inverse Fourier transforming this image yields the power dissipation image in real space. The original size of all heat sources in the LIT image are reconstructed in this deconvoluted real power dissipation image.
Figure 6.1: Scheme of the deconvolution process. Inherent to LIT images is the heat diffusion from the heat generating sources. Mathematically, both mechanisms are convoluted in real space. In Fourier space, they can be deconvoluted by a division: The Fourier transformed LIT image is divided by the point spread function (PSF) image, which may be gained by a calculation of the heat diffusion differential equation or by a measurement of the heat diffusion profile of a point heat source. The resulting image of the division finds the real power dissipation image after an inverse Fourier transform step.

6.2 Deconvoluting the LIT signal of practical devices

To perform a well-defined model experiment, an artificially introduced shunt was shot into an a-Si cell during the manufacturing process by a high energy laser that locally ablated the silicon layers. This resulted in a direct contact between the front and the back electrode. This short-circuit was a circular shunt with a diameter of about 65 μm as can be seen from the thermography image in live (non lock-in) mode without (Figure 6.2a) and with applied bias (Figure 6.2b).

Figure 6.2c and d display the real part \( S' \) of the measured LIT signal \( S \), obtained with a periodically applied bias current density \( J = 12.5 \, \text{mA/cm}^2 \) and a lock-in frequency of \( f_{\text{lock-in}} = 3 \, \text{Hz} \) and 10 Hz, respectively. Clearly, the higher frequency leads to a better resolution of the thermal LIT image because the thermal diffusion length \( A \) is reduced by a factor of \( \sqrt{10} \). Still, the dimensions of the shunt cannot be derived from the LIT image at 10 Hz.

For a further enhancement of resolution, the LIT signals can be deconvoluted as explained above, using the calculation of the heat diffusion differential equation (5.2) for the defined thermal model. As a first step, the thermal diffusivity \( D \) and the thickness \( d \) of the a-Si cell had to be obtained. The thickness \( d \) was measured to be 1.1 mm. The diffusivity \( D \) was found by comparing the LIT measurement with the calculation of
the PSF of an ideal heat source (see chapter 5.3) for several values of \( D \). This fitting process achieved the value \( D = 1.0 \) mm\(^2\)/s. The deconvolution process was then carried out in the following steps:

1) Fourier transform of \( S_{shunt} \rightarrow \hat{S}_{shunt} = \hat{\mathbf{f}} \) in equation (5.3).
2) Calculation of the PSF in Fourier space \( \hat{\mathbf{u}} = \frac{\text{cosh}(kd)}{kd} \) (see equation (5.9)).
3) Calculation of the real power dissipation image of the shunt in Fourier space
\( \hat{p}_0 = \hat{\mathbf{p}}_{shunt} = \frac{\hat{S}_{shunt}}{\hat{\mathbf{u}}} \) (see equation (5.10)).
4) Inverse Fourier transformation of \( \hat{p}_{shunt} \rightarrow \mathbf{p}_{shunt} \) to obtain the real power dissipation image of the shunt \( \mathbf{p}_{shunt} \) in real space.

Figure 6.2e and f show the real part \( p^{\text{re}} \) of the deconvolved power images \( \mathbf{p}_{shunt} \) of the shunt. A comparison of both figures unveils that the deconvoluted results at both frequencies are very similar as expected, since the size of the power dissipation source is independent of \( f_{\text{lock-in}} \).

![Thermography images of an artificial shunt in an a-Si solar module.](image)

Figure 6.2: Thermography images of an artificial shunt in an a-Si solar module. The live mode – a) without bias and b) with bias \( J = 7 \) mA/cm\(^2\) – representing the detector signal without application of the lock-in technique is used to localize the artificial shunt with an approximate diameter of 65 \( \mu \)m. c) and d) show the real part \( S^{\text{re}} \) of the LIT signal (bias \( J = 12.5 \) mA/cm\(^2\)) measured at lock-in frequencies \( f_{\text{lock-in}} = 3 \) Hz and 10 Hz, respectively. e) and f) show the real part \( p^{\text{re}} \) of the power density obtained from the deconvolution process using a layer thickness \( d = 1.1 \) mm and a thermal diffusivity \( D = 1.0 \) mm\(^2\)/s.
This finding is more clearly seen from Figure 6.3, which shows linescans ($\gamma = 0$ in the center of the shunt, $x \geq 0$) for the original signals $S^0$ and $S^0^*$ corresponding to the LIT images in Figure 6.2c and d, as well as for the real part $\rho^0$ and the imaginary part $\rho^0^*$ of the deconvoluted power density. Although the original thermal signals $S^0$ and $S^0^*$ differ slightly for the two frequencies, the reconstruction yields equal results for $\rho^0$ in both cases. Furthermore, the imaginary parts $\rho^0^*$ of the deconvoluted signals are close to zero (within the limits given by the noise), indicating that the deconvolution has successfully reconstructed the original source term $\rho$, which must be real by definition.

![Figure 6.3: Linescans of the LIT signal (real part $S^0$ and imaginary part $S^0^*$) through the center of the shunt measured at lock-in frequencies $f_{\text{lock-in}} = 3$ Hz and 10 Hz, respectively, together with the deconvoluted power density signals $\rho^0$ and $\rho^0^*$](image)

To learn how sensitive the deconvolution process is, the measurement frequency $f_{\text{lock-in}}$ and the assumed diffusivity $D$ was investigated. As a measure for the application of the deconvolution, the full width at half maximum (FWHM) was chosen. Figure 6.4 shows the FWHM of the measured $S^0$ signal in comparison to the FWHM of the deconvoluted signals $\rho^0$. Whereas the FWHM of $S^0$ decreases with increasing frequency as expected, the FWHM values of $\rho^0$ remain about constant over the whole frequency range supported by the camera. With values of about $62 \pm 10$ $\mu$m (linear fit for $\rho^0$), the FWHM is close to the shunt diameter of 65 $\mu$m. It has to be mentioned that one pixel width depicks approximately 4.8 $\mu$m, i.e. the FWHM varies about 2 pixel lengths only.

Furthermore, the choice of the thermal diffusivity $D$ only has an influence at higher frequencies and if chosen lower than about $D = 1.0$ mm$^2$/s. For lower values, the FWHM of the deconvolution increases. For chosen values of $D$ higher than
$D = 1.0 \text{ mm}\text{s}^2/\text{s}$, the deconvolution always yields similar results. Thus, the deconvolution process is relatively robust against assuming too high values for $D$, at least for the geometry of the present shunt.

![Diagram showing FWHM of $S^R$ and $p^R$ as a function of lock-in frequency $f_{\text{lock-in}}$.](image)

**Figure 6.4:** Full width at half maximum (FWHM) of the real part $S^R$ of the thermal LIT signal and of the real part $p^R$ of the deconvolved power density signal, both as a function of the lock-in frequency $f_{\text{lock-in}}$. The FWHM of $S^R$ decreases with increasing $f_{\text{lock-in}}$. The FWHM of the deconvolved power density $p^R$ is essentially independent of $f_{\text{lock-in}}$. Moreover, if $D$ is chosen above a certain value (here about 1 mm$^2$/s) the results become independent of the precise choice of $D$.

To evaluate the deconvolution process on a practical device, I applied both processes on a defective series interconnection between two cells in an a-Si solar module. Figure 6.5a shows $S^R$ and $S^\text{90}$ of the LIT signal $S$ obtained at $J = 65$ mA/cm$^2$ and $f_{\text{lock-in}} = 3$ Hz. The main dissipation occurs at the edges of the laser line $P_2$ which connects the back contact of the cell at the left with the front transparent conductive oxide (TCO) contact of the cell to the right. As shown in chapter 2.1, the lines $P_1$ and $P_2$ must separate the front TCOs and the back contacts between the two cell areas [103].

The power density $p$ derived from the deconvolution process is depicted in Figure 6.5b. As $p$ is the reconstruction of a real power source, its imaginary part $p^\text{90}$ should be zero. Within the attainable SNR, $p^\text{90}$ is negligibly small, proving the successful deconvolution. The real part $p^R$ shows a strong enhancement of the spatial resolution of the heat sources compared to the LIT signal $S^R$ in Figure 6.5a. It finds that the main dissipation occurs at the edges of the $P_2$ line. This is due to the fact that when choosing non-optimal parameters for this laser scribing process, the line becomes almost insulating due to redeposition of Si material [104]. As can be seen from Figure 6.5b, the current concentrates at few spots at the edges of the line. Thus, the main signal
in this case does not stem from shunts but from current crowding. After deconvolution the edges of the laser lines \( P_1 \) and \( P_3 \) are also clearly seen. This effect is essentially due to geometric and/or material effects on the emissivity at the edges of the lines. Imperfections in the deconvolution process may play a role. The process cannot distinguish between emissivity effects at features and a heat diffusion of near-by sources that overlap. This effect can be seen in Figure 6.5b at the left edge of the \( P_3 \) line, which appears brighter than the right one.

Figure 6.5: Comparison of deconvolution results of a defective integrated series connection in a tandem solar module. The LIT signal \( S \) (a) acquired at \( J = 65 \) mA/cm\(^2\) and \( f_{\text{lock-in}} = 3 \) Hz is deconvoluted to reconstruct the original dissipated power density \( p \) (b). The deconvoluted power density \( p \) finds the main dissipation at the edges of the \( P_3 \) line, which is supposed to connect the back contact of the cell at the left with the front TCO contact of the cell to the right.

### 6.3 Realization of a self-calibrating LIT system

Instead of calculating the PSF, it can be measured with the heat diffusion profile of a point heat source. Adding such a measurement possibility to the LIT setup, allows for the LIT system to automatically deconvolute the LIT results. It does not play a role, which thickness and which thermal diffusivity a used sample has and whether the operator of the system knows these data. Such a type of LIT system would be particularly user-friendly as it could calculate the actual electrical power dissipation by just two measurements; one of the PSF, and one LIT measurement of the device. In the following, I will call such a system “self-calibrating”.

6.3 Realization of a self-calibrating LIT system

6.3.1 Setup

The development of a self-calibrating LIT setup inherits some obstacles that can be solved by certain tricks. The first aim is to find a heat source that is smaller than the optical dimensions of one pixel of the thermographic camera. Furthermore, the thermal diffusion length $\Lambda$ has to be in a range that is visible in the LIT images. For example, for $D = 1.0$ mm$^2$/s and $f_{lock-in} = 10$ Hz as above, the thermal diffusion length is about $\Lambda \approx 178 \mu$m. If the optical dimension of a LIT image pixel width is larger than $\Lambda$, no practical information on the actual size of heat sources can be found. In the LIT setup, I used a close-up lens with a magnification factor of $m = 5$ for the thermographic camera. With that, the optical dimension of one image pixel was about $4.8 \times 4.8 \mu$m$^2$. The heat diffusion according to $\Lambda$ could therefore be seen well. To obtain a heat source smaller than these $4.8 \times 4.8 \mu$m$^2$, I used a laser spot that is focused through a microscope lens so that its diameter $d_{spot}$ was smaller than $3 \mu$m. A scheme of the setup is illustrated in Figure 6.6. For the correct measurement of the laser spot, it was important to find the right focus so that the spot is focused in the plain of the TCO and not in the plain of the glass surface. With such a small spot diameter, even a laser spot of a low power laser yields a very high power density. Therefore, I weakened the laser with a filter (dampening $10^3$) and a quartz mirror (reflection efficiency 4%) from 2 mW to 80 nW. The spot area was about $A_{spot} = \pi(d_{spot}/2)^2 = 7.07 \times 10^{-12}$ m$^2$, leading to an irradiance $E_{laser}$ of the spot of approximately 11300 W/m$^2$, which corresponded to the power density of 11.3 suns. This power density was high enough to find an LIT signal and low enough not to damage the investigated solar module. In order to obtain a complex signal as basis for the determination of the PSF, I chopped the laser spot with a chopper wheel and measured it with a regular LIT setup.

6.3.2 Evaluation of the measured heat diffusion profile

With this setup, I measured a similar solar cell sample as used in chapter 6.2 (having an artificial shunt also) with the laser spotting to an area away from the shunt. The LIT measurement of the chopped laser spot leads to an image of a temperature distribution $\Delta T_{meas} = S_{meas}$ that shows the heat diffusion profile of an ideal heat source, which is smaller than one image pixel. If this image is normalized to its maximal value, the corresponding power density image $P_{ideal}$ is known: This image has the same dimensions as the LIT image; all pixel values are 0 except the one in the position of the heat source, which has the dimensionless value of 1. With the Fourier transforms of $S_{meas} \rightarrow \hat{S}_{meas}$ and $P_{ideal} \rightarrow \hat{P}_{ideal}$, the PSF image is obtained by transforming equation (5.10) to $\hat{u} = \hat{S}_{meas} / \hat{P}_{ideal}$. Figure 6.7 shows a comparison of the LIT images $S^{0 \alpha} = \text{Re}(S)$ and $S^{\text{Im}} = \text{Im}(S)$ of the measured heat diffusion profile at lock-in frequencies $f_{lock-in}$ of 1, 3, and 10 Hz with the results of the simulation of an ideal point heat source, which are presented in chapter (5.3).
Figure 6.6: LIT setup for the acquisition of the PSF in a sample. The cube shows the orientation of the sample in the setup. The lock-in signal is passed on to a chopper wheel, which is positioned in the light path of the laser beam. The laser beam is focused by a microscope lens to a spot diameter $d_{\text{spot}}$ smaller than 3 $\mu$m. Thus, the spot is smaller than the resolution of the infrared camera, where an image pixel pictures an area of $4.8 \times 4.8 \mu$m$^2$. The heat diffusion profile of the laser beam on the sample is captured with the infrared camera and processed by a personal computer to obtain the PSF.

In principle, the measured and the calculated heat diffusion profiles $S_{\text{meas}}$ and $S_{\text{ideal}}$ show acceptable congruence; yet with some deviations in the absolute signal height and the slope as well as in the imaginary parts $S^{i\omega}$. For a more incisive comparison, Figure 6.8 shows linescans from the center in x direction to the rims of all images contained in Figure 6.7.
6.3 Realization of a self-calibrating LIT system

Figure 6.7: Measured heat diffusion profile of a small laser spot on an a-Si solar cell compared to the simulation of an ideal heat source on a thermal model of a thin film solar cell. The measured heat diffusion profiles were acquired with the setup shown in Figure 6.6. Since the heat inducing laser spot is smaller than the dimensions that one image pixel depicts, the measured signal stems from the heat diffusion of this “ideal” point heat source in the center pixel. The comparison to the simulation of an ideal heat source shows deviations in the absolute signal height and the slope as well as in the imaginary parts.$^5$

The comparison of the linescans of the real parts $S^r$ finds only slight deviations in the slope, pointing to a successful acquisition of the PSF with the measurement of the laser spot. Yet, the discrepancy in the absolute height of the signal is markedly. The discrepancy is presumably caused by the thermal model, since Straube [101] finds lower absolute values for a two-layer model with a thin and highly heat conductive layer on top of a solid body.
Figure 6.8: Linescans of measured and calculated ideal heat diffusion profiles. The linescans were taken from the center of the images in Figure 6.7 in x direction. The deviations in the slope of the $S^{n=0}$ signals are negligibly small. The $S^{n=0}$ signal behavior of the measurements at 7 Hz and 50 Hz with the “dip” at $r = 0.1$ mm is due to small phase deviations probably caused by the settling time of the chopper wheel. The markedly higher absolute value of the ideal profile is presumably caused by the simple thermal model [101].

The deviations in the center of $S^{n=0}$ are the overestimation at 1 Hz and the occurrence of an undershoot at 7 Hz and 50 Hz. The cause of these deviations is probably the settling process for the synchronization of the chopper wheel that controlled the lock-in process of the laser beam measurement. The setup does not allow leaving out several lock-in periods at the beginning of a measurement as postulated in chapter 5.2.2. Since the settling process for the synchronization of the chopper wheel varied for each measurement frequency, it was not possible to correct the measurements afterwards. I tried to contain the settling process by choosing a long measurement time. Additionally to the chopper wheel synchronization, a further influence on the phase deviations may be caused by a low sampling as explained in chapter 3.3.3. Figure 6.9 illustrates the results for the phase deviations of the two criteria for $\phi_{\text{center}}$ and $\phi_{\text{inter}}$ (see chapter 5.3). The plot was achieved by adjusting the global phase $\phi_g$ to fulfill the limiting case of “thermal thickness”, resulting in $\phi_{\text{inter}} = -45^\circ$ for all frequencies. This limiting case was predicted by the simulations in chapter 5.3.

The phase of the heat source center maximum $\phi_{\text{center}}$ fluctuates only slightly except for some outliers at 1, 20, 30 and 100 Hz. As explained, they are probably due to the chopper wheel synchronization time and the low sampling at higher frequencies. At 1 Hz, the thermal thick approximation additionally starts to become precarious, since $\Delta = 0.56$ mm is in the range of $d = 1.1$ mm. The linear fit to $\phi_{\text{center}}$ over all measurements shows a slight increasing trend. But when leaving out the precarious measure-
ments at 1 Hz and 100 Hz (low sampling, \( n = 4 \)), the linear fit lies well at 0° with a slight negative slope only.

![Graph showing thermal diffusion length and phase vs. frequency](image)

**Figure 6.9:** Measured frequency response of the integral image phase and of the heat source center phase. The global phase \( \phi_g \) was adjusted with the criteria of \( \phi_{\text{tot}} = -45° \) to fulfill the limiting case of “thermal thickness” that was predicted in chapter 5.3. The phase of the heat source center maximum \( \phi_{\text{center}} \), which was predicted to be consistently 0° in theory, fluctuates with maximally 15°. The solid lines represent the respective linear fits to the data. At 1 Hz and 100 Hz uncertainties occur due to the beginning transition of the thermal thick case at 1 Hz (see Figure 5.3) and due to the low sampling at 1 Hz with \( n = 4 \). When leaving out these two points, the linear fit of \( \phi_{\text{center}} \) (dashed green line) stays almost constantly at 0°.

Summarizing, the measurement of the heat diffusion profile and the derived PSF seem acceptable, still there is room for improvement. For a reliable self-calibrating system, the chopper wheel synchronization has to be improved in particular to ensure a consistent acquisition of the PSF phase. Furthermore, the application of a two-layer model could deliver a more precise theoretical description. Whether the quality of the measured PSF is acceptable for a self-calibrating device is discussed in the following chapter 6.3.3.

### 6.3.3 Self-calibration on a sample with an artificial shunt

To evaluate the functioning of the setup and the deconvolution process, I acquired an LIT signal of an artificial shunt in the same sample cell that was used for the measurement of the heat diffusion profile \( S_{\text{meas}} \). The LIT signal acquisition was carried out at lock-in frequencies \( f_{\text{lock-in}} \) of 1, 3, and 10 Hz and at a current flow over the shunt
of approximately $I_{\text{shunt}} = 45$ mA (see Figure 6.10). The deconvolution process was carried out in the following steps:

1) Construction of the power density image $p_{\text{ideal}}$ as described in chapter 6.3.2.
2) Fourier transform of the three complex quantities
   \[ S_{\text{shunt}} \rightarrow \hat{S}_{\text{shunt}} \text{ (} = \hat{T} \text{ in equations (5.10))}, \quad S_{\text{meas}} \rightarrow \hat{S}_{\text{meas}} \quad p_{\text{ideal}} \rightarrow \hat{p}_{\text{ideal}}. \]
3) Calculation of the PSF in Fourier space $\hat{u} = \hat{S}_{\text{meas}}/\hat{p}_{\text{ideal}}$.
4) Calculation of the real power dissipation image of the shunt in Fourier space by
   \[ \hat{p}_{\text{shunt}} = \hat{S}_{\text{shunt}}/\hat{u}. \]
5) Inverse Fourier transformation of $\hat{p}_{\text{shunt}} \rightarrow p_{\text{shunt}}$ to obtain the real power dissipation image $p_{\text{shunt}}$ of the shunt in real space.

The deconvolution results using the measured PSF are shown in Figure 6.10 compared to the deconvolution results using the calculated PSF shown in chapter 5.1, using the parameters solar cell thickness $d = 1.1$ mm and thermal diffusivity $D = 1$ mm$^2$/s. Following observations regarding each method separately can be made: First, all deconvoluted shunt signals have the same size independent of the frequency. Second, the signal $p_{\text{meas}}^{\text{out}}$ is noise only and $p_{\text{ideal}}^{\text{out}}$ is very low. Both observations lead to the conclusion that the deconvolution works successfully in principle, as theoretically the heat source is real (not complex) and independent of the acquisition frequency.

Comparing the results of the two deconvolution methods with each other, the method using the calculated PSF shows a significantly higher SNR. This is expected since the calculated PSF does not contain any noise. So the deconvoluted result using the calculated PSF just contains the noise of the shunt measurement. The deconvoluted result using the measured PSF contains the noise of the shunt measurement and the heat diffusion profile measurement, explaining its markedly lower SNR. As the noise looks like a more or less regular pattern, it seems to contain information from interferences of the laser spot with the glass surface or the TCO layer.

In terms of the shunt size that is reconstructed by both methods, the method using the calculated PSF reconstructs smaller features. It finds the shunt size to be 65 $\mu$m compared to 85 $\mu$m, which the method using the measured PSF reconstructs. This fact points to the conclusion, that the method using the calculated PSF is more accurate. Yet, as mentioned above, 1 image pixel width corresponds to approximately 4.8 $\mu$m; so the size difference is just 4 image pixels. Thus, the shunt size reconstruction lies in the tolerance of the image resolution. However, another feature of the comparison points to the above conclusion, too: The deconvolution with the calculated PSF resolves the heat source more precisely, showing that most of the heat generated in the shunt stems from its edges. In contrary, the method using the measured PSF finds the maximal power dissipation in the center of the shunt.
6.3 Realization of a self-calibrating LIT system
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Figure 6.10: Comparison of deconvolution results of a shunt. The measured LIT signal at three lock-in frequencies \( f_{lock-in} \) of 1 Hz (a), 3 Hz (b), and 10 Hz (c) is deconvoluted using the measured PSF (Figure 6.7) and the calculated PSF (chapter 5.1). All deconvoluted shunt signals have the same size for each method independent of the frequency. This shows that the deconvolution method in principle successfully reconstructs the shunt’s size. As a second proof for the validity of the deconvolution, the signals \( p_{in}^{\text{w}} \) and \( p_{in}^{\text{w}} \) are very low (nearly zero), finding that the original heat source is real as postulated by theory. Comparing the results of the two deconvolution methods, it is found that the method using the calculated PSF resolves the shunt in more detail.

This leads to the conclusion, that the measured heat diffusion profile has a too large extent. An explanation for this is the focusing of the laser spot, which is presumably hampered by the TCO layer. This layer is optimized for the spreading of incoming light, i.e. the TCO layer may expand the laser beam, leading to a larger heat source than depicted in one image pixel. Anyway, the shunt size reconstruction with the deconvolution using the measured diffusion works acceptably well.

To characterize the self-calibrating LIT system, a measurements series over the whole supported frequency range was acquired. Compared to the measurements series from chapter 6.2, which included lock-in frequencies \( f_{lock-in} \) from 0.1 to 100 Hz, the series for the self-calibrating LIT system was limited from 1 to 100 Hz. This was due to the chopper wheel that did not support frequencies below 1 Hz. Concerning the shunt size in the deconvoluted results, a manual review found them to be \( 85 \pm 10 \mu m \) using the method with measured PSF and \( 65 \pm 10 \mu m \) using the method with calculated PSF, as can be seen in Figure 6.10.

The deconvolution results using calculated PSF showed that most of the heat generated in the shunt stems from the edge of the shunt. In this case, the FWHM as used in chapter 6.2 is not an appropriate measure for the deconvolution results over the frequency range. Instead, the SNR is used to compare the deconvolution results of the self-calibrating system with the ones of the method using calculated PSF. In principal it can be stated that the higher the SNR, the better the deconvolution result is. The SNR was calculated with the definition by Bushbert for imaging techniques [105], being the ratio of the amplitude of the useful signal \( A_{\text{signal}} \) to the standard deviation \( \sigma_{\text{noise}} \).

\[
\text{SNR} = \frac{A_{\text{signal}}}{\sigma_{\text{noise}}} \quad (6.1)
\]

The standard deviation \( \sigma_{\text{noise}} \) is calculated using the estimator function
\[ \sigma_{\text{noise}} = \sqrt{\frac{1}{n - 1} \sum_{i=1}^{n} (X_i - \bar{X})^2} \]

with \( n \) being the number of regarded pixels, \( X_i \) the value of pixel No. \( i \) and the arithmetic mean of all pixel values \( \bar{X} = \frac{\sum_{i=1}^{n} X_i}{n} \). Since the signals are normalized, the used amplitude of the useful signal is \( A_{\text{signal}} = 1 \). The standard deviation is calculated using all image pixels except the ones of the shunt in the center carrying the useful signal.

Figure 6.11 shows the SNR of the deconvoluted real power images \( p_{\text{me}}^c \) and \( p_{\text{cal}}^c \) (for both methods – measured and calculated PSF) named \( \text{SNR}_{\text{me}} \) and \( \text{SNR}_{\text{cal}} \).

\[\text{Figure 6.11: Comparison of the signal-to-noise ratios of deconvolution results using measured (SNR}_{\text{me}} \text{ and calculated PSF (SNR}_{\text{cal}} \text{. Cubes represent measurements at full detector resolution. For higher acquisition frequencies, the detector resolution has to be scaled-down. These measurements are represented by crossed cubes. For both deconvolution techniques, the SNR of the scaled-down images decrease markedly. Over the whole frequency range, SNR}_{\text{cal}} \text{ is higher than SNR}_{\text{me}} \text{ with a factor of about 8 to 10. When only considering full frame images, the SNR tends to rise with increasing frequency. Best deconvolution results were obtained at } f_{\text{lock-in}} = 30 \text{ Hz for both processes.}\]

As explained above, \( \text{SNR}_{\text{cal}} \) is higher than \( \text{SNR}_{\text{me}} \) over the whole frequency range. Quantitatively, the factor \( \text{SNR}_{\text{cal}} / \text{SNR}_{\text{me}} \) is about 8 to 10. At higher lock-in frequencies above 30 Hz (crossed cubes in Figure 6.11), both signal-to-noise ratios drop markedly. To achieve these high frequencies, a subframe of the infrared detector had to be chosen (256 \( \times \) 256 pixel, see chapter 3.4.1). Obviously, this enhanced the noise in the images at high frequencies. For a comparison, images at full frame resolution (cubes) were acquired at \( f_{\text{lock-in}} = 30 \text{ Hz} \) and at \( f_{\text{lock-in}} = 40 \text{ Hz} \), which showed a higher SNR compared to
the low resolution images at the same frequencies. Neglecting the deconvoluted low resolution images, the $SNR$ tendentially increased with increasing frequency. The best $SNR$ for both deconvolution methods was achieved at 30 Hz in full frame resolution. It has to be noticed that all shunt LIT images at full frame resolution had the same acquisition time of $t_{\text{acq}} = 10\text{ min}$. the acquisition time of the heat diffusion profiles was $t_{\text{acq}} = 20\text{ min}$. Concluding, a high lock-in frequency and a full frame resolution enable the best deconvolution results.

In summary it can be stated that the deconvolution process for LIT images is a useful tool for the evaluation of small heat sources in solar cells and modules. It can be applied to any structures with a size as large as about the thermal diffusion length. It is helpful for the analysis of defects as well as new processes, e.g. new series connection concepts for thin film solar modules. There are two ways to implement the deconvolution process: First, to establish a thermal model for the sample and then to calculate the PSF of the thermal model. Second, to measure the heat diffusion profile of a point heat source smaller than the dimensions that a pixel of the thermographic camera depicts. In many cases, a focused laser beam can deliver such a heat source. In both cases, the implementation of an algorithm using Fourier transform is necessary. The first implementation with calculated PSF shows very satisfying deconvolution results with a high $SNR$. It was found to be quite insensitive to the estimation of a high thermal diffusivity $D$, i.e. its algorithm is relatively robust. Yet, the implementation is quite complex with the introduction of a thermal model including a fitting process for the parameters needed.

The second implementation using a measurement of the PSF enables a self-calibrating system for each sample without the need to know its thermal properties, dimensions, etc. This principally could fasten the deconvolution process compared to the first implementation. The setup I used produced acceptable results for the estimation of the size of a shunt.
7 Quantitative interpretation of Limo-LIT signals and images

This chapter explains known and novel voltage-modulated LIT methods under constant illumination that allow for a reasonable quantification of power dissipation and generation in solar modules. Contrarily to previously proposed LIT methods, the novel methods are carried out at the MPP, i.e. under operation conditions.

7.1 Power density scaling of Limo-LIT signals

The evaluation of solar cells and modules by means of LIT can obtain insight into power dissipation sites and mechanisms. This evaluation has to be realized at realistic operation conditions, i.e. under illumination. Hence, the correct quantification of Limo-LIT signals plays a major role in this evaluation.

Primarily to the quantitative evaluation, Limo-LIT measurements have to be carried out. Compared to Vomo-LIT measurements, the requirements on the setup are more demanding: As described in chapter 4.6, a suitable light source has to be chosen, i.e. with a high irradiance and sufficient irradiance homogeneity. Furthermore, a source measuring unit working in four quadrants (instead of two) has to be used, as the power generated by the solar cell or module has to be absorbed.

In principle, Limo-LIT can be carried out at any bias voltage applied to the solar cell or module. For the implementation of the modulation, there are several possibilities:

- For small bias voltages below \( V_{oc} \), the bias can be held constant and the illumination can be modulated. This approximation is valid as long as the dark current flow \( J_0 \) at switched off illumination is negligible compared to the current flow \( J \) at full illumination.

- A more accurate measurement is achieved, if the bias voltage and the illumination are modulated simultaneously. This requires a fast and reliable triggering of both modulated quantities with the lock-in process.

- The same accuracy at lower requirements for the setup achieves the use of an adjustable resistance (potentiometer) that is connected to the solar cell or module. The resistance can be adjusted to the wanted bias voltage under full illumination. Then just the illumination can be modulated. The Limo-LIT measurements in this thesis were carried out with this method.

An access to the quantitative evaluation of Limo-LIT is the approach introduced by Isenberg [70], which uses the entire \( P/V \) characteristic of a solar cell. I applied the
approach to the a-Si solar mini-module used in chapter 4.6. First, a characterization of the solar module under the LED light source of the Limo-LIT setup and under a sun simulator with normed air mass 1.5 global light (AM1.5G) had to be carried out. This had to be done to find out, whether the module’s J/V characteristic changes under the different spectrum of the light. In principle, the $V_{\text{MPP}}$ could be shifted to another voltage and $J_{\text{MPP}}$ could differ as the distance of LED light source and module was chosen to match the respective $J_{\text{sc}}$ under both light conditions, i.e. $J_{\text{sc,LED}} = J_{\text{sc,AM1.5G}}$. If the deviations were too high, this would prevent drawing more general conclusions from Limo-LIT measurements. The matching led to an irradiance $E_{\text{LED}} = 634.4 \text{ W/m}^2$ of the LED light source. The measured J/V (a) and P/V (b) characteristics are shown in Figure 7.1.

The characteristics under both illuminations almost correspond except for some minor differences. The $V_{\text{oc}}$ is lower under the LED light, but the current at MPP $I_{\text{MPP}}$ higher. As $V_{\text{MPP}}$ is the same for both illuminations, the output power $P_{\text{MPP}}$ and the fill factor FF are higher, too. The efficiency $\eta$ is much higher under the blue light as the a-Si solar module is especially sensitive to illumination in the short-wave range of the visible spectrum. In conclusion, the module characteristics do not change much under the different illumination sources. This allows drawing conclusions about the electrical behavior of the module from Limo-LIT measurements to real operation conditions.

Figure 7.1: Measured J/V and P/V characteristics of the examined a-Si module under AM1.5G and illumination with blue LEDs. Under blue LED light, the module achieves a somewhat higher $J_{\text{MPP}}$ and thus a higher $P_{\text{MPP}}$. The FF is higher, which partly is due to the lower $V_{\text{oc}}$. The efficiency $\eta$ is much higher as the a-Si solar module is especially sensitive to illumination in the short-wave range of the visible spectrum. This shows that integrally over the whole module, the LED illumination source of the LIT setup yields results comparable to those of a sun simulator.
Yet it has to be stated that the measurements represent integral values of the complete module. Voltages of single cells in the module still can differ under the different light sources. A monitoring of the cell voltages during the \( I/V \)-measurements at the sun simulator is necessary, if the Limo-LIT signals want to be investigated in detail. Such an investigation is shown in chapter 7.3. As the approach of Isenberg evaluates the integrally dissipated electrical power, these deviations can be neglected in the following evaluation. According to chapter 2.4 and Breitenstein [6, p. 44], the integral of the \( S^{-45^\circ} \) Limo-LIT signal must be proportional to all dissipated heat in the solar cell at a certain operation point. Therefore this integral can be compared to the measured electrically dissipated power of the solar module at its contacts. In that way, a \( P/V \)-characteristic can be retrieved. Figure 7.2 shows this comparison of the characteristics. The green curve is the measured power at the contacts \( (P_{\text{meas}} = V \times I = P_{\text{in}} - P_{\text{o}}) \) and the blue curve is the integrated \( S^{-45^\circ} \) Limo-LIT signal.

![Figure 7.2: Comparison of integral Limo-LIT \( S^{-45^\circ} \) signals (blue circles) to the extracted power \( P_{\text{ext}} \) (green circles) of the examined a-Si module, both over the module’s voltage. The MPP according to the integral LIT signals is shifted compared to the MPP of the extracted power by a voltage \( \Delta V_{\text{ext}} = 0.64 \, \text{V} \). This is due to the contact series resistance \( R_c \), which cannot be measured by LIT. With a procedure that corrects for \( R_c \), the MPPs of \( P_{\text{ext}} \) and \( S^{-45^\circ} \) can be fitted to match (red line). In the present case, the contact series resistance was found to be \( R_c = 12 \, \Omega \). The comparison of the corrected maximal extracted power \( P_{\text{ext}}^{\text{corr}} \) and the difference level between the integral LIT signals at \( J_{\text{oc}} \) and MPP can be used to scale the Limo-LIT images. Here, the result is a power density scaling from 0 to 1276 W/m\(^2\). For Figure 4.13 a-c.](image)

Two major discrepancies between the two curves can directly be seen: The first discrepancy is that at \( V_{\text{oc}} \), the Limo-LIT signal does not reach the same value as at \( J_{\text{oc}} \) which a solar cell does in theory. This can be due to the series resistance \( R_c \) of contacts.
and supply cables or it can have to do with additional losses occurring outside the field of view of the LIT images. Due to mechanical restrictions of the sample holder, which only enables a free view on the active solar module area, it was not possible to find such losses with the LIT setup. Still, there is another possible explanation for the deviation of the LIT signal at $V_m$: If the directly measured temperatures by the camera are compared, it shows that the mean temperature of the whole module rises from 30.0 °C at $V_m = 0$ to 30.5 °C at $V_m$. A possible explanation is that the spectrum of the emitted heat of the solar module shifts with increasing voltage. If additionally the quantum efficiency of the thermocamera is not constant over this spectrum range, this can lead to the loss of proportionality between the camera signal and the dissipated power. As the measurements of both the spectrum of the solar module excitation as well as the cameras quantum efficiency is very challenging, this explanation could not be verified experimentally.

The second distinctive discrepancy between $P_{ext}$ and the integral $S^{-45°}$ LIT signals is that the MPP is shifted from $V_{MPP} = 3.60$ V to $V_{adj} = 4.24$ V by a the voltage $\Delta V_{abs} = V_{adj} - V_{MPP} = 0.64$ V. This is probably due to the series resistance $R_s^c$ of the contacts and supply cables, which are not in the field of view of the LIT images and thus not inherent to the integral $S^{-45°}$ LIT signals. To verify the assumption that a series resistance causes the shift of the MPP, the measured curve of $P_{ext}$ can be corrected for $R_s^c$ with the following procedure:

- The absolute voltage difference between $P_{ext}$ and the integral $S^{-45°}$ LIT signals normalized to the same minimum of dissipated power has to be calculated. From this curve, a typical value, for example the arithmetic mean or the median or the voltage difference in the MPP has to be chosen. In this case, I chose the latter method, leading to $\Delta V_{abs} = 0.64$ V.
- The additional resistance can then be calculated by $R_s^c = \Delta V_{abs}/I$, leading to a value of $R_s^c = 12$ Ω in this example.
- The power curve corrected for $R_s^c$ is then achieved by calculating the voltage difference $\Delta V_{const} = R_s^c \times I$ and shifting $\Delta V(V)$ by $\Delta V_{const}$.
- The corrected curve is then found by calculating $P_{adj} = V \times I$.

This method causes uncertainties in the range of low voltages, thus an approximation (e.g. linear) for low voltages to fit $P_{adj}(V = 0) = 0$ can be applied. However, the low voltage range is not as important as the voltage region around $V_{MPP}$ for the quantitative analysis and may be neglected as well. The corrected extracted power $P_{adj}$ is depicted in Figure 7.2 as red curve. It matches the measured integral LIT signals (blue curve) well so that the assumption of additional series resistances explains the shift of the MPP well.

The values of the highest ($S^{-45°} = 1.276 \times 10^8$ rel. units) and lowest ($S^{-45°} = 1.108 \times 10^8$ rel. units) LIT signal can be used indirectly for an estimation of the dissis-
pated power, allowing to apply a power density scale to the Limo-LIT images. The difference of these two signals \( \Delta S_{\text{corr}} = S_{\text{corr}} - S_{\text{MPP}} \) is proportional to the extracted power \( p_{\text{corr}}\text{max} \) = 363 mW. With that, the scale for the dissipated power density in an image pixel \( p_{d}^{x_0, y_0} \) of the Limo-LIT measurement is

\[
p_{d}^{x_0, y_0} = \frac{N_{xy}}{\Delta S_{\text{corr}} \cdot A_{m}[\text{m}^2]} \cdot \frac{p_{\text{corr}}}{S_{\text{MPP}}} \quad (7.1)
\]

with the module’s area \( A_{m} \) (in this case, 64 cm²), the Limo-LIT signal \( S_{\text{corr}} \) of a pixel \( x_0, y_0 \), and the total number of image pixels \( N_{xy} \) (compare chapter 4.2). In the present case, one relative unit of \( S_{\text{corr}} \) conforms to \( p_{d}^{x_0, y_0} = 85.1 \text{ W/m}^2 \). The dissipated power density is \( p_{d}^{\text{max}} = 430.8 \text{ W/m}^2 \) at \( I_{e} \) and \( p_{d}^{\text{MPP}} = 374.1 \text{ W/m}^2 \) at MPP. This conforms to an absolute dissipated power of \( P_{d}^{\text{max}} = 2.757 \text{ W} \) and \( P_{d}^{\text{MPP}} = 2.394 \text{ W} \), respectively. These values lead to a power density scaling for the Limo-LIT images in Figure 4.13 a-c from 0 to 1276 W/m². This seems reasonable as the largest parts of the module have a reddish color that conforms to about 630 W/m². This value is well in the range of the irradiated power \( P_{m} = E_{\text{LED}} = 634.4 \text{ W/m}^2 \).

This power scaling procedure for the Limo-LIT images is very sensitive to the measurement times used. It relies on absolute integral values, which contain frequency-independent random noise. This noise decreases with increasing measurement time, thus the highest and the lowest Limo-LIT signal (at \( I_{e} \) and MPP) also. But as these signals decrease in the same level, their difference \( \Delta S \) will stay constant. That means, the noise level drops quickly at the beginning of the measurement. If the measurement is stopped while the integral values still change, huge deviations in the power scaling can occur. Therefore I recommend displaying the integral LIT signal level while measuring and only stopping the measurement when the integral signal level goes into saturation.

If the achieved values for \( P_{d}^{\text{max}} \) and \( P_{d}^{\text{MPP}} \) are compared to the irradiated power – which is in our case \( P_{m} = 634.4 \text{ W/m}^2 \times 64 \text{ cm}^2 = 4060 \text{ mW} \) – it becomes clear that a huge amount of power is “lost”. This is most likely due to the reflectivity of the sample, i.e. the measured heat through the camera just allows an “internal” power scale for the device. Also, losses outside the module area could occur due to insufficient edge isolation. The isolation is produced by a laser scribing process and could leak so that currents could flow over areas outside the module that are not in the field of view of the LIT camera.

Concluding it can be said that the application of a power density scaling to Limo-LIT images needs accurate measurements and possibly a correction for series re-
sistances. The reliability of the scaling procedure could be investigated in a statistical analysis of many measured devices.

7.2 Overview of known and new developed LIT methods

Principally, LIT is a very variable investigation tool with many measurement parameters that can be chosen. Especially the parameters of the modulated stimulus (light or voltage) can be set freely in a reasonable range depending on the sample. Yet, up to now only quite distinctive modulation parameters were used in LIT investigations of solar cells and modules. That means, in Vomo-LIT investigations, the voltage was only modulated starting with zero bias. Other starting biases were not considered so far. A modulation from a negative voltage to a positive one of the same value, for example, could yield an LIT image of a solar cell that is corrected for shunts. In case of Limo-LIT, one could think of modulating from zero irradiance to different maximal irradiances, not just to the irradiance of standard test conditions $E_{STC}$. Also a modulation between two different irradiance levels is imaginable.

Particularly the combination of a bias illumination with a modulated voltage offers manifold possibilities for the evaluation of solar cells and modules. So far, only a method with a modulation between $V = 0$ and $V = V_{MPP} (R_c\text{-LIT})$ was developed, as introduced in chapter 3.4.2. With opening this method for modulations between any two reasonable bias voltages, many new insights into the operation of solar cells and modules in realistic conditions could be found. I will call this method Vomo-ILIT in the following, and specify the modulation biases if needed. Vomo-ILIT modulations can be categorized into three bias voltage ranges:

- offset from $0 \leq V < V_{MPP}$, modulation to $V = V_{MPP}$
- offset from $V = V_{MPP}$, modulation to $V_{MPP} < V \leq V_{oc}$
- power-neutral modulation around $V_{MPP}$

These Vomo-ILIT methods are introduced in chapters 7.3 and 7.4. To clarify, which modulation different LIT methods use, Figure 7.3 shows a schematic overview of the most popular LIT methods and the new methods presented in this thesis. Figure 7.4 illustrates the same methods by means of the $I/V$ and $p_d/V$ characteristics of a solar cell or module.

All Vomo-ILIT measurements are principally carried out under a constant illumination and a voltage modulation. Yet, there is another possibility to gain the same results with Limo-LIT measurements, i.e. modulated illumination and constant voltage. In that case, two Limo-LIT images at different voltages have to be acquired and then be subtracted from each other.
### Lock-in Thermography (LIT) methods

<table>
<thead>
<tr>
<th>1) modulation</th>
<th>voltage $V$ (Vomo-LIT)</th>
<th>irradiance $E$ (Limo-LIT)</th>
<th>voltage $V$ and irradiance $E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2) bias / 2nd mod</td>
<td>$E = 0$</td>
<td>$E = E_{src}$</td>
<td>$V = 0$</td>
</tr>
<tr>
<td>3) mod. offset or center</td>
<td>offset: $V_{off} = 0$</td>
<td>offset: $V_{off} = 0$</td>
<td>offset: $V_{off} = V_{app}$</td>
</tr>
<tr>
<td>4) mod. amplitude</td>
<td>$V_{amp} = V_{dc}$</td>
<td>$V_{amp} = V_{pp}$</td>
<td>$V_{amp} = V_{dc} - V_{pp}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>literature name</th>
<th>Vomo-LIT</th>
<th>Vomo-LIT@Jc</th>
<th>Vomo-LIT@Vpp</th>
<th>Vomo-LIT@Vpp</th>
<th>Vomo-LIT@Vpp</th>
<th>Limo-LIT@Jc</th>
<th>Limo-LIT@Vpp</th>
<th>Limo-LIT@Vpp</th>
</tr>
</thead>
</table>

**Figure 7.2:** Overview scheme of LIT methods. LIT methods can be structured in four hierarchical levels: 1) The applied modulation center. There can be either an applied voltage $V$ or light with the irradiance $E$. According to this classification, methods using a modulated voltage are called Vomo-LIT and methods using modulated light Limo-LIT. 2) The applied constant bias. If the voltage is modulated, light or a constant bias can be applied, and vice versa. The bias value can be chosen freely, reasonable pairs are fixed in the scheme. 3) The modulation offset or center. The modulation offset is the lower value of the modulation, alternatively the lower and upper value of the modulation, the modulation center to be given. The modulation is then carried out around the modulation center. 4) The modulation amplitude. This is the upper value of the modulation if no offset is applied. Otherwise, the modulation amplitude is the value of the modulation height.
Figure 7.4: Modulation of established and new developed LIT methods by means of solar cell I/V and P/V characteristics. The modulations of the different LIT methods are marked by arrows between the operating points, each in the I/V and P/V characteristic. The colors of the arrows match the specific colors of the methods presented in Figure 7.3. The novel methods Vomo-ILIT from $V_{MPP}$ to $V_{oc}$ from 0 to $V_{oc}$ and around $V_{MPP}$ are discussed in chapters 7.3 and 7.4.

This method seems more effortful, but has a clear advantage: If many Limo-LIT images at different voltages are recorded (compare the $P/V$ characteristic in chapter 7), the Vomo-LIT images can be calculated afterwards between any two recorded voltages. This simplifies the evaluation as specific voltages like $V_{MPP}$ do not need to be known before starting the measurements.

The equality of both methods for the acquisition of Vomo-ILIT images is due to the commutability of the sum in the LIT signal generation. According to equation (3.25), a LIT signal is the sum over single frames $F$, here as a function of the applied voltage $V$. The modulation between two voltages leads to a signal

$$S_{mod}(V) = \frac{1}{nN} \sum_{i=1}^{N} \sum_{m=1}^{n} K_m \left( F_{im}(V_2) - F_{im}(V_1) \right)$$

(7.2)
with the number of correlation bases \( n \), the number of measured lock-in periods \( N \), the correlation vector \( K = [K_1, K_2, ..., K_m, ..., K_n] \) (see equations (3.26) and (3.27)), and \( F_{l,m} \) being the raw temperature signal acquired by the thermographic camera in a certain lock-in period \( l \) and at a certain correlation base \( m \). The difference of two separately measured LIT signals \( S_1 \) and \( S_2 \) at same measurement conditions \( (n_1 = n_2 = n; N_1 = N_2 = N) \) is

\[
\sum S_{di}(V) = S_2 - S_1 = \frac{1}{nN} \sum_{l=1}^{N} \sum_{m=1}^{n} K_m F_{l,m}(V_2) - \frac{1}{nN} \sum_{l=1}^{N} \sum_{m=1}^{n} K_m F_{l,m}(V_1)
\]

\[
= \frac{1}{nN} \left[ \sum_{m=1}^{n} K_m \sum_{l=1}^{N} F_{l,m}(V_2) - \sum_{m=1}^{n} K_m \sum_{l=1}^{N} F_{l,m}(V_1) \right]
\]

\[
= \frac{1}{nN} \sum_{m=1}^{n} K_m \left[ \sum_{l=1}^{N} F_{l,m}(V_2) - \sum_{l=1}^{N} F_{l,m}(V_1) \right]
\]

\[
= \frac{1}{nN} \sum_{i=1}^{n} \sum_{l=1}^{N} K_m \left( F_{l,m}(V_2) - F_{l,m}(V_1) \right)
\]

\[
= \frac{1}{nN} \sum_{i=1}^{n} \sum_{l=1}^{N} K_m \left( F_{l,m}(V_2) - F_{l,m}(V_1) \right)
\]

\[
= S_{mod}(V).
\]

This equality is valid for any two LIT signals measured under the same conditions. In practice, the number of frames per period \( n \) should be the same to calculate such differential signals; but the number of measured periods \( N \) will only influence the SNR. If an absolute power scale shall be used for the quantification of Vomo-ILIT measurements, a high \( N \) – and along with that, a long measurement time – should be used obtain reasonable results as explained in chapter 7.1.

### 7.3 Evaluation of cell voltages with Vomo-ILIT

#### 7.3.1 Vomo-ILIT from \( V = 0 \) to \( V_{APP} \) (\( R_s \)-ILIT)

The only LIT method with modulated voltage at a constant illumination that was reported in literature up to now is Vomo-ILIT from \( V = 0 \) to \( V_{APP} \). It was introduced as \( R_s \)-ILIT, as the method made series resistance in crystalline silicon solar cells observable [80]. The signal of Vomo-ILIT from \( V = 0 \) to \( V_{APP} \) is proportional to the electrically dissipated power in the solar cell. This is illustrated well in Figure 7.4, where the arrow
in the \( P/V \) characteristic representing the Vomo-ILIT modulation from \( V = 0 \) to \( V_{\text{MPP}} \) lies between the same points that are used in chapter 7 for the application of a power density scale to Limo-ILIT images.

The modulation direction makes the signal of Vomo-ILIT from \( V = 0 \) to \( V_{\text{MPP}} \) of a functioning solar cell essentially negative. A negative dissipated power \( P_d \) means that a power generation occurs. Exactly this power generation can be made visible with this method. Figure 7.5 shows an image and an average linescan of the dissipated power density \( p_d \) of the a-Si solar module used in chapters 4.6 and 7, derived from Vomo-ILIT measurement from \( V = 0 \) to \( V_{\text{MPP}} \). The Vomo-ILIT image was derived by subtracting the Limo-ILIT@\( J_o \) image from the Limo-ILIT@MPP image. The same scaling value of one relative unit conforming to 85.1 W/m² from chapter 7 was used.

![Image](image.png)

(Figure 7.5: Image and average linescan of the dissipated power density \( p_d \) as well as phase linescan \( \varphi \) of an a-Si module acquired by Vomo-ILIT from \( V = 0 \) to \( V_{\text{MPP}} \). The dissipated power density is essentially negative, conforming to a power generation in the solar module. This is affirmed by the phase signal, which lies close to 135°. The only exception are the shunts in cell 2; where \( p_d \) is positive and where \( \varphi \) lies approximately around -45°. The gradient over the cells is in opposite direction to the one of the Vomo-ILIT linescans in Figure 4.14. The interpretation of the signal of cell 8 is challenging: Here, the signal value is significantly higher compared to the other cells, meaning a higher power generation. Yet, the gradient shows in the opposite direction, giving a clue for the current, which thus is flowing in the opposite direction. This happens if the voltage of the cell \( V_{\text{cell}} \) is reversed at \( V_m = 0 \).

As expected, the dissipated power is essentially negative, conforming to a power generation in the solar module. The phase signal lies close to 135°. This indicates a power generation also: Power dissipation has a phase of \( \varphi = -45° \) as shown in chapter 3.5, and \( 135° = 45° + 180° \), meaning that the phase turns around 180° between power generation and dissipation. The only exceptions of the negative dissipated power are the shunts in cell 2, which have a positive Vomo-ILIT signal and a phase of approximate-
ly -45°. This is physically well understandable as shunts consume energy. The cell signal of cell 2 is lower than the signal of the other cells, conforming to a lower power generation. The gradients of the dissipated power over the cell stripes visible in the line-scan of \( p_g \) are opposed to the gradients found in the Vomo-ILIT image linescan of the same module in Figure 4.14. Thus, the signal shows the photo current flow of \( J_{ph} \) in contrary to the dark current flow \( J_{dark} \) in Vomo-ILIT images.

Up to this point, the Vomo-ILIT measurement from \( V = 0 \) to \( V_{mpp} \) delivers a reasonable dissipated power distribution in the solar module. However, the signal of cell 8 deviates from the signals of the other cells: it has a significant higher absolute value, and shows a gradient in the opposite direction. This would mean, that more power is generated compared to the other cells, but with an opposed current flow. This is physically not reasonable. The opposed current can only occur when the voltage on the cell \( V_{cell} \) is reversed. In that case, the cell would dissipate and not generate power. The acquisition of the cell voltages during an \( I/V \) measurement of the whole module proves the assumption of \( V_{cell} \) being reversed at \( V_n = 0 \), as Figure 7.6 shows in the discussion in chapter 7.3.2.

The question, why such a high negative dissipated power is acquired, can be explained as follows: The cell voltage \( V_{cell} \) is reversed at the module voltage \( V_n = 0 \). Therefore, it is inherent to the Limo-ILIT@\( I_{sc} \) image. The thermal signal from the solar module always has a positive value independent from the direction of the current flow and the algebraic sign of the voltage. It is proportional to the dissipated electrical power. The electrical power is the product of current times voltage. If the voltage of a cell is reversed, the current direction switches also, i.e. both quantities switch their algebraic sign. The product of them, i.e. the electrical power, thus has always the same algebraic sign. This impedes the correct detection of the dissipated power in voltage reversed cells of a module with the Vomo-ILIT method from \( V = 0 \) to \( V_{mpp} \). Yet, with choosing a higher offset voltage for the modulation, this restriction can be overcome, as the following subchapter shows. As long as all cells of a module are biased with a forward voltage at \( V_n = 0 \), the Vomo-ILIT method from \( V = 0 \) to \( V_{mpp} \) finds a LIT signal proportional to the generated and dissipated power in a solar module.

An open question is whether the proportionality of the Vomo-ILIT signal and the dissipated power density holds in shunts also. An answer to that question can possibly be found when comparing complex network simulations of shunts with Vomo-ILIT results. This could lead to a realistic estimation of power losses due to shunts.

7.3.2 Vomo-ILIT from \( 0 < V < V_{mpp} \) to \( V_{mpp} \)

To prevent single cells from being reversed biased in Vomo-ILIT measurements, the lower modulation point – the offset voltage \( V_{off} \) – can be increased. The higher \( V_{off} \).
the more likely all cell voltages are positive. This fact is illustrated in Figure 7.6 showing
the measured cell voltages of the investigated solar module over the module voltage
\( V_m \) during the acquisition of the \( I/V \) characteristic under the LED light source of the LIT
setup.
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Figure 7.6: Monitored cell voltages during \( I/V \)-measurements of the examined a-Si
module under illumination of the LED panel of the LIT setup. At low module voltages
\( V_m \) three cells are driven in reverse voltage: cell 1, cell 2 and cell 8. At high module
voltages \( V_m \) above 4 V the cell voltages distribute equally except for cell 2, as it con-
tains the shunts. For all module voltages \( V_m \geq 2 \) V, no reverse biasing on the cells oc-
curs.

Above a module voltage \( V_m > 2 \) V, all cells are driven in forward bias. Thus,
Vomo-ILIT measurements from an offset voltage above \( V_{off} = 2 \) V to \( V_{MPP} \) could deliver
a physically reasonable interpretation of the dissipated power density \( p_\delta \). Furthermore,
the combination of several Vomo-ILIT measurements from different offset voltages
0 < \( V_{off} < V_{MPP} \) could find out, at which module voltage \( V_m \) a cell voltage is reversed. To
evaluate these assumptions, Figure 7.7 shows such a comparison of the dissipated pow-
er density in the examined solar module gained from Vomo-ILIT measurements using
different modulations: from offset voltages \( V_{off} = 0 \), \( V_{off} = 1.8 \) V and \( V_{off} = 3.5 \) V to
\( V_m = V_{MPP} \). The scaling to \( p_\delta \) was achieved using the factor of 85.1 W/m\(^2\) for one rela-
tive unit of \( S^{-45^\circ} \) that was found in chapter 7.

The first modulation from \( V_{off} = 0 \) conforms to the \( R_i \)-ILIT signal from Figure
7.5. As explained above, the voltage at cell 8 \( V_{cell8} \) is negative at these conditions. This
can be seen from the gradient of the signal, which is in direction of the diode current
flow \( J_0 \) (compare the Vomo-ILIT signal in Figure 4.14).
The signal for the modulation from $V_{\text{eff}} = 1.8$ V shows almost no gradient over cell 8 as $V_{\text{cell}} = 0$ at $V_n = 1.8$ V (see Figure 7.6). That means, the module voltage, where the cell voltage is reversed, can be found with this Vomo-ILIT method.

The gradient of the signal of cell 8 for the modulation from $V_{\text{eff}} = 3.5$ V shows that the current flows in the direction of $J_{\text{ph}}$ as in the other cells. Thus, this synopsis of the different Vomo-ILIT modulations finds out at which module voltage $V_n$ cell voltages are reversed. This can be a helpful evaluation of fully processed solar modules, where one has no access to information about cell voltages as the cells cannot be contacted due to the encapsulation of the modules. This is the first reported imaging technique that allows for such a detailed investigation of the cells’ behavior in a module at operation conditions.

Concerning a reasonable interpretation of the dissipated power density $p_\varepsilon$, it has to be stated that the Vomo-LIT modulation from $V_{\text{eff}} = 1.8$ V to $V_n = V_{\text{APP}}$ does not hold the proportionality of the acquired LIT signal $S \approx 45^\circ$ and $p_\varepsilon$ for the signal of cell 8. Thus, the offset voltage for the modulation has to be higher than the module voltage, where cell voltages are just zero, to find a power proportional signal. Yet, a too high voltage close to $V_{\text{APP}}$ shows a partly positive signal in the cells as the linescan of the modulation from $V_{\text{eff}} = 3.5$ V shows. The interpretation of such a signal is not trivial, because it is not physically reasonable that a cell partly dissipates and partly generates power. Yet, it is probable that a modulation can be found where the offset is found to be optimal so that no reverse cell voltages and no partly positive cell signals occur. Such a signal is then proportional to $p_\varepsilon$.

### 7.3.3 Vomo-ILIT at voltages between $V_{\text{APP}}$ and $V_{\text{oc}}$

The previous two chapters showed that if both module bias voltages for the modulation are chosen so that no reverse biasing on cells occurs, the gradient over average linescans of cells is in the direction of the current flow $J_{\text{ph}}$. In principle, the series resistance $R_s$ of a cell could be calculated by dividing power-proportional Vomo-ILIT signals by the cell voltage. As a first approximation, a uniform voltage over a cell could be assumed. More precise results would be obtained by using a voltage distribution which is either obtained by EL measurements or simulations.

The Vomo-ILIT signals from $V_{\text{eff}} < V_{\text{APP}}$ to $V_{\text{APP}}$ in Figure 7.7 showed that the gradient over the cells is relatively low compared to the noise of the signal. It is generated by the power difference between the rims of the cell stripe. This power difference is proportional to the current density $J$ and the cell voltage $V_{\text{cell}}$. For high quality solar cells, $J_{\text{APP}}$ is not much lower than $J_{\text{oc}}$, leading to a low current difference between the modulation points. In contrary, the voltage difference can be quite high.
Figure 7.7: Average linescans of the dissipated power density obtained by Vomo-ILIT measurements with modulations from different voltages to $V_{\text{APP}}$. The closer the modulation offset voltage $V_{\text{off}}$ is to $V_{\text{APP}}$, the smaller the signal is. In this case, $V_{\text{cell}}$ is positive at both module voltages and the signal of cell 8 is comparable to the other cell’s signals. By varying the $V_{\text{off}}$ it can be found out at which module voltage $V_{\text{in}}$ cell voltages are reversed.

With another modulation, the proportions can be turned around: the modulation from $V_{\text{APP}}$ to $V_{\text{in}}$ has a high current difference of $I_{\text{APP}}$, and a comparably low voltage difference. The product of both still may cause a higher power difference than at the modulation from $V_{\text{off}} < V_{\text{APP}}$ to $V_{\text{APP}}$ and thus give a better basis for the evaluation of $R_s$.

In contrast to the modulation from $V_{\text{off}} < V_{\text{APP}}$ to $V_{\text{APP}}$, the modulation from $V_{\text{APP}}$ to $V_{\text{in}}$ results in a positive signal for cells that are not affected by defects. This is due to the fact that at voltages above $V_{\text{APP}}$ the solar module dissipates more heat than at $V_{\text{APP}}$ as shown in Figure 7.2. The average power density gained from the Vomo-ILIT signal from $V_{\text{APP}}$ to $V_{\text{in}}$ is depicted in Figure 7.8.

As expected, the signal is mainly positive and the phase lies close to $-45^\circ$ except in the region around the shunts in cell 2 and except the series interconnections between the cells. The signal in the shunts is positive and significantly higher than the signal of the cells. In all cells except cell 2 a gradient can be seen which is in the same direction as in Figure 7.5. So this modulation shows the photo current $J_{ph}$ also. The gradient over the cells is higher compared to the cell gradient of the modulation from $V_{\text{off}} = 0$ to $V_{\text{APP}}$ shown in Figure 7.5. Therefore, it possibly could deliver a more reliable interpretation of $R_s$.

Another possible application for this modulation method is the investigation of the integrated series connection. At $V_{\text{in}}$, the currents over the series interconnections are relatively low, especially compared to the currents that flow at $V_{\text{APP}}$. Therefore, the
power flow over the laser scribed interconnections could be interpreted with this signal and deliver a measure for the interconnection quality.
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*Figure 7.8: Average linescan of the dissipated power density $p_d$ and the phase $\phi$ acquired by Vomo-ILIT from $V = V_{APP}$ to $V_{oc}$. The resulting signal is mainly positive and the phase lies at $\phi = -45^\circ$ for cells that are not affected by defects. In defects like the shunt in cell 2, the signal is positive also.*

In terms of the estimation of power losses, it has to be stated that it is not clear, which Vomo-ILIT modulation delivers the most realistic estimate. The shunt signal in Figure 7.8 is markedly higher than the one in Figure 7.5, as the current difference is higher for the modulation from $V_{APP}$ to $V_{oc}$. As stated before, only complex simulations of a shunt’s electrical properties combined with the evaluation of Vomo-ILIT signal with different modulations can deliver reliable results for the estimation of power losses due to shunts.

### 7.4 Realistic evaluation of defects with power-neutral Vomo-ILIT around $V_{MPP}$

The investigated Vomo-ILIT methods in the previous chapters were mainly carried out with relatively large modulations. The MPP was used as one of the two modulations points, either as goal for the amplitude or as offset. However, if a solar module shall be investigated at realistic operation conditions, i.e. the MPP, a voltage modulation $\Delta V_{ext}$ around MPP could deliver insight in the power dissipation and generation mechanisms occurring at these conditions. As the LIT signal is power proportional, a voltage modulation around MPP can be carried out, which is power-neutral. Please note that only in special cases a voltage-symmetric modulation around $V_{APP}$ would represent such a power-neutral modulation. This voltage modulation is of large interest as the integral
of the modulation signal is zero; therefore any deviations from zero can be referred to features of the solar cell. For the overall dissipated power difference $\Delta P_d$ and the locally dissipated power density $p_d$ integrated over the cell’s (module’s) area $A$,

$$\frac{\Delta P_d}{\Delta P_{ext}} \approx \int_A \frac{d}{\Delta V_{ext}} p_d dA = 0.$$  \hspace{1cm} (7.4)

holds due to the conservation of power. If this voltage modulation is carried out for a solar module, the result gives insight in how the module’s cells work at realistic operation conditions. As already shown in Figure 7.6, cell voltages do not distribute uniformly in a module. Therefore, the power-over-voltage characteristics of the cells differ also.

Figure 7.9 shows the $P/V$-characteristics of the above investigated module and exemplarily, its cells 1 to 4. They were determined by direct measurements of the voltages at the contacts and multiplying the voltages with the overall current.

As can be seen, the module’s $V_{\text{module MPP}}$ does not lie at the same voltage as the $V_{\text{MPP}}$ of the cells. That means, a Vomo-ILIT image with the modulation around MPP should be able to show whether the MPPs of a module’s cells lie at higher or lower voltages. In this example, a voltage modulation of the module from $V_m = 3$ V to $V_m = 4$ V would result in a dissipated power difference of $\Delta P_d = 0$. Therefore, the integrated Vomo-ILIT signal should be zero also. In that range, the dissipated power in cells 1 and 2 decreases continuously, i.e. the Vomo-ILIT signal of the modulation around MPP of these cells should be mainly negative. In contrary, the dissipated power in cell 4 is lower at $V = 3$ V, so the signal of cell 4 should be essentially positive. The difference of the dissipated powers in cell 3 is relatively low; therefore the integrated signal over the cell should be around zero. An ideal module which contains of cells that have the exactly same electrical characteristics would result in such signals that have a gradient over a cell with the zero value at its center, and the integral over the cell being zero.

The assumptions made above were verified with Vomo-ILIT measurements around $V_{\text{MPP}}$ with different power-neutral modulations. The modulation voltage points were chosen from Figure 7.2 so that both points had about the same power dissipation. Figure 7.10 shows the resulting images and average linescans scaled with the conversion of one relative unit of $5^{-45}$ to a power density of 85.1 W/m² as found in chapter 7. The images were obtained by subtracting the complex Limo-ILIT images of following different bias voltages:

a) from $V_{\text{eff}} = 3.8$ V to 4.6 V, yielding an amplitude voltage of $V_{\text{amp}} = 0.8$ V,

b) from $V_{\text{eff}} = 3.5$ V to 5.0 V, yielding an amplitude voltage of $V_{\text{amp}} = 1.5$ V,

c) from $V_{\text{eff}} = 1.8$ V to 5.3 V, yielding an amplitude voltage of $V_{\text{amp}} = 3.5$ V,
d) from $V_{dc} = 0.0\, \text{V}$ to $5.3\, \text{V}$, yielding an amplitude voltage of $V_{amp} = 5.3\, \text{V} = V_{dc}$.

The modulation (d) is an exception as it is not power neutral although it modulates from $J_a$ to $V_{ac}$. This is due to the discrepancy of the integral LIT signals in both points, which is explained in chapter 7. Still it was carried out to use the information of the entire $p/V$ characteristic. All images contain a relatively high amount of noise. This is due to a malfunction of the LIT system, which occurs markedly at Limo-LIT measurements. The camera system builds blocks of one times eight image pixels having similar values and a significant change in the values to the neighboring blocks. The manufacturer was not able to solve this problem. With the subtraction of two Limo-LIT images, the noise increases in some Vomo-LIT images.

![Figure 7.9: Extracted module power density and selected cell power densities of the examined a-Si module. The black curve shows the module’s $P_{ext}/V$ characteristic; the colored curves the $P_{cell}/V$ characteristics. Due to the cell voltage distribution in the module, the $P_{cell}/V$ curves of the cells differ significantly. Concomitant, the voltages of the respective cell MPPs vary. Therefore a Vomo-ILIT image made with a modulation around the module’s MPP will have cell signals related to the voltage of the cells’ MPPs: Cells with a MPP at lower $V_m$ than $V_{module}$ will show a positive signal; cells with a MPP at higher $V_m$ than $V_{module}$ will show a negative signal.](image)

The Vomo-LIT images (a) and (b) show a similar signal with a higher contrast in (b) due to the higher modulation amplitude voltage $V_{amp}$. As predicted from the results in Figure 7.9, the signal of cell 4 is mainly positive. The signal of cell 3 has almost equally high positive and negative signals and the signals of cells 2 and 1 are negative except in the shunts. Hence, the Vomo-LIT measurements agree well with the acquisition of the power densities in the cell measured at the contacts. Therefore, Vomo-ILIT signals with modulations around the MPP of a solar module can be used to evaluate
relatively, at which voltages the MPPs of the module’s cells lie in respect to the module’s $V_{\text{MPP}}$.

The Vomo-LIT images (c) and (d) show a feature that was observed in the Vomo-ILIT measurements from $0 < V < V_{\text{MPP}}$ to $V_{\text{MPP}}$ in chapter 7.3.2 also and is clearly visible in the linescans: the high power “generation” in cell 8 and the reversing of the current direction for the modulation (d). Thus using the modulation around $V_{\text{MPP}}$ with different voltage modulations can also observe which cell voltages $V_{\text{cell}}$ are reversed at certain module voltages $V_m$. However, the determination of the module voltage $V_m$ where $V_{\text{cell}} = 0$ is not that easy as for the modulation from $0 < V < V_{\text{MPP}}$ to $V_{\text{MPP}}$. This is exemplified in the comparison of modulation (c) in Figure 7.10 with the modulation from $V_{\text{cell}} = 1.8$ V to $V_{\text{MPP}}$ in Figure 7.7. The offset voltage of both modulations is $V_{\text{offset}} = 1.8$ V, but in the gradient in cell 8 is only approximately zero for the modulation in Figure 7.7, where it was proven that $V_{\text{cell}} = 0$. That means, the modulation part from $V_{\text{MPP}}$ towards $V_m$ in modulation (c) influences the gradient so that $V_m$ for $V_{\text{cell}} = 0$ cannot be determined as precisely as with the modulation from $0 < V < V_{\text{MPP}}$ to $V_{\text{MPP}}$. Anyway, a synopsis of several Vomo-ILIT signals with different modulations around $V_{\text{MPP}}$ and substantial statistical evaluations could find at least approximate values for $V_m$.

The choice of the modulation for the Vomo-ILIT method around $V_{\text{MPP}}$ lies between two conflicting priorities: On the one hand, a relatively small signal modulation is wanted to describe the operation at MPP and to prevent cells from reverse biasing (see modulations (c) and (d) in Figure 7.10). On the other hand, this implies a poor SVR of the LIT results leading to relatively high uncertainties in the evaluation of the dissipated power. As a consequence, a suiting amplitude voltage $V_{\text{amp}}$ has to be found for each sample separately.

To evaluate these aspects of the Vomo-ILIT method on another example, a defective a-Si module with several defects was measured. Figure 7.11 shows its Vomo-ILIT around MPP images and average linescans of $S^{-45^\circ}$ and $\phi$ for the two modulations $V_{\text{amp}} = 0.5$ V (a) and $V_{\text{amp}} = V_m$ (b). Several remarkable features in the defective module are visible:

- The shunt in cell 6, leading to a high power dissipation, and the weaker shunts in cells 5 and 8;
- the defective edge isolation at the upper rim of the module, where parasitic currents flow;
- the probably defective series interconnection between cells 2 and 5.
Figure 7.10: Images and average linescans of the dissipated power density derived from Vomo-ILIT with different modulations around V_{MPP}. The modulation around V_{MPP} is matched to fulfill ∆P_a = 0, leading to the integral signal of the whole module being 0 also – except for modulation (d) which uses the complete information of the P-V characteristic. All signal / power deviations from zero refer to features in the solar cell. If the signal within a cell is integrally 0, then the cell’s MPP has the same voltage as the module’s MPP. As shown in Figure 7.9, a signal shift towards positive or negative signals unveils lower or higher V_{PP,cell}, respectively.

The first and the second feature are clearly visible in both $S^{-45^\circ}$ and $\phi$ images. Due to the good congruence of the two signals, power dissipating and power generating areas can be well distinguished. The negative signals of $S^{-45^\circ}$ conform to a phase of $\phi = 135^\circ$ and the generation of power. Positive signals of $S^{-45^\circ}$ and a phase of $\phi = -45^\circ$ conforms to the dissipation of power. As shown above, the $S^{-45^\circ}$ signal is power pro-
portional and can be used for a scaling. The benefit of the phase signal is its preciseness: the series interconnection between cells 2 and 5 show a phase of $\phi = 0^\circ$, giving a hint for a line heat source. This feature cannot be deduced from the $S^{-45^\circ}$ signal.

As explained, the sense of the Vomo-ILIT method is the derivation of a power proportional signal at realistic operation conditions at MPP and thus a modulation as small as possible. Yet there may be reasons to use the modulation over the entire $P_0/V$ characteristic: If the module cannot be biased, the Vomo-ILIT image can be determined by the subtraction of two contactless acquired Limo-LIT images, i.e. at $V_{oc}$ and at $J_{sc}$.

Furthermore, the higher signal amplitude – in this example about the factor of 10 as visible from the linescans in Figure 7.11 – cases the evaluation due to its higher SNR. In principle, the additional information due to the exploitation of entire $P_0/V$ characteristic could find further features not visible with a small signal modulation.

As shown, Vomo-ILIT is a very powerful tool to find out about the operation conditions of solar cells and their electrical characteristics in operation in solar modules. This is of special interest, since the cells cannot be contacted and monitored after the encapsulation of the module, hampering a realistic evaluation of the defect related losses in solar modules. The Vomo-ILIT method is very flexible as it can be carried out for many different modulations to reveal the interaction of the cells, especially at the most important operation point, the MPP of the module. For example, it can determine, at which module voltages cell voltages become negative when using modulations between $V = 0$ and $V_{mpp}$. A reverse voltage stresses affected cells and potentially leads to damage. If these “turnover points” are known, a protective mechanism could be implemented in the MPP-trackers\(^7\), which prevents the module voltage from dropping under these critical voltages. The Vomo-ILIT method can principally be performed outdoors and scaled up to PV-arrays also. It allows a power density scaling under use of the extracted electrical power at MPP (the most relevant operation point). Thus, it is the LIT method obtaining the most realistic results for the quantification of power losses in solar modules.

\(^7\) MPP-trackers are devices that set the voltage in a module or array, trying always to hold it in the MPP.
Figure 7.11: Vomo-ILIT signals around MPP of a defective a-Si module for two modulations with $V_{\text{amp}} = 0.5$ V (a) and $V_{\text{amp}} = V_{\text{oc}}$ (b). Several defect areas are visible: The shunts in cell 5, 6 and 8; the defective edge isolation at the upper rim of the module, and the probably defective series interconnection between cells 2 and 5. The latter feature is only visible in the phase signal $\phi$ by negative values there (power consumption).
8 Discussion and Conclusions

In the past decade, Lock-in Thermography (LIT) has become a widely used characterization technique for crystalline silicon solar cells. For the investigation of thin film solar cell devices, it has not yet become a standard tool. This is due to the high costs of a LIT setup, the low market share of thin film photovoltaics and the humble knowledge on the operation of LIT systems including the interpretation of its results. Indeed, the LIT process implies a complicated algorithm that contains obstacles in its application. Even commercially available LIT systems comprise error sources due to insufficiently restricted measurement parameters and even wrong implementations. The present thesis works out, how LIT can successfully be used for the defect analysis of thin film silicon solar modules. It equips operators of a LIT system with the knowledge, how correct measurement preferences can be found and how results can be interpreted. Most findings are transferable to other thin film solar cell technologies also, or need few adaptations only.

A detailed evaluation of the lock-in algorithm reveals its weak points and shows how pitfalls can be avoided, or corrected afterwards. The first pitfall is the adaptation of the lock-in correlation function coefficients to the excitation signal. It causes errors in the absolute amplitude value. The correct correlation coefficient $c$ for a rectangular excitation signal is $c = \pi$, the most established coefficient $c = 2$ is only valid for a sinusoidal excitation. The correlation with the 4-bucket method needs a correlation coefficient of $c = 2\sqrt{2}$. The second pitfall is the location of the correlation vectors in a period. To avoid errors in the amplitude and phase acquisition, they should be centered and evenly distributed over the period. The third pitfall is the sampling of the measured signal hampering the acquisition of the correct phase signal at measurement frequencies above $f_{lock-in} = 10\text{ Hz}$. Here, only the use of higher sampling rates can help, otherwise the frequency limit should be adhered if correct quantitative results are needed.

A practical measurement problem is, how an LIT signal acquired through a glass encapsulation of a solar module deviates from an LIT signal acquired from the semiconductor’s surface. I find that the acquisition through glass only damps the LIT signal and is not disturbed by the glass or the transparent conductive oxide (TCO) layer. The damping leads to a lower signal-to-noise ratio (SNR). Thus, small temperature differences at low excitation power are hardly detectable. This may be overcome by applying a more powerful excitation or by using longer measurement times and lower lock-in frequencies.

The quantitative evaluation of LIT images of entire thin film modules is possible by converting the arbitrary or temperature scaling to a power density scaling. Depend-
ing on the measurement settings, resistance related defects, i.e. series/sheet resistance and shunts can be pronounced in acquired LIT images. A classification of shunts is presumably redundant, since their electrical characteristics are ohmic and their origin seems to have the same cause: focused ion beam (FIB) measurements showed that in thin film silicon solar cells, shunts are direct short-circuits between the front and the back contact due to an locally missing absorber layer. Shunts probably only vary in their size and the type of impurity that causes them.

The investigation of consequences of reverse biasing a thin film solar cell finds the creation of new shunts. The new created shunts lie close to existing shunts and at the series interconnection of the cell. This permanent damage can lead to a decrease of the cell’s efficiency. The treatment of “shunt bursting” or “shunt removing” uses reverse biasing to enhance the efficiency of shunted cells. Its effect bases presumably on a more balanced current distribution over a cell stripe due to the new created shunts at the series connection. They prevent the shunt from concentrating most of the cell’s current, as the current can flow over the edge shunts.

The calculation of the heat diffusion differential equation with a simple thermal model of a point heat source finds the heat diffusivity and thermal diffusion length of a thin film solar cell. With theoretical calculations, criteria for the acquisition of the global phase are found, namely the point heat source phase that has to be 0° and the integral phase that has to be -45° for lock-in frequencies above 1 Hz.

Combining the thermal model with LIT measurements, a deconvolution technique using Fourier transform finds the originating electrical power distribution and cancels the “blurring” of the heat. This technique reproduces the actual sizes of defects at the expense of a worse SNR. An idea for the measurement of the heat diffusion with a small laser spot instead of its calculation avoids the manual fitting process. This leads to a “self-calibrating” LIT system that can measure the heat diffusion of a sample and that automatically deconvolutes the LIT result, revealing the actual size of power dissipation sources.

The estimation of the influence of shunts on a cell’s or module’s efficiency has been tried with LIT without illumination before. In principle, the dark and illuminated currents in thin film solar cells differ, which makes this approach unrealistic. Solar cells are operated under illumination and at the point of maximal power extraction (MPP). The comparison with LIT results under illumination at MPP finds an overestimation of the shunt’s influence in LIT images without illumination. In contrary, in light-modulated LIT measurements at MPP, shunts may be underestimated because of a high LIT signal contribution due to irradiance. An approach for a novel LIT method using a differential voltage modulation under illumination could make it possible to realistically evaluate the actual influence of shunts. Furthermore, this novel LIT method gives in-
sight into the operation and interaction of cells connected in a module without the need of contacting the single cells. This is especially interesting for encapsulated modules, where single cells cannot be contacted. Another presented LIT method uses the measurement of several LIT images under constant illumination and at different voltages to derive a “thermal” $P/T$-characteristic of a solar module. The subtraction of two images at different voltages delivers information on the power dissipation in the solar module between these bias conditions. Depending on the choice of the biases, e.g. it can be found at which module voltage the voltage of a cell reverses. The reverse voltage potentially leads to damage. If the biases are chosen around the MPP, one derives the operation points of the cells of a module, showing whether their respective MPPs lie at higher or lower voltages. Additionally, regions of power generation and power dissipation can be distinguished. This information can be used to calculate the influence of defects, to optimize the interaction of solar cells in a module, or to develop algorithms for MPP trackers preventing reverse biasing, for example.

In summary, the present thesis delivers the basic knowledge for the operation of LIT systems and presents methods for the failure analysis and optimization of thin film solar modules. The findings about the LIT process could be implemented in future LIT systems to avoid operational errors. The self-calibrating LIT system would allow for an insight into many types of investigated samples without the need of knowing their thermal properties. Combined with simulations, the introduced novel LIT method with differential voltages under illumination has great potential to investigate the interaction of solar cells in a module. This can lead to a deeper understanding of interconnection processes and the further optimization of the efficiency of solar modules.
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