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Abstract

Electroluminescence (EL) is the reciprocal process of the standard operational mode of a solar cell. EL imaging technique allows a fast detection of defects in solar cells and modules with low noise and high resolution. Recently, EL has become one of the most commonly used characterization tools for photovoltaic devices. There has been a significant amount of research into the interpretation and analysis of EL of silicon wafers, solar cells and modules, but very little, to date, on thin-film solar technologies. This work presents a number of varied applications of EL imaging to the analysis of both industrially produced copper indium gallium diselenide Cu(In,Ga)Se₂ (CIGS), and in-house produced hydrogenated amorphous silicon (a-Si:H) thin-film solar cells and modules.

The quantitative interpretation of the EL intensity and spectrum is based on the reciprocity theorem, which relates the EL emission with the external photovoltaic quantum efficiency of the device. In this work, this theorem is validated for industrially produced CIGS solar cells using spectrally resolved EL and photoluminescence (PL). The validation shows that PL and EL emission obeys a linear superposition in a limited range of the applied bias or illumination.

The metastable effects are also observed via EL and PL spectroscopy measurements, i.e., the increase of the luminescence efficiency by a factor of three by light soaking experiments. The metastable changes were also observed in a series of successive EL images of a CIGS module. The experiments are conducted in the dark either under constant current or constant voltage. For both situations, the EL intensities increase with the exposure time, whereas a decrease of the overall measured module voltage (at constant current) or an increase of the measured current (at constant voltage) is observed. These observations are ascribed to the simultaneous decrease of the bulk series resistance $R_s$ and the reduction of recombination currents (an increase in the junction resistance $R_j$) during the forward bias experiments.
quantitative analysis of the data shows that the reduction of $R_s$ is much stronger than the increase of $R_j$. This analysis also shows that the bulk series resistance hampers the determination of the sheet resistance of the front ZnO contact from EL images.

Resistive defects (shunts) in CIGS solar modules significantly affect the module efficiency. The combination of EL and dark lock-in thermography (DLIT) imaging techniques is a useful method for the investigation of such defects. In EL images, the effects of shunts on the neighboring cells in the module (the so-called cross-talk effect) are clearly visible. Lock-in thermography is well suited for the localization and determination of the geometry of the shunts. With the help of a simulation model using a network simulation method (NSM)-based tool with a variable, adaptive mesh, the values of the sheet resistances of the front and back electrodes are determined. The analysis of the simulation results shows consistent modelling of EL and DLIT images for CIGS devices. The experimental and simulation results are in a good agreement. A measure for the cross-talk effect is also defined from the simulation results. Furthermore, the junction voltage of the shunted cell is strongly affected by the neighboring cells, and increasing the sheet resistances of the front and back electrodes can reduce the losses of the junction voltage.

A classification of defects in CIGS modules using EL imaging is shown in this thesis. We classified four types of defects, which are named according to their respective appearance in EL images as 'Normal shunts', 'Smears', 'Freckles', and 'Doughnuts'. Normal shunts strongly affect the performance of the cells and modules. In both EL and LIT images, Smears appear as strong shunts, which also affect the device performance. Freckles are defects, which appear as very weak shunts in DLIT images and seem to be primarily caused by differences in emissivity. A large amount of Freckles will reduce the short circuit current of the device. Doughnuts may originate from impurities or difference in material properties of the device and also affect the device performance.

This thesis also presents a method for extracting the absolute local junction voltage of a-Si:H thin-film solar cells and modules from EL images. It is shown that the EL emission of a-Si:H devices follows a diode law with a radiative ideality factor $n_r$ larger than one. In this work, an evaluation method that allows the determination of the absolute local junction voltage in cases of $n_r > 1$ is developed, while existing
approaches rely on the assumption of $n_r = 1$. Furthermore, the experimentally determined values of $n_r$ are found to vary from sample to sample. It is also explained why the derived radiative ideality factor is influenced by the spectral sensitivity of the camera system used in the experiment.
Zusammenfassung


Die quantitative Interpretation des EL-Signals basiert auf dem Reziprozitätstheorem, das die EL-Emission mit der externen photovoltaischen Quanteneffizienz korreliert. In dieser Arbeit wird dieses Theorem für industriell gefertigte CIGS-Solarzellen mithilfe von spektral aufgelöster Photolumineszenz (PL) bestätigt. Diese Bestätigung zeigt, dass PL- und EL-Emission einer linearen Superposition gehorchen, zumindest in einem begrenzten Bereich der angelegten Spannung und der Beleuchtung. Metastabile Effekte können ebenfalls per EL und PL beobachtet werden, z.B. die Erhöhung der Lumineszenzeffizienz nach Light-Soaking Experimenten um einen Faktor drei. Solche metastabilen Änderungen konnten auch in einer Reihe aufeinanderfolgender EL-Messungen eines CIGS-Moduls beobachtet werden. Die Experimente dazu wurden in Dunkelheit entweder unter konstantem Strom oder konstanter Spannung durchgeführt. In beiden Fällen erhöht sich die EL-Intensität mit der Belichtungszeit, wobei insgesamt eine Verringerung der am Modul gemessenen Spannung (konstanter Strom) oder eine Erhöhung des gemessenen Stroms (konstante Spannung) beobachtet wird. Diese Beobachtung kann durch die gleichzeitige Verringerung des bulk-Serienwiderstandes \( R_s \) und die Reduktion der Rekombinationsströme (Erhöhung des Übergangswiderstandes \( R_j \) während der Experimente...
unter Bias-Spannung) erklärt werden. Eine quantitative Analyse der Daten zeigt, dass die Verringerung von $R_s$ wesentlich stärker ist als die Erhöhung von $R_j$. Diese Analyse zeigt auch, dass der aus der EL für den transparenten Frontkontakt ermittelte Schichtwiderstand von $R_s$ stark verfälscht werden kann.


Weiterhin wird in dieser Arbeit eine Methode gezeigt, die absoluten lokalen Übergangsspannungen von $\alpha$-Si:H Dünnfilmsolarzellen und -modulen aus EL-Bildern zu extrahieren. Es wird gezeigt, dass die EL-Emission eines $\alpha$-Si:H Bauelements einem Diodengesetz mit einem Idealitätsfaktor $n_r$ größer eins folgt. Eine Auswertung wird vorgestellt, die es erlaubt, die absolute Übergangsspannung zu ermitteln, falls $n_r > 1$ gilt, während existierende Ansätze auf die Annahme $n_r = 1$ angewiesen sind. Es wird außerdem geklärt, warum der abgeleitete strahlende Idealitätsfaktor von der spektralen Empfindlichkeit der genutzten Kamera abhängt.
1. Introduction

The world energy consumption is rapidly increasing and will grow by 56% between 2010 and 2040 [1]. Besides the developed countries, the emerging and developing countries are becoming important energy consumers. For example, in 2003 China had already become the world’s second largest consumer with 12.1% of the world’s energy consumption, second only to the United States [2]. Nowadays, almost 80% [3, 4] of the world energy consumption is still generated by fossil resources. The production of conventional energy has a considerable impact on the environment, e.g. global warming and climate change [5]. This, combined with the shortage of fossil resources, is the driving force to develop alternative energy generation methods. Renewable energies, such as wind energy, hydro-power, biomass, and solar energy, etc., have become promising alternative energy, as they already provide 16% of the total world energy supply [4]. Moreover, they are renewable resources, and cause much less CO$_2$-emission than their fossil fuel counterparts. References [6, 7] give a brief discussion about different renewable energy technologies. Between 2006 and 2011, the global photovoltaic (PV) capacity increased dramatically by an average of 58% annually, the fastest growth of all renewable technologies [4]. Thus, solar energy will contribute an essential part to meet the world energy needs.

The PV market is dominated by crystalline silicon (c-Si) solar cells, which holds more than 86% of the market share, whereas thin-film solar technologies have approximately 14% [8]. The aim of using thin-film technologies is to reduce the production costs and save materials. The maximum theoretical energy conversion efficiency of an ideal (Shockley and Queisser) single p-n junction solar cell is approximately 31% [9]. The record efficiencies of cells and modules of different solar cell devices are given in Refs. [10–15]. The record lab cell efficiency of mono-crystalline silicon (c-Si) is 25% [10,11,14], of cadmium telluride (CdTe) thin-film cell is 18% [12], and of single hydrogenated amorphous silicon (a-Si:H) thin-film solar cell is 10.3%
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A world record efficiency for polycrystalline thin-film solar cells of 20.3% had been reported for a Cu(In,Ga)Se$_2$ (CIGS) thin-film solar cell deposited onto a glass substrate [15]. Recently, a new record efficiency for CIGS solar cells of 20.8% had also been reported [17] from the same research group. This record efficiency is also the highest efficiency achieved for all thin-film technologies. However, typical achievable efficiencies of large-area (30 × 30 cm$^2$) CIGS solar modules are about 12-15% [18–20]. The significant deviation between the efficiencies of the record CIGS solar cell and of large-area industrially fabricated solar modules mostly results from defects, such as shunts or impurities. Therefore, it is of the utmost importance to understand the physics and the origin of defects to optimize the efficiencies of the devices. This thesis investigates defects in CIGS solar devices using spatially resolved EL. Furthermore, EL imaging is also used for the quantitative analysis of both CIGS and a-Si:H thin-film devices.

Many characterization techniques can be used to explore the optical, physical, as well as electrical properties of the solar devices. These can be divided into two types, namely, spatially and non-spatially resolved methods. The spatially resolved methods are useful for identifying the location and effect of defects. These can also be divided into scanning and imaging methods. Scanning methods measure the sample point by point. Commonly used scanning methods include laser-beam-induced-current (LBIC) [21, 22], electron-beam-induced-current (EBIC) [23], microwave photoconductance decay (µPCD) [24], CoreScan [25], and Cello [26]. These techniques can provide detailed information at high resolution, but are usually very time-consuming, with measurement times in the order of hours for large-scale solar modules. Using camera-based (imaging) methods, such as lock-in thermography (LIT) [27], photoluminescence (PL) imaging [28, 29] and electroluminescence (EL) imaging [30, 30–42], the entire sample is recorded at once, which drastically reduces the measurement time down to minutes or even seconds for a large-scale solar module.

This work focuses on different applications of spatially resolved EL, for the characterization of both CIGS and a-Si:H thin-film solar cells and modules. The specific thesis structure is outlined as follows.

Chapter 2 gives a brief description of the theoretical background of solar cells, which is important for understanding both experimental and simulation results
presented in this work. First of all, this chapter introduces the basic operation principle of a solar cell. For the analysis of the EL measurement results in this thesis, the reciprocity theorem \[43, 44\] and its application are described in detail. The samples used for this work are CIGS and a-Si:H thin-film devices, therefore, their device structure and manufacturing processes are briefly shown.

In \textbf{chapter 3}, the setups and working principles of the characterization techniques such as spatially resolved EL, PL and EL spectroscopy and DLIT used in this work are also described in detail.

\textbf{Chapter 4} concentrates on the analysis of the EL and PL spectra of CIGS solar cells measured at room temperature \((T = 300 \, \text{K})\) and the quantitative analysis of the transient EL images. As the results of these analyses, the reciprocity theorem is validated for the industrially produced CIGS solar cells. Additionally, the metastable effects in CIGS solar cells and modules under illumination and bias are observed via both EL and PL spectroscopy and EL imaging. The metastable changes of the EL intensity are ascribed in terms of the various sample resistances.

In \textbf{chapter 5}, a detailed study of commonly observable shunts in EL images of a \((30 \times 30 \, \text{cm}^2)\) CIGS module is presented by combining both EL and LIT imaging. A simulation tool based on the network simulation method (NSM) using a variable, adaptive mesh \[45\] is also used to determine the local EL intensity, the local voltage and the local dissipated power densities. From the experimental and simulation results, the sheet resistances of the front and the back contacts, the series resistance of the bulk, as well as the shunt geometry and shunt resistances are determined. The analysis of different simulations shows that shunts induce the so-called cross-talk effects, which depend on the current flow across the shunts, the sheet resistances of both the front and back contacts, and the geometry of the devices.

\textbf{Chapter 6} presents a classification of several common defects in CIGS modules that are visible in EL images. Additionally, various characterization techniques are also introduced, such as LIT, EL and PL imaging and spectroscopy, and scanning electron microscopy (SEM) to analyze the structural, electrical and optical properties of the defects.

In \textbf{Chapter 7}, a method to determine the absolute local junction voltage from the EL images of a-Si:H solar cells and modules is developed.

Conclusions and possibilities for future work are presented in \textbf{Chapter 8}. 
2. Fundamentals

This chapter is dedicated to the theory necessary to understand this thesis. Firstly, a brief description of the basic operational principle of a solar cell such as light absorption and emission is given. The reciprocity theorem [43] is introduced. It describes the relation between the external quantum efficiency of a solar cell and electroluminescence (EL) resulting from the radiative recombination process within a solar cell. The reciprocity theorem enables the quantitative analysis of the experimental results from both spatially and spectrally resolved EL measurements. Since this work mainly focuses on two thin-film technologies, namely, Cu(In,Ga)Se$_2$ (CIGS) and hydrogenated amorphous silicon (a-Si:H), their device structures and the electrical characterizations are briefly explained.

2.1. Light absorption and emission in solar cells

Solar cells are opto-electronic devices, which convert energy from incoming photons into electrical energy. Photons which enter the solar device, are absorbed and generate electron/hole (n/p)-pairs, which are extracted from the absorber to the front and back contacts. The reciprocal conversion process is called electroluminescence (EL), where charge carriers (n/p)-pairs are injected into the device, radiatively recombine, and finally the generated photons are emitted. The radiative recombination process is given in detail in Sec. 2.1.3. In this section, absorption and emission, which play an important role in the conversion processes in a solar cell and in EL, are briefly introduced.

Thermal equilibrium

In thermal equilibrium, the relation between absorption and emission is described by Kirchhoff’s law [46], which states that the emissivity (E) of an arbitrary body
at an energy interval $E$ equals its absorptance $a(E)$, i.e. the ratio of absorbed radiation to incident radiation at the same energy. Kirchhoff’s law describes the thermal emission $\Phi_{\text{em}}(E)$, which is given by

$$\Phi_{\text{em}}(E) = \xi(E) \Phi_{\text{bb}}(E) = a(E) \Phi_{\text{bb}}(E).$$

(2.1)

The black-body spectrum $\Phi_{\text{bb}}(E)$ is described by Planck’s law \[47\]

$$\Phi_{\text{bb}}(E) = \frac{2\pi E^2}{h^3 c^2} \exp\left(\frac{E}{kT}\right) \approx \frac{2\pi E^2}{h^3 c^2} \exp\left(-\frac{E}{kT}\right),$$

(2.2)

where $h = 4.136 \times 10^{-16}$ eVs is the Planck’s constant, $c_0 = 2.998 \times 10^{10}$ cm/s the vacuum speed of light, $k = 8.617 \times 10^{-5}$ eV/K the Bolzmann constant, and $T$ the temperature. Planck’s law is derived from Kirchhoff’s law for a black body, which absorbs all the incoming light in thermal equilibrium and emits the same radiation spectrum it absorbs, i.e. $a(E) = 1$.

**Non-thermal equilibrium**

Kirchhoff’s and Planck’s laws are only valid in thermal equilibrium. For non-thermal equilibrium, Planck’s law has been generalized for non-thermal radiation by Würfel [48] by introducing a non-zero chemical potential $\mu$ of radiation, which equals the quasi-Fermi level splitting $\Delta E_F$. The splitting of the quasi Fermi-level $\Delta E_F$ results from the injected electron and hole concentrations $n$ and $p$, under illumination or an applied forward voltage $V$.

The emission $\Phi_{\text{em}}(V, E)$ of non-thermal radiation under an applied voltage $V$ is described by Würfel’s generalized Planck’s law [48]

$$\Phi_{\text{em}}(V, E) = a(E) \Phi_{\text{bb}}(E) \exp\left(\frac{qV}{kT}\right).$$

(2.3)

The exponential factor $\exp\left(qV/kT\right)$ in Eq. (2.3) is given by the electron and hole concentrations in non-thermal equilibrium, $n$ and $p$, respectively, and the electron and hole concentrations in thermal equilibrium $n_0$ and $p_0$, respectively.

The concentrations of electrons $n$ and holes $p$ are the functions of the quasi-Fermi levels $E_{Fn}$ and $E_{Fp}$ of electrons and holes, which are defined as

$$n = N_c \exp\left(\frac{E_c - E_{Fn}}{kT}\right),$$

(2.4)

$$p = N_v \exp\left(\frac{E_{Fp} - E_v}{kT}\right),$$

(2.5)
where $N_c$ and $N_v$ are the effective densities of states in the conduction and the valence bands, and $E_C$ and $E_V$ are the conductance band minimum and the valence band maximum energies. The product of $n$ and $p$ is written as

$$np = N_c N_v \exp \left( -\frac{E_g}{kT} \right) \exp \left( \frac{E_{F_n} - E_{F_v}}{kT} \right). \quad (2.6)$$

Here, $E_g = E_C - E_V$ is the band-gap energy. The quasi-Fermi level splitting $\Delta E_F$ is the difference between the quasi-Fermi levels $E_{F_n}$ and $E_{F_v}$ of electrons and holes, respectively, or $\mu = \Delta E_F = E_{F_n} - E_{F_v}$.

Under an applied voltage $V$, the product $np$ is written as

$$np = N_c N_v \exp \left( -\frac{E_g}{kT} \right) \exp \left( \frac{qV}{kT} \right). \quad (2.7)$$

For flat quasi-Fermi levels and, therefore, a constant quasi-Fermi level split $\Delta E_F = E_{F_n} - E_{F_v}$ equals $qV$.

Furthermore, in thermal equilibrium, the concentrations of electrons $n_e$ and holes $p_h$ are given by

$$n_e = N_c \exp \left( -\frac{E_C - E_{F_n}}{kT} \right), \quad (2.8)$$

$$p_h = N_v \exp \left( -\frac{E_V - E_{F_v}}{kT} \right). \quad (2.9)$$

The product of the equilibrium electron and hole concentrations $n_e$ and $p_h$ is given as

$$n_e p_h = n_i^2 = N_c N_v \exp \left( -\frac{E_g}{kT} \right), \quad (2.10)$$

where $n_i$ is the intrinsic carrier density.

Using Eqs. (2.10) and (2.7), the product of $n$ and $p$ shown in Eq. (2.7) can be written as

$$np = n_i^2 \exp \left( \frac{qV}{kT} \right). \quad (2.11)$$

The exponential term $\exp (qV/kT)$ is therefore the ratio of the product $np$ in non-thermal equilibrium to the product $n_ip_h$ in equilibrium.

Equation (2.1) describes the thermal emission in the thermodynamic equilibrium. In non-thermal equilibrium, electroluminescence results from the radiative
recombination of electrons and holes under an applied forward voltage $V$ and is larger than the thermal emission by an exponential factor $\exp(qV/kT)$ in Eq. (2.3). Equation (2.3) is a prerequisite for the derivation of the reciprocity theorem shown in Sec. 2.2, which plays an important role for the quantitative analysis conducted in this thesis.

### 2.1.1. Direct and indirect semiconductors

In a semiconductor, light absorption and emission depend on the wavevector $k$, i.e. a vector, which has a magnitude ($k = 2\pi/\lambda$, where $\lambda$ is the wavelength of the traveling wave), and gives the direction of the wave propagation.

Direct semiconductors have the maximum of the valence band and the minimum of the conduction band at the same wavevector $k$. Therefore, the transition of an electron between the valence band and conduction band occurs without phonon interaction, which means that the radiative recombination process is dominant in direct semiconductors. The absorption coefficient $\alpha_{\text{dir}}$ of a direct semiconductor material is given as

$$\alpha_{\text{dir}} \propto \sqrt{(hv - E_g)}.$$  \hfill (2.12)

In indirect semiconductors, the maximum of the valence band and the minimum of the conduction band are at different wavevectors $k$. To excite an electron from the valence band into the conduction band at different wavevector values, a phonon with an energy $E_p$ must be either absorbed or emitted. The absorption of a phonon decreases lattice vibrations, whereas the emission of a phonon increases lattice vibrations. Radiative recombination in indirect semiconductors is low compared to that in direct semiconductors. The absorption coefficient $\alpha_{\text{ind}}$ of an indirect semiconductor material is given as

$$\alpha_{\text{ind}} \propto (hv - E_g - E_p)^2,$$  \hfill (2.13)

$$\alpha_{\text{ind}} \propto (hv - E_g + E_p)^2,$$  \hfill (2.14)

for phonon emission and phonon absorption, respectively.

Figure 2.1 shows absorption coefficient and absorption length of both direct and indirect semiconductor devices versus photon energy $E$. Figure 2.1 depicts that direct semiconductors such as CuInSe$_2$ shows a steeper increase of the absorption...
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Figure 2.1: Absorption coefficient and absorption length of CuInSe$_2$, c-Si and a-Si:H devices, illustrated after [49]. Direct semiconductors such as CuInSe$_2$ show steeper increase of the absorption coefficient, and consequently a smaller absorption length at the band-gap than that of the indirect semiconductors.

A p-n homojunction shown in Fig. 2.2(a) is formed by connecting a p-type semiconductor, e.g. c-Si. Direct semiconductor materials have larger absorption coefficient $\alpha$ close to their band-gap energy, i.e. a stronger light absorption. Since the absorption length $L_\alpha$ is inversely proportional to the absorption coefficient $\alpha$, the indirect-semiconductors have longer absorption length than the direct semiconductors. Cu(In,Ga)Se$_2$ (CIGS) is a direct semiconductor. Hydrogenated amorphous silicon (a-Si:H) is a quasi-direct semiconductor. This work focuses on the analysis of EL measurements of CIGS and a-Si:H devices.

2.1.2. p-n and p-i-n junctions

Figure 2.2 shows the banddiagrams of various types of p-n-junctions such as p-n homojunction, p-n heterojunction, and p-i-n heterojunction, which are described in detail below.

A p-n homojunction shown in Fig. 2.2(a) is formed by connecting a p-type
Figure 2.2: Banddiagrams of (a) a p-n homojunction, (b) a p-n heterojunction [49],
and (c) a p-i-n heterojunction.
doped and an n-type doped semiconductor, which allows the diffusion of electrons into the p-type material, holes into the n-type material due to concentration gradients. By this diffusion process, electrons and holes leave behind ionized shallow donors and acceptors, respectively. This process results in a depletion region, also called the space charge region (SCR). In the SCR, an electric field is created due to the ionization of positive donors and negative acceptors, which prevents the diffusion of further electrons into the p-region and holes into the n-region. The width of the SCR depends on the doping concentration. The total width of the SCR is the sum of the widths of the space charge regions $W_{sc,p}$ and $W_{sc,n}$ in p-type and n-type region, respectively.

The Fermi energy level $E_F$ is shown in Fig. 2.2(a). The built-in voltage is the sum of the built-in voltages of the n- and the p-type regions ($V_{n,0} + V_{p,0}$). Typical solar devices with a p-n homojunction structure are for example crystalline silicon solar cells.

Figure 2.2(b) shows the band diagram of a p-n heterostructure. In contrast to a homojunction, a heterojunction is formed if two semiconductor materials with different band-gap energies $E_{g,1}$ and $E_{g,2}$ are brought into contact. A CIGS device consisting of several layers from various materials is an example for a p-n heterostruc-
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ture. The band diagram of a heterojunction ZnO/CdS/CIGS solar cell is shown in Fig. 2.3. More details on the device structure of a CIGS solar cell is given in Sec. 2.3.1. The front contact layers from ZnO:Al and i-ZnO have a band-gap energy of $E_{g,\text{ZnO}} = 3.3 \text{ eV}$ and $E_{g,\text{ZnO:Al}} = 3.3 \text{ eV}$ [50]. The CdS buffer layer has a band-gap energy of approximately $E_{g,\text{CdS}} = 2.4 \text{ eV}$ [50]. The band-gap of the CIGS absorber layer can range from $E_v \approx 1.02 \text{ eV}$ to $1.7 \text{ eV}$, depending on the Ga-content [51, 52]. The conduction band discontinuity $\Delta E_c$ at the absorber(CIGS)/buffer(CdS) layer is approximately $0.3 \text{ eV}$ [53]. The valence band discontinuity $\Delta E_v$ is $\approx -0.8 \text{ eV}$ [53].

For $a$-Si:H thin-film solar cells, a p-n junction structure is not as effective as for other solar technologies. The main reason is the poor electronic properties of the doped layers. In addition it can be beneficial for a low mobility device as $a$-Si:H to have a wide SCR. Therefore, a p-i-n junction structure as shown in Fig. 2.2(c) is used to enlarge the depletion region. Additionally, the i-layer has a low defect density, and therefore, the lifetime of the photogenerated charge carriers can be increased.

2.1.3. Recombination processes

In this section, various recombination processes are briefly presented. Recombination is the reciprocal process of generation of electron-hole pairs. During the recombination process, electrons in the conduction band or in defect levels (traps) within the band-gap are captured by holes in traps or in the valence band and/or holes in the valence band can be captured by electrons in traps. Figures 2.4(a-c) illustrate radiative (band-to-band) recombination, Auger and Shockley-Read-Hall (SRH), respectively.

In this thesis, radiative recombination is an important recombination process because it is the fundamental process for luminescence. Radiative recombination occurs when an electron $n$ in the conduction band recombines with a hole $p$ in the valence band, and thereby, emits a photon $\gamma$ (see Eq. (2.15)) [54]. In direct band-gap semiconductors, such as Cu(In,Ga)Se$_2$, the radiative recombination mechanism is the dominant recombination process.

$$n + p \rightarrow \gamma.$$  \hspace{1cm} (2.15)

The radiative recombination rate at which electrons and holes recombine are
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Figure 2.4.: Recombination mechanisms in semiconductors: (a) Band-to-band recombination, (b) Auger recombination, (c) Shockley-Read-Hall (SRH) recombination.

The radiative recombination rate \( R_0 \) equals the generation rate \( G_0 \),

\[
R_0 = G_0, \quad (2.17)
\]

where \( n_0 \) is the equilibrium concentration of minorities, \( \tau \) is the lifetime of minority carriers, and \( \alpha \) is the absorption coefficient. Under a forward applied voltage \( V \), the radiative recombination rate \( R(x) \) at position \( x \) depends on the concentration of excess minority carriers \( \Delta n \). From Eq. (2.17), it follows

\[
R(x) = \frac{\Delta n(x)}{\tau}. \quad (2.18)
\]

Auger recombination requires three carriers. An electron and a hole recombine in a band-to-band transition and then the resulting energy is transferred to a third electron or hole. Therefore, the Auger recombination rate for electrons is similar to that of band-to-band recombination, which receives the resulting energy from the electron-hole recombination. The Auger recombination rate is given by

\[
R_{\text{Aug}} = C_n n^2 p + C_p p^2 n, \quad (2.19)
\]

Here \( B \) is the bimolecular recombination constant, \( n \) is the density of electrons and \( p \) is the density of holes. From Kirchhoff’s law and the detailed balance principle [55], at equilibrium, the radiative recombination rate \( R_0 \) equals the generation rate \( G_0 \),

\[
R_0 = Bnp. \quad (2.16)
\]
where $C_e$ and $C_p$ are the coefficients of the Auger recombination for electrons and holes, respectively. Auger recombination depends strongly on the doping concentration. For n-type semiconductors with $n \gg p$, then $R_{\text{Aug}}$ is proportional to $n^2$. Analogously, for p-type semiconductor ($p \gg n$), $R_{\text{Aug}}$ is proportional to $p^2$. Auger is the dominant recombination mechanism in indirect semiconductor such as silicon solar cells.

Shockley-Read-Hall (SRH) recombination is recombination through defect levels caused by the presence of impurities, e.g. foreign atoms, or structural defects (see Fig. 2.4(c)). The SRH recombination process requires two particles and occurs via trap energy levels $E_T$ within the band-gap. The possible processes are (1) an electron from the conduction band can be trapped by an empty trap, (2) a filled trap can emit an electron back into the conduction band, (3) an empty trap can capture a hole from the valence band, (4) a trap filled with a hole can emit a hole back into the valence band.

The recombination rate $R_{\text{SRH}}$ is given by \[ R_{\text{SRH}} = \frac{np - n_i^2}{(n + n_i)\tau_p + (p + p_i)\tau_n}, \] where $n, p$ are the density of the electrons and holes, $\tau_p, \tau_n$ are the life time of the holes and electrons, respectively. The parameters $p_i$ and $n_i$ are the hypothetical hole and electron concentrations in the valance band and the conductance band, respectively, if $E_F = E_T$. It follows

\[ n_i = N_T \exp \left( \frac{-E_C - E_F}{kT} \right), \] \[ p_i = N_T \exp \left( \frac{-E_V - E_F}{kT} \right). \]

The lifetimes of the excess minority hole and electron, respectively, are defined by

\[ \tau_p = (N_T \sigma_p v_{th})^{-1}, \] \[ \tau_n = (N_T \sigma_n v_{th})^{-1}, \]

where $N_T$ is the trap density, $\sigma_p, \sigma_n$ are the hole and electron capture cross sections, and $v_{th}$ is the carrier thermal velocity \[56\].
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This section presents the reciprocity theorem [43, 44], which is applied to the analyses of EL measurements given in this thesis.

Electroluminescence results from the radiative recombination of the injected charge carriers by applying a forward voltage bias to a solar device, which is the reciprocal process of the standard operation of a solar cell. For a solar cell, the external quantum efficiency $Q_e(E)$ is an important quantity. The relationship between the external quantum efficiency and electroluminescence emission $\phi_{el}$ is given by the reciprocity theorem [43], which is written as

$$\phi_{el}(E) = Q_e(E)\phi_{bb}(E)\left[\exp\left(\frac{qV_j}{kT}\right) - 1\right].$$

The external quantum efficiency $Q_e(E)$ is defined as the ratio of the number of carriers collected by the solar cell to the number of photons of a specific wavelength impinging on the surface of the device

$$Q_e(E) = \frac{1}{q} \frac{dJ_{sc}}{d\phi_{in}(E)},$$

where $d\phi_{in}(E)$ is the incident photon flux in the energy interval $dE$, which leads to $dJ_{sc}$. The external quantum efficiency $Q_e(E)$ can also be expressed as the integral of the product of the generation rate $g(x, E)$ and the collection probability $F(x)$

$$Q_e(E) = \int_0^d g(x, E)F(x)dx.$$

The reciprocity theorem [43, 44] is used for both spectrally and spatially resolved EL analysis. For the analysis of spectrally resolved EL measurements, the EL emission $\phi_{el}(E)$ can directly be calculated from the measured $Q_e(E)$ and vice versa according to the relationship between $\phi_{el}(E)$ and $Q_e(E)$, if the EL spectrum is independent of the applied voltage, or in other words, $\phi_{el}(E)$ is directly proportional to $Q_e(E)$

$$\phi_{el}(E) \propto Q_e(E).$$

The spatially resolved EL analysis makes use of the relation between the local EL emission $\phi_{el}(E, r)$ and the local junction voltage $V_j(r)$ to determine the absolute
value for the local junction voltage. Here, \( r = (x, y) \) is the local position of the solar cell’s surface. For the analysis of EL images, Eq. (2.25) is rewritten as

\[
\Phi_e(E, r) = Q_e(E, r) \Phi_{\text{bb}}(E) \left[ \exp \left( \frac{qV_j(r)}{kT} \right) - 1 \right].
\]

(2.29)

In most cases, the interpretation of spatially resolved EL measurements uses the camera signal of each pixel \( S_{\text{cam}}(r) \), which is the product of the proportionality \( S_0(r) \) and the local junction voltage \( V_j(r) \) [32, 33], that is

\[
S_{\text{cam}}(r) = S_0(r) \exp \left( \frac{qV_j(r)}{kT} \right),
\]

(2.30)

where \( qV_j \gg kT \) and \( S_0(r) \) is given by

\[
S_0(r) = \int Q_{\text{cam}}(E) Q_e(E, r) \Phi_{\text{bb}}(E) dE.
\]

(2.31)

because of the spectrally dependent quantum efficiency \( Q_{\text{cam}}(E) \) of the camera. Note that here, the spatial influence of the external quantum efficiency \( Q_e(E, r) \) on the EL intensity is neglected since the spatial impact of the local junction voltage on the EL intensity is much stronger due to the exponential relation between \( V_j(r) \) and \( \Phi_e(E, r) \).

The determination of the absolute junction voltage [38] of each individual cell \( V_i \) and of the entire module \( V_m \) from EL images is described as follows.

From Eq. (2.30), the absolute local junction voltage \( V_j(r) \) can be calculated by

\[
V_j(r) = \frac{kT}{q} \ln (S_{\text{cam}}(r)) + V_{\text{off}} = V'_j(r) + V_{\text{off}},
\]

(2.32)

where \( V'_j(r) \) is the relative local junction voltage and \( V_{\text{off}} \) is the offset voltage, which is defined by

\[
V_{\text{off}} = \frac{kT}{q} \ln (S_0(r)).
\]

(2.33)

From the superposition principle, the offset voltage \( V_{\text{off}} \) can be determined by comparing the sum of the relative junction voltage of each individual cell \( V'_j \) from the EL measurements carried out at different injected current densities \( J \) to the open circuit voltage \( V_m \) of the same sample measured for a short circuit current density \( J_{sc} = J \) equaling the injected current density during the EL experiment [57]. This comparison gives

\[
V_{\text{off}} = \frac{1}{N} \sum_{k=1}^{N} V'_{jk} + N V_{\text{off}} = \frac{1}{N} \sum_{k=1}^{N} V_{jk},
\]

(2.34)
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where \( N \) is the number of cells in the module.

The average relative voltage for each cell in the module \( V'_j \) is calculated in two steps. In the first step, a line-scan of the relative junction voltage \( V'_j \) is obtained by averaging the relative local junction voltage \( V'_j(r) \) over the entire length of the module. In the second step, \( \overline{V'_j(r)} \) is obtained by averaging the relative junction voltage from the line-scan over the entire width of each cell.

The absolute junction voltage of each individual cell \( V_j \) is finally determined by

\[
V_j = \overline{V'_j(r)} + V_{oc}. \tag{2.35}
\]

Furthermore, another reciprocity relation is derived based on the reciprocal relation between the standard solar operation and EL, i.e. the relation between the EL efficiency of the light-emitting diodes \( Q_{LED} \) and the open-circuit voltage of the device [58]. With the help of this relation, the EL efficiency \( Q_{LED} \) can be predicted from the open-circuit voltage or vice versa.

The maximal open-circuit voltage of a solar device is the open-circuit voltage of an ideal solar cell according to Shockley and Queisser. Shockley and Queisser assumed that in an ideal solar cell, the generated carriers can be perfectly collected, radiative recombination is the only recombination process, the absorptance follows a step-like function \( a(E \geq E_g) = 1, a(E < E_g) = 0 \), and that the diode ideality factor \( n_{id} \) equals one [9]. In a real solar device, the absorptance \( a(E) \) equals \( Q_e(E) < 1 \) and both radiative and non-radiative recombination exist. In order to calculate the losses of the open-circuit voltage in a real device due to non-radiative recombination, it is important to know the open-circuit voltage with only presence of radiative recombination, i.e. \( V_{oc,r} \), which is given by

\[
V_{oc,r} = \frac{kT}{q} \ln \left( \frac{J_{oc,r}}{J_{sc,r}} + 1 \right). \tag{2.36}
\]

Here, \( J_{sc,r} \) is the radiative short-circuit current density

\[
J_{sc,r} = q \int_0^\infty \Phi_{in}(E)Q_e(E)dE, \tag{2.37}
\]

and the radiative saturation current density is given by

\[
J_{oc,r} = q \int_0^\infty \Phi_{bb}(E)Q_e(E)dE. \tag{2.38}
\]
Moreover, the electroluminescent efficiency $Q_{\text{LED}}$ is defined as

$$Q_{\text{LED}} = \frac{J_r(V)}{J_r(V) + J_n(V)} = \frac{J_0, r \exp \left( \frac{qV}{kT} \right)}{J_r(V) + J_n(V)}$$  \hspace{1cm} (2.39)$$

If the device is operated under open-circuit voltage, the sum $J_r(V) + J_n(V)$ equals $J_{sc}$. The LED quantum efficiency $Q_{\text{LED}}$ of the device is then given by

$$Q_{\text{LED}}(V_{oc}) = \frac{J_{0, r} \exp \left( \frac{qV_{oc}}{kT} \right)}{J_{sc}}.$$  \hspace{1cm} (2.40)$$

From Eqs. (2.36) and (2.40), the loss in $V_{oc}$ due to non-radiative recombination is calculated by

$$\Delta V_{oc} = V_{oc,r} - V_{oc} = -\frac{kT}{q} \ln \left( Q_{\text{LED}}(V_{oc}) \right).$$  \hspace{1cm} (2.41)$$

Equation (2.41) [58] describes the relation between $Q_{\text{LED}}$ and the real open-circuit voltage $V_{oc}$, which enables the prediction of the LED quantum efficiency $Q_{\text{LED}}$ and the determination of the losses in the open-circuit voltage due to non-radiative recombination.

The reciprocity theorem shown in Eq. (2.25) is based on Donolato’s theorem [59] and Würfel’s generalized Planck’s law [48]. Thus, the reciprocity theorem holds only when both Donolato’s theorem and Würfel’s generalized Planck’s law hold. The validity of Donolato’s theorem requires the validity of the superposition principle.

The superposition principle holds if the $J/V$ characteristic under illumination is the dark $J/V$ characteristic shifted by a constant factor, i.e. the photogenerated current density $J_{ph}$, which equals the short-circuit current density $J_{sc}$ under illumination. In other words, the photogenerated current density should be independent of voltage so that the superposition principle holds. The photogenerated current density depends on the generation rate $g(x, E)$ and the collection of carriers $f_c(x)$, which is defined as

$$J_{ph} = q \int_0^\infty \Phi_{ph}(E)Q_c(E) dE = \frac{1}{q} \int_0^\infty \int_0^d g(x, E)\Phi_{ph}(E)f_c(x) dx dE.$$  \hspace{1cm} (2.42)$$

The generation rate $g(x, E)$ is independent of the voltage and photon flux. Therefore, the voltage dependence of $J_{ph}$ results from the voltage dependence of the charge carrier collection, which leads to the violation of the superposition principle, and thus of Donolato’s theorem.
Disordered, low mobility p-i-n thin-film solar cells such as amorphous and microcrystalline, show voltage-dependent carrier collection. Thus, the photocurrent is also voltage-dependent and consequently, the superposition principle does not hold for a-Si:H and µc-Si:H devices. Violation of the superposition via violation of Donolato’s theorem is not compatible with the reciprocity relation because the photovoltaic quantum efficiency $Q_e(E)$ becomes voltage bias dependent.

EL analyses based on the reciprocity theorem have been done for CIGS thin-film solar cells [38,58,60], crystalline silicon solar cells [60,61], organic solar cells [41], and GaInP/InGaAs/Ge multijunction solar cells [57, 62]. In the case of a-Si:H thin-film devices, applying the reciprocity theorem for analysis of the EL signal is not as straight-forward as for the above-mentioned solar technologies because of the violation of the superposition principle, and because the radiative ideality factor is larger than unity. The detailed analysis of EL images of a-Si:H thin-film solar cells and modules by using a modification of Eq. (2.29) is introduced in chapter 7.

The reciprocity theorem described in Eq. (2.25) has also been further extended to the case of photoluminescent emission $\Phi_{PL}(\Phi_{exc}, E)$ resulting from the photoexcitation $\Phi_{exc}$ by Rau [44]. This generalized reciprocal relation [44] is given by

$$
\Phi_{em}(E) = \Phi_{em}(E, \Phi_{exc}) + \Phi_{el}(E, V_j) = \Phi_{em}(E, \Phi_{exc}) + Q_e(E)\Phi_{sc}(E) \left[ \exp \left( \frac{qV_j}{kT} \right) - 1 \right].
$$

Equation (2.43) shows that the emission $\Phi_{em}(E)$, as a function of photon energy $E$, is a superposition of the EL emission $\Phi_{el}$ stimulated by the junction voltage $V_j$ and the short circuit (sc) emission $\Phi_{sc}$ resulting from the photoexcitation $\Phi_{exc}$.

### 2.3 Thin-film solar cells

For standard crystalline silicon (c-Si) solar cells, the absorber thicknesses are several hundreds µm, whereas the absorber thicknesses of thin-film solar cells are only several µm or even several hundred nm. This thesis focuses on the application of the EL characterization technique to Cu(In,Ga)Se$_2$ (CIGS) and hydrogenated amorphous silicon (a-Si:H) thin-film solar cells or modules. Therefore, in this section the device structures of CIGS and a-Si:H are introduced.
2.3.1. Cu(In,Ga)Se$_2$ solar cells

Solar cells and modules based on the chalcopyrite compound Cu(In,Ga)Se$_2$ achieve the highest efficiency among all thin-film solar cell technologies [15]. A typical device structure of a CIGS solar cell with a substrate configuration is shown in Fig. 2.5(a).

![Diagram of CIGS solar cell](image)

**Figure 2.5:** (a) Typical device structure of a CIGS thin-film solar cell with a substrate configuration. (b) Typical p-i-n device structure of an a-Si:H thin-film solar cell with a superstrate configuration.

The device starts with a glass substrate. A commonly used substrate for CIGS solar cells is Na-containing glass. The reason for using this kind of glass is
to improve the electronic properties of the device, since the diffusion of Na into the absorber improves the growth of the absorber [63–67]. For the back contact, a thin molybdenum (Mo) layer with a thickness of approximately 0.5-1 µm is sputtered on the glass substrate because Mo provides a good ohmic contact for the majority carriers and a low recombination rate for minority carriers [68–73]. Furthermore, Mo also plays an important role for adhesion of the absorber film, and supports the transport of Na from the glass substrate into the CIGS absorber.

The absorber material is the quaternary Cu(In,Ga)Se₂ direct semiconductor, which is deposited on top of the Mo layer usually by the vacuum co-evaporation [71, 75]. Subsequently, a thin cadmium sulfide (CdS) n-type semiconductor of around 50 nm is deposited onto the CIGS absorber. CdS is commonly prepared by a chemical bath deposition (CDB) [76], and serves as a buffer layer because many of its physical properties, e.g. band gap and refractive index, are between those of the ZnO window layer and CIGS absorber layer [30]. The CdS deposition provides a complete covering of the rough CIGS absorber surface [77], and a good passivation of the CIGS/CdS interface [30]. The standard sequence of the window layer consists of 50 nm of intrinsic zinc oxide (i-ZnO) and 150 nm of aluminium doped (ZnO:Al), which serves as the transparent conductive oxide (TCO) front electrode in this device. The role of the i-ZnO layer in the CIGS device is discussed in Ref. [78], in which the authors discussed that the local series resistance provided by the i-ZnO mitigates the effects of the electrical inhomogeneities, which limit the open-circuit voltage of the device.

In this thesis, the investigated samples are large-area (30 × 30 cm²) CIGS modules from Manz AG, formerly Würth Solar GmbH & Co. KG. The large-area CIGS modules consist of 64 individual cells with a cell length of 30 cm and a cell width of 0.4 cm. CIGS modules are fabricated in an inline process consisting of the co-evaporation of a CIGS absorber on a Mo-covered glass substrate (3 mm) [18, 20, 79]. During the fabrication process, the monolithic interconnection is achieved using three scribing steps (see Fig. 2.6). In the first step, the electrical separation of the Mo back contact of the individual cells is done by a laser scribing (P1) process. In the second step, the series connection of the cells in the modules is realized by a mechanical scribe down to the Mo layer (P2). Subsequently, the transparent ZnO window layer is deposited. To complete the monolithic integration of the module,
a third scribing step (P3) is carried out with a mechanical scribe to separate the cells [79]. For the spectrally resolved measurements presented in chapter 4, a cell fragment of \((4 \times 9 \text{ mm}^2)\) is cut from a large-area \((30 \times 30 \text{ cm}^2)\) module. For the analysis of different defect types in CIGS devices shown in chapter 6, module and cell fragments of different sizes are also cut from large-area modules.

### 2.3.2. \(a\)-Si:H solar cells

The most commonly used \(a\)-Si:H device structure has a so-called superstrate configuration, which is shown in Fig. 2.5(b). Glass is usually used as a superstrate, which enables light to come through the front TCO contact to the absorber layer, and also mechanically supports the device. Due to their transparency and high conductivity, materials such as ZnO or SnO\(_2\) are chosen for the TCO front contact. To enhance the optical path length of incoming light, the front contact and the back contact are textured (not shown in Fig. 2.5(b)). For the preparation of \(a\)-Si:H films, either plasma enhanced chemical vapor deposition (PECVD) [80,81] or hot wire chemical vapor deposition (HWCCD) [82–84] is usually used. The p-type (\(\approx 15 \text{ nm}\)), intrinsic i-type (\(\approx 350 \text{ nm}\)), and n-type (\(\approx 20 \text{ nm}\)) \(a\)-Si:H are sequentially deposited in a single chamber or in a multi-chamber system. Finally, the \(a\)-Si:H device is completed with a silver back contact.

For this work, single \(a\)-Si:H devices are used, which are fabricated at the Institute of Energy- and Climate Research (IEK-5 photovoltaics) in a superstrate configuration with Glass/TCO/\(a\)-Si:H p-i-n/ZnO/Ag layer stack. The glass used
2.4 Electrical characterization of solar cells

2.4.1. Current/Voltage characteristics

For an ideal solar cell, the dark current density $J_d$ under an applied voltage $V$ follows the Shockley diode equation

$$J_d = J_0 \left[ \exp \left( \frac{qV}{kT} \right) - 1 \right], \quad (2.44)$$

where $J_0$ is the saturation current density and $kT$ the thermal voltage. The total current density $J$ results from the sum of $J_d$ and the photon-generated current density $J_{ph}$ under illumination, which equals the short circuit current density $J_{sc}$

$$J = J_d \left[ \exp \left( \frac{qV}{kT} \right) - 1 \right] - J_{sc}. \quad (2.45)$$

The short circuit current density $J_{sc}$ is obtained from Eq. (2.45) if the applied voltage $V$ equals zero. The open circuit voltage is defined as the voltage drop over a sample under illumination when the total current $J$ is zero. It follows from Eq. (2.45)

$$V_{oc} = \frac{kT}{q} \ln \left( \frac{J_{sc}}{J_0} + 1 \right). \quad (2.46)$$

Illuminated $J/V$ characteristics are measured by a sun simulator, under standard testing conditions (STC), i.e. a sample temperature of 25°C and AM1.5G spectrum. Figure 2.7 shows an illuminated characteristic of a solar cell measured at STC. $J/V$ measurements are used to derive the output parameters of a solar cell, i.e. $J_{sc}$, $V_{oc}$, the voltage at the maximum power point (mpp) ($V_{mpp}$), the current
Figure 2.7: $J/V$ characteristic of a solar cell under illumination. The maximal power density $P_{\text{max}}$ is the product of the current density and the voltage at maximal power point (mpp) $J_{\text{mpp}}$, $V_{\text{mpp}}$. The fillfactor $FF$ is defined as the ratio of $P_{\text{max}}$ (small rectangle) to the product $J_{\text{sc}}V_{\text{oc}}$ (large rectangle).

density at the maximum power point ($J_{\text{mpp}}$). The maximal power density ($P_{\text{max}}$), the fillfactor $FF$ and the efficiency $\eta$ are determined by the following equations

$$P_{\text{max}} = V_{\text{mpp}}J_{\text{mpp}},$$

$$FF = \frac{P_{\text{max}}}{V_{\text{oc}}J_{\text{sc}}},$$

$$\eta = \frac{P_{\text{max}}}{P_{\text{in}}}.$$  

(2.47)

(2.48)

(2.49)

Here $P_{\text{in}}$ is the optical power density of the incoming light.

Figure 2.8 shows an equivalent network of a real solar cell including series resistance $R_s$ and shunt resistance $R_{sh}$, which significantly affect the $FF$ and the output power of the device. Loss mechanisms in real solar cells due to various recombination processes within the junction, e.g. SRH recombination, which causes an diode ideality factor $n_{id}$ larger than one, i.e. $1 \leq n_{id} \leq 2$. Therefore, the dark
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The dark characteristic of a CIGS solar cell gives the information about the influences of the series resistance and shunt resistance on the device. Figure 2.9 indicates the dark $J/V$ characteristics of a solar cell, which has three typical regions, namely, the low voltage region (I) ($V < 0.6$ V), middle voltage region (II) ($V = 0.6 - 1$ V), and the high voltage region (III) ($V > 1$ V). Note that the lower and upper limits presented here are only typical for the CIGS samples, which are investigated in this work. The deviation of the $J/V$ curve in the low voltage range from the diode equation $J = J_0 \exp(qV/n_k T)$ as shown in the middle voltage region, is caused by the influence of a shunt. The saturation of the curve in the high voltage range above 1 V results from the series resistance.

2.4.2. External quantum efficiency

The external quantum efficiency $Q_\epsilon(E)$ measurements are carried out by using a monochromator based setup [85]. A white light from a W-halogen or a Xe-arc lamp is chopped with a chopper to obtain a periodic signal, which can be used by a lock-in amplifier. The monochromatic light is then guided to a reference cell, e.g.
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Figure 2.9: Dark $J/V$ characteristic of a solar cell with three typical regions: (I) low voltage region with the influence of the shunt resistance $R_{sh}$, (II) middle voltage region (ideal diode), (III) high voltage region with the influence of the series resistance $R_s$.

A photodiode is used for the absolute calibration. Another solar cell is used during the calibration and the measurement to monitor the variations in the absolute intensity of the light source. For each wavelength, the resulting $Q_e(E)$ value is corrected by the ratio of the intensity on the monitor cell during the calibration and the measurement.

Figure 2.10 shows a typical plot of the external quantum efficiency $Q_e(E)$ vs wavelength $\lambda$ of a CIGS and an a-Si:H solar cell, in which the external quantum efficiency reaches its maximum at 630 nm and 530 nm, respectively. The external quantum efficiency $Q_e(E)$ measurements enable the analysis of both optical and recombination losses. The optical losses consist of reflection losses and parasitic absorption, i.e. absorption in parts of the structure, which does not contribute to the photocurrent. The internal quantum efficiency $Q_i$ is the efficiency resulting from the correction of the external quantum efficiency for the spectral reflectance $R(E)$. 

Figure 2.10: Typical external quantum efficiencies of an $a$-Si:H and a CIGS solar cell.

Note that the internal quantum efficiency includes parasitic absorption losses.

$$Q_i(E) = \frac{Q_e(E)}{1 - R(E)} \quad (2.51)$$

The recombination losses in CIGS devices occur in the different parts of the devices. An overview of the recombination losses in CIGS thin-film solar cells is given in Ref. [50]. In the short wavelength range, the losses result from the recombination in the ZnO and CdS layers. Furthermore, recombination at the interfaces, in the CIGS absorber layer and the free carrier absorption in the ZnO layer also contribute to the total losses of the CIGS devices.
3. Experimental methods and setups

In this chapter, various measurement techniques applied in this work are briefly described. Since this work mainly focuses on the analysis of spatially resolved EL measurements, the setup for EL imaging is described in detail. Furthermore, the effect of stray light on the quantitative analysis of EL images is also discussed. Additionally, some of the results presented in this thesis stem from EL, PL spectroscopy and LIT measurements. Therefore, their setups are briefly introduced as well.

3.1. Electroluminescence imaging

Electroluminescence imaging is a powerful characterization tool for photovoltaic devices, which can provide spatially resolved information of the investigated sample with high resolution and with a measurement time in the order of seconds. For EL measurements, a sample is connected to a power supply, and thereby, charge carriers are injected into the sample. The injected charge carriers recombine within the sample radiatively and cause photon emission, which is then detected by a camera, e.g., a Si-CCD or an InGaAs camera.

A simple setup for spatially resolved EL measurements is shown in Fig. 3.1. The setup includes a light-tight box, a Si-CCD camera, an optical lens, a power source, a computer, and the sample to be investigated. Ambient light is undesirable since it can distort the EL signal from the camera, therefore, a shielding is indispensable to exclude ambient light. Our setup allows the measurements of samples sized up to (40 × 40 cm²). The power source is a Keithley High Voltage Source Meter Model 2420 [86], which is designed to source and measure voltages of ±60 V and currents of ±3 A. The maximum allowed power of the power source is 60 W. The
samples to be measured in this thesis are CIGS and a-Si:H thin-film solar cells and modules as described in sections 2.3.1 and 2.3.2.

The EL images presented in this work are recorded by both cooled Si-CCD and Indium Gallium Arsenide (InGaAs) cameras. The front-illuminated Si-CCD camera from Apogee Imaging Systems (AIS) [87] has a large format (36 × 36 mm²) full-frame sensor, which corresponds to an image resolution of (3056 × 3056 pixels) with a pixel size of (12 × 12 μm²). The camera is cooled down to -20°C by a thermoelectric peltier cooler with forced air cooling. For most EL images recorded by the Si-CCD camera shown in this thesis, a (3 × 3) binning is used, which increases the sensitivity of the "super pixels" by a factor of nine, and shortens the required exposure time.

A low-noise InGaAs camera from Princeton Instruments systems [88] with a resolution of (640 × 512 pixels) is also used for both EL and PL imaging measurements. The InGaAs camera uses a thermoelectric peltier cooler for cooling down to -90°C to reduce dark current.

Figure 3.2 shows the EL spectra of different solar cell technologies, namely, a-Si:H, c-Si, and CIGS and the external quantum efficiencies $Q_{\text{ext}}(\text{Si})$ and $Q_{\text{ext}}(\text{InGaAs})$ of the Si-CCD and InGaAs cameras used in this work. All the spectra shown here are normalized to their respective maximum. The external quantum efficiency
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Figure 3.2: Plot of the external quantum efficiencies $Q_{\text{cam}}(\text{Si})$ and $Q_{\text{cam}}(\text{InGaAs})$ of the Si- and InGaAs-CCD cameras, respectively, and the normalized EL spectra of a crystalline silicon solar cell, an $a$-Si:H, and a CIGS solar cell.

$Q_{\text{cam}}(\text{InGaAs})$ indicates that the low noise InGaAs camera enables the detection of light emitted in a wide spectral range ($800 \leq \lambda \leq 1700$ nm), corresponding to photon energies of $0.73 \leq E \leq 1.5$ eV. Therefore, the InGaAs camera is suitable for EL measurements of all three photovoltaic devices exhibited in Fig. 3.2. For the Si-CCD camera, the external quantum efficiency $Q_{\text{cam}}(\text{Si})$ is much lower than that of the InGaAs camera in the near infrared (NIR) range. The Si-CCD camera is sensitive in a spectral range of $350 \leq \lambda \leq 1100$ nm, corresponding to photon energies of $1.11 \leq E \leq 3.5$ eV. The EL signals from $a$-Si:H, c-Si, and CIGS are also detectable with a Si-CCD camera. Si-CCD cameras are more commonly used because they are about a factor of ten cheaper than the InGaAs cameras, and show much less noise and dark current, allowing for much longer exposure times.

Besides the camera, the lens plays a very important role for the precise fidelity of an image. Because of the large imaging area of our Si-CCD camera ($3056 \times 3056$ pixels), the APO-RODAGON 4.5/75 mm lens with an F-number of 4.5 and
focal length of 75 mm from Stemmer Imaging GmbH, was chosen to minimize the optical aberrations.

Effects of stray light and noise on the quantitative analysis of EL images

In this thesis, spatially resolved EL measurements are carried out by applying either a constant current or a constant voltage to the sample. Additionally, a background image is recorded with the same camera settings, but the power source is switched off. The final EL image results from the image taken under bias subtracting from the background image to eliminate the dark signal of the CCD camera and the ambient light. However, the final EL image still shows non-zero intensity values at the non-active areas. This non-zero values may stem from stray light or/and noise (i.e. read-out noise, thermally generated noise).

To check for the influence of noise on the analysis of EL images, one hundred EL images are recorded at the same injection current density and with the same camera settings. The average junction voltage obtained from these EL images does not show a significant deviation compared to the junction voltage from one EL image. Therefore, noise only plays a minor role in the analysis of EL image.

Figure 3.3.: EL image of a heavily shunted CIGS module measured by a Si-CCD camera at a constant injection current density $J = 8.3$ mAcm$^{-2}$. 
In contrast, stray light can affect the quantitative analysis method of EL images introduced in this thesis. The stray light may stem from scattering in the lens, scattering within the sample, light spreading in the CCD [89]. If the signal from stray light is higher compared to the desirable EL signal $\phi_{\text{el}}$, e.g., from defective areas, stray light will have a significant impact on the evaluation of the weak EL signal. Therefore, in order to investigate the effect of stray light in more detail, a heavily shunted module was chosen for the EL measurements.

Figure 3.3 shows an EL image of a heavily shunted CIGS ($30 \times 30 \text{ cm}^2$) thin-film module, which is measured at a constant current density of $J = 0.8 \text{ mA cm}^{-2}$. At this low injection current density, the EL signal of the shunted cells is very low, therefore, the shunted cells appear as dark regions in the image.

Fig. 3.4(a) shows three line-scans of the EL intensity across the EL image in Fig. 3.3. These line-scans are obtained from averaging over the entire length of the respective EL images measured at different current densities of $J = [0.8, 8.3, 25.0] \text{ mA cm}^{-2}$. From the EL intensities measured at three injection current densities of $J = [0.8, 8.3, 25.0] \text{ mA cm}^{-2}$, the relative local junction voltage $V'_j(r)$ is calculated according to Eq. (2.29), i.e. $V'_j(r) \propto \ln (\phi_{\text{el}}(r))$. Note that the local junction voltage is relative because a constant offset voltage $V_{\text{off}}$ (see Eqs. (2.32) and (2.33)) was not considered here. The line-scans of the relative junction voltage shown in Fig. 3.4(b) are obtained by averaging $V'_j(r)$ over the entire length of the module.

Both the line-scans of the EL intensity and the relative junction voltage shown in Fig. 3.4 indicate that the values of the EL intensity and, thus, the relative junction voltage at the edge of the module (marked rectangles), where no active cell area exists, differ from zero. Moreover, these values are proportional to the EL intensity of the module, which indicates that stray light, which causes this phenomenon stems from the sample itself. Note that a background image has already been subtracted to eliminate ambient light. Furthermore, Fig. 3.4 also shows that the EL intensity and the relative junction voltage of the heavily shunted cells are limited by stray light. This is because the EL intensities and the relative junction voltages of the shunted cells measured at all three injection current densities shown in Fig. 3.4 are at the same level as that caused by stray light. Therefore, the EL signal, as well as the relative junction voltage of the shunted cells are not properly detected with the presence of stray light. In order to reduce the effect of stray light, a correction for
Figure 3.4.: Line-scans of the EL intensity (a) and of the relative junction voltage (b) of a CIGS thin-film solar module obtained from the EL images measured at different injection current densities of $J = [0.8, 8.3, 25.0] \text{ mA cm}^{-2}$, which show stray light effect.

The stray light has been done by setting zero to the intensity next to the solar cell. Note that for this correction, local variations in the intensity of stray light are assumed to be constant throughout the sample. The result of this correction is presented in detail below.

The quantitative analysis method of EL images applied in this work enables the determination of the absolute local junction voltage $V_j(r)$ at each position of the module and the absolute junction voltage $V_j$ of each individual cell from EL
intensity. The absolute local junction voltage $V_j$ is the sum of the relative junction voltage of each individual cell $V'_j$ and the offset voltage $V_{off}$ (see Eq. (2.35)). Here, the relative junction voltages $V'_j$ are calculated from the line-scans shown in Fig. 3.4(b) by averaging the line-scans over the entire width of each individual cell as described in Sec. 2.2.

![Figure 3.5.](image)

**Figure 3.5.** Absolute junction voltage of each individual cell of a CIGS thin-film solar module obtained from EL images with open diamonds (uncorrected for the stray light), open circles (corrected for the stray light). The open stars are the measured open-circuit voltages [90].

The absolute junction voltages of each individual cell of the module shown in Fig. 3.3 are depicted in Fig. 3.5. The open diamonds are the voltages of different cells obtained from the voltage line-scan shown in Fig. 3.4(b) at $J = 0.8 \text{ mAcm}^{-2}$. These voltages are not corrected for stray light. The voltage difference $\Delta V_{unc}$ between the shunted and the non-shunted cell is $\approx 67 \text{ mV}$ for the case that stray-light is not corrected. The open circles are the voltages, which are corrected for stray light by subtracting the voltage line-scan measured at $J = 0.8 \text{ mAcm}^{-2}$ (see Fig. 3.4(b)) to its stray light level (red marked rectangle). From this correction, a factor close to
two is obtained for the junction voltage difference $\Delta V_{corr}^{j} = 120 \text{ mV}$ between the shunted and non-shunted cell. The open-star curve is the measured open-circuit voltage $V_\text{oc}$ of each individual cell, which are carried out by using a mask to cover all the cells in the modules, which are not measured, and illuminating the cell to be measured [90]. The measured open-circuit voltage should equal the junction voltage $V_j$ obtained from EL images. As shown in Fig. 3.5, the open-circuit voltage difference $\Delta V_\text{oc}$ between the shunted and non-shunted cell is around 527 mV. Therefore, the actual junction voltage difference $\Delta V_j^{corr}$ from EL should also be in this range instead of only $\Delta V_{corr}^{j} = 120 \text{ mV}$ (see the voltage curve with open stars). The deviation of 407 mV between $\Delta V_\text{oc}$ and $\Delta V_{corr}^{j}$ shows that stray light significantly affects the quantitative evaluation of the junction voltage of heavily shunted cells, and the simple correction method for stray light mentioned here is insufficient.

As shown in Fig. 3.5, the absolute junction voltage of each individual non-shunted cell obtained from EL images, both for uncorrected and corrected for stray light, agrees well with the measured open-circuit voltage, which means that stray light does not affect the quantitative EL analysis of the non-shunted cells.

### 3.2. Luminescence spectroscopy

In this work, spectrally resolved EL and PL experiments are carried out for CIGS solar cells to validate the reciprocity theorem (chapter 4). Furthermore, EL and PL spectroscopy is also applied to investigate defects in CIGS devices (see chapter 6), and the analysis of $a$-Si:H solar cells in chapter 7.

For the spectrally resolved EL and PL experiments, the charge carriers are injected into the sample either by a pulsed power source (EL) or a laser (PL). The charge carriers then radiatively recombine and the resultant luminescence intensity is recorded by a detector.

In this work, the samples were mounted in a cryostat, which ensures stabilized temperature and also enables the measurements in a temperature range of $70 \leq T \leq 500 \text{ K}$. This thesis only focuses on the analysis of the EL and PL spectra at room temperature $T = 300 \text{ K}$.

The EL and PL spectra shown in this work are measured both by Fourier transform infrared spectrometer (FTIR) and dispersive spectrometer. The two different
Figure 3.6: Setup for the spectrally resolved EL and PL measurements. (a) Schematic of a Fourier transform infrared spectrometer (FTIR) in step-scan mode for the use of lock-in technique, (b) Schematic of a dispersive spectrometer.

Setups for EL and PL spectroscopy are illustrated in Fig. 3.6; (a) FTIR spectrometer and (b) dispersive spectrometer.

A Fourier transform infrared spectrometer equipped with a calibrated liquid nitrogen cooled Ge-detector (Fig. 3.6(a)) is used to measure the spectral emission of the sample. The Ge-detector is sensitive in the photon energy range between 0.7 eV and 1.6 eV. In order to enhance the signal to noise ratio, a lock-in technique is used by electro-modulating the sample at a frequency of \( f = 68 \) Hz. The recorded luminescence is then collected by the Ge-detector, which yields an interferogram. Fourier-transformation of this interferogram finally yields luminescence spectra.

For the measurement of the PL spectra presented in this work, different laser illuminations at wavelengths \( \lambda = [473, 532, 671] \) nm are used. The light intensity of the lasers is compared to a calibrated reference diode. During the PL measurements, the illuminated sample is electro-modulated (EM) with a periodic rectangular AC voltage between \( V_i = 0 \) V at short circuit (SC) and \( V_i = V_{oc} \) at open circuit voltage (OV) conditions.

The spectrally resolved EL measurements are carried out by electro-modulation between \( V_i = 0 \) V and an applied forward junction voltage \( V_j \) to the solar cell. The luminescence resulting from radiative recombination of the charge carriers is recorded by the Ge-detector. The measured EL and PL spectra are corrected by a known spectrum of a calibration lamp.
A dispersive spectrometer has also been used to measure PL and EL spectra, which uses gratings to disperse the emitted light from the sample (see Fig. 3.6(b)). The dispersed light from the sample is collected by a Si-CCD or an InGaAs camera. Cooling of the cameras and long exposure times yield a high signal-to-noise ratio.

The advantages of FTIR over dispersive spectrometers are, e.g., faster measurements, better suppression of stray light, and a higher signal-to-noise ratio if the FTIR is used in connection with lock-in technique [91]. However, our FTIR setup allows the measurements of small samples of approximately \((1.2 \times 1.2 \text{ cm}^2)\), for large modules \((30 \times 30 \text{ cm}^2)\), which are also measured for this thesis, our setup with the dispersive spectrometer is more suitable.

### 3.3. Lock-in thermography

Lock-in thermography (LIT) is widely used for the detection of local heat variations caused by defects such as shunts in photovoltaic devices [27, 92]. The lock-in technique is used to allow the detection of very small temperature differences across the sample, since noise and signals arising from undesirable frequencies are filtered out. Therefore, in the case of LIT measurements, ambient light does not substantially introduce measurement error.

For LIT measurements, the sample is excited by a periodic excitation source, i.e. either an applied voltage or illumination. Due to the different excitation sources, two LIT methods are introduced, i.e. dark lock-in thermography (DLIT) using a modulated voltage as an excitation source [27,93,94] and illuminated lock-in thermography (ILIT) using LED panels or lasers for the illumination of the sample [95–97]. Through the excitation process, local current flows in the device and results in power dissipation in form of heat emission, which is detected by an infrared (IR) camera.

If the sample contains shunts, the shunts will create a path with low resistivity, where current favorably flows through. Therefore, the current density in the shunted regions is much higher than that of the surrounding, which causes high local dissipated power in the shunts. Hence, shunts appear in LIT images as bright/hot spots.

In this work, DLIT measurements used for the detection of shunts in CIGS solar cells and modules were carried out. Therefore, a DLIT setup is shown in
Fig. 3.7. Setup for the lock-in thermography measurements.

Fig. 3.7. The setup includes an IR camera, a computer as a control unit, and a pulsed power source. The IR camera used for the DLIT measurements in this thesis has an InSb detector, and is from Thermosensorik GmbH. The camera has a resolution of \((640 \times 512\) pixels\), and allows the detection of heat emission in the spectral ranges of short wave infrared (SWIR: 1 \(\mu\)m to 2.5 \(\mu\)m) and mid wave infrared (MWIR: 3 \(\mu\)m to 5 \(\mu\)m). For the full resolution of \((640 \times 512\) pixels\), the maximal lock-in frequency is 42 Hz, and for the reduced resolution of \((256 \times 256\) pixels\), the maximal lock-in frequency is 100 Hz.
4. Electroluminescence analysis of CIGS solar devices

This chapter focuses on the analysis of the EL and PL spectra and EL images of CIGS solar cells and modules measured at room temperature. The results from the spectrally resolved measurements serve as a validation of the reciprocity theorem [43, 44] applied to industrially produced CIGS solar cells and modules. The validity of the reciprocity theorem is especially important for the quantitative analysis of spatially resolved EL. Furthermore, both spectrally resolved luminescence and spatially resolved EL exhibit the metastable changes in CIGS devices.

4.1. Introduction

Recently, both spectrally and spatially resolved EL have been applied to CIGS solar cells and solar modules [38, 39, 58, 60, 98–102]. However, the basic principles and the physical preconditions justifying a simple quantitative interpretation of EL measurements are usually not scrutinized. This chapter is divided into two parts, in which the quantitative analysis of the EL and PL spectra of a CIGS solar cell (Sec. 4.3) and the quantitative interpretation of EL images of a CIGS module (Sec. 4.4) are represented, respectively. The quantitative EL analysis of CIGS solar cells and modules is based on the reciprocity relation between EL emission and external photovoltaic quantum efficiency $Q_e(E)$ [43, 44]. Therefore, the analysis of the EL and PL spectra especially focuses on the question, whether all aspects of this reciprocity relation are valid for industrially produced CIGS solar cells. The application of the reciprocity relation for the detailed analysis of EL images of CIGS solar modules is presented in the second part of this chapter.

Since metastable changes are important issues in CIGS solar devices, which
affect the quantitative interpretation of the experimental results presented in this thesis. Therefore, a brief introduction about these metastable changes is given here, which helps to clarify the metastable effects observed in both spectrally and spatially resolved EL measurements.

CIGS solar cells and modules are subject to metastable changes of their electronic properties upon voltage and/or light bias \([103-108]\). These metastable changes enhance the device efficiencies due to the improvement of the open-circuit voltage \(V_{oc}\) \([109-111]\) or/and the fillfactor \((FF)\) \([112, 113]\). The metastable improvement in CIGS contraries to the light-induced degradation in \(\alpha\)-Si:H (also known as the Staebler and Wronski effect \([114]\)), which is characterized by the degradation of the conductivity under illumination, and is reversible by annealing at temperatures of about 425 K \([115]\).

Besides the enhancement of \(V_{oc}\) and FF under bias or illumination, the metastable changes during measurement time, however, challenge the electrical characterization of CIGS devices, e.g., \(J/V\) characteristics \([116]\), Hall \([107]\), EL \([111]\) and EBIC \([117]\). Several metastable states occur in CIGS solar devices have been identified \([118]\), e.g., relaxed state or initial state, light soaking states (red light soaking, blue light soaking, white light soaking), forward bias. In this work, three states, namely, the initial state, the white light soaking state, and the forward bias state are considered. The initial state is obtained by keeping the sample in the dark without bias applied voltage at either room temperature or at elevated temperature \(\approx 330-340\) K overnight. The white light soaked state occurs under AM1.5G illumination and often at elevated temperature \(\approx 330-350\) K, and no voltage is applied to the sample. In this work, the term light soaking (LS) refers only to the white light soaking experiments. The forward bias state is reached if a forward bias voltage or current is applied to the sample, which also results in an increase of the open-circuit voltage \([109]\).

Figure 4.1 shows the open-circuit voltage per cell \(V_{oc,\text{cell}}\) during three hours of light soaking under illumination of 1000 W/cm\(^2\) and at a temperature of 50° C. The open-circuit voltage is measured directly after the sample was kept in the dark for \(\approx 18\) h for the sample to obtain its initial state. An increase of \(V_{oc,\text{cell}}\) \(\approx 6\) mV over the exposure time \(t\) is gained. The increase of the open-circuit voltage at high temperature range of 340 to 390 K was reported and analyzed in detail in Ref. \([110]\).
4.1 Introduction

Figure 4.1: Measured open-circuit voltage $V_{oc,cell}$ per cell during three hours of light soaking under illumination of 1000 W/cm².

The increase of the open-circuit voltage under illumination is due to persistent photoconductivity in the bulk of the CIGS absorber [105–107], whereas the increase of the fill factor is more likely due to effects occurring close to the heterojunction [106]. Recently, the experiments results introduced by Refs. [111, 119, 120] suggest that the various metastable effects stem from a common origin, i.e. the amphoteric behavior of the Se-Cu divacancy complex. The simulation results from Lany and Zunger explained that the metastable changes are an intrinsic property of the CIGS absorber material and are due to $V_{Cu} - V_{Se}$ divacancy complex and/or the In$_{Cu}$ antisite defect [121]. Since both defects exist in multiple charge states, their influence on the electronic behavior of CIGS solar cells is rather complex, e.g. already in equilibrium the divacancy complex has three different charge configurations, namely $(V_{Cu} - V_{Se})^+, (V_{Cu} - V_{Se})^-$, and $(V_{Cu} - V_{Se})^{3-}$, dependent on the position in the band diagram of the ZnO/CdS/CIGS heterostructure [122–124] (Fig. 4.2(a)).

Injection of excess minority charge carriers via illumination or electrical bias, i.e. electrons into the neutral bulk, as well as holes into the inverted CdS/CIGS interface region will have a manifold of consequences on the charge distribution and on the electrical properties of the device (Fig. 4.2(b)). The reaction $(V_{Cu} - V_{Se})^+ + e^- \rightarrow (V_{Cu} - V_{Se})^- + h^+$ will take preferably place in the neutral bulk and
Figure 4.2: (a) Sketch of the equilibrium band diagram of the CdS/CIGS hetero-
junction involving the three charge states \((V_{Cu} - V_{Se})^+, (V_{Cu} - V_{Se})^-,\) and \((V_{Cu} - V_{Se})^{3-}\)
of the divacancy. (b) Under light or current bias excess holes diminish the negative
charge close to the CdS/CIGS interface and excess electrons increase the effective
doping in the bulk of the material. The inset in (b) shows both elements of the
equivalent circuit, the series resistor and the main diode that are affected by the
metastable changes.

at the edge of the space charge region (SCR) leading to an increase of net doping
density, thereby reducing the series resistance as well as the width of the SCR. The
latter effect will reduce the overall recombination and lead to what is known as
the relaxation (increase) of the open circuit voltage \(V_{oc}\) [105–107]. In contrast, the
reaction \((V_{Cu} - V_{Se})^{3-} + 2h^+ \rightarrow (V_{Cu} - V_{Se})^-\) taking place closer to the interface region
will decrease the net doping and widen the SCR.

Furthermore, the capture of holes into the state will further diminish the neg-
ative charge density in the close to interface region. As a consequence, the collection/injection barrier [117] for electrons at the CdS/CIGS interface will be decreased. Eventually, injection of minority carriers as sketched in Fig. 4.2(b) will at least result into two quite different effects: (i) the reduction of the recombination current and (ii) the reduction of the series resistance. Notably, these two effects correspond to the commonly observed features during light soaking of CIGS modules or solar cells: the increase of open circuit voltage and the increase of fill factor. Both effects are also expected to influence the EL emission of the device, since even in the simplest equivalent circuit consisting of a series resistor and a diode as sketched in the inset of Fig. 4.2(b).

4.2. Experimental conditions

This section describes the experimental conditions, under which the spectrally resolved EL and PL and the spatially resolved EL measurements are carried out in this work. For the luminescence spectroscopy measurements, the sample are CIGS solar cells ($4 \times 9$ cm$^2$) cut from a ($30 \times 30$ cm$^2$) CIGS solar module, which has an efficiency of 12.7% and $V_{oc,cell} = 665$ mV. The different manufacturing processes of the CIGS modules are described in Sec. 2.3.1. Detailed information about the spectroscopy measurement setup and the experimental procedure are given in Sec. 3.2.

Light soaking experiments were performed, in which the same samples were illuminated at $T = 400$ K for almost 3 h with illumination intensity of approximately one sun for the samples to achieve their saturated state. After this LS process, the EL and PL spectra of the samples were subsequently measured to investigate the consequences of LS on the EL and PL intensities and their superimpose behavior. The results of the spectral measurements are represented in Sec. 4.3.

The spatially EL measurements are carried out for a large ($30 \times 30$ cm$^2$) CIGS module with an efficiency of 13.5% and $V_{oc,cell} = 661$ mV. Electroluminescence images are taken one after another during the bias experiment to investigate the transient effects visible in EL images. Prior to the transient measurements, the sample was kept in the dark for $\approx 12$ h at room temperature for the sample to reach its initial state. Bias experiment is performed by either applying a constant voltage to the sample or injecting a constant current into the sample. Immediately after the appli-
cation of constant voltage or current bias, EL images are recorded every five seconds with a Si-CCD camera. The analysis of the EL images are presented in Sec. 4.4.

4.3. Analysis of luminescence spectra

This section shows the quantitative analysis of the measured EL and EM spectra of a CIGS solar cell, and thereby, validates the reciprocity theorem given by Eq. 4.1

$$\Phi_{\text{em}}(E) = \Phi_{\text{sc}}(E, \phi_{\text{exc}}) + \Phi_{\text{el}}(E, V_j) = \Phi_{\text{sc}}(E, \phi_{\text{exc}}) + Q_e \phi_{\text{bb}}(E) \left[ \exp \left( \frac{qV_j}{kT} \right) - 1 \right],$$

(4.1)

for more detailed see Sec. 2.2. The validity of the reciprocity relation requires: (i) a quantitative relation between $\Phi_{\text{em}}$ and $Q_e(E)$, (ii) a linear superposition of EL emission $\Phi_{\text{el}}$ from the driven voltage $V_j$ and short circuit (SC) emission $\Phi_{\text{sc}}$, (iii) that the spectral shape of the EL emission is unaltered at different bias conditions, and (iv) that the EL emission $\Phi_{\text{em}}$ follows a diode law with a radiative ideality factor of unity [44]. For the quantitative analysis of the EL measurements, it is of utmost importance to verify the implications (i) to (iv). Note that detailed information about the setup and measurement techniques for the EL and PL spectra can be found in Secs. 3.2 and 4.2.

Up to now, the validity of the implications (i) and (iii) have been verified for crystalline silicon solar cells [60, 61], high efficiency CIGS solar cells from laboratory [58, 60], organic solar cells [41], and GaInP/GaInAs/Ge multijunction solar cells [57, 62]. In the following, the validity of the predictions (i) and (iii) is verified for industrially produced CIGS solar cells.

Figure 4.3 shows the measured EL spectrum $\Phi_{\text{el,direct}}(E)$ of a $(4 \times 9 \text{ cm}^2)$ CIGS solar cell (solid line). According to Eq. (2.29), the external quantum efficiency $Q_e(E)$ (solid line) is then calculated from the measured EL spectrum $\Phi_{\text{el,direct}}(E)$. Vice versa, the EL spectrum $\Phi_{\text{el,Qe}}$ (open triangles) can be determined from the measured external quantum efficiency $Q_{\text{el,meas}}(E)$ (open triangles) as well. The solid curves and the open triangles presented in Fig. 4.3 indicate that the calculated EL spectrum $\Phi_{\text{el,Qe}}$ agrees well with the experimental EL spectrum $\Phi_{\text{el,direct}}(E)$, and the calculated $Q_{\text{el,meas}}(E)$ fits consistently well to the measured $Q_{\text{el,direct}}(E)$. These results

\footnote{Work jointly carried out with T.M.C. Müller as published in [125]
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Figure 4.3: Figure 4.3 shows: EL spectrum $\Phi_{\text{el,direct}}(E)$ of a CIGS solar cell ($4 \times 9 \text{ cm}^2$) measured by a Ge-detector at room temperature $T = 300 \text{ K}$ (solid line), the calculated external quantum efficiency $Q_{\text{e,el}}(E)$ from Eq. (2.29) (solid line), the measured $Q_{\text{e,direct}}(E)$ (open triangles), and the calculated EL spectrum $\Phi_{\text{el,Qe}}$ from the experimental external quantum efficiency $Q_{\text{e,direct}}(E)$ (open triangles).

Ensure the quantitative determination of $Q_{\text{e,el}}(E)$ from $\Phi_{\text{el,direct}}(E)$ and of $\Phi_{\text{el,direct}}(E)$ from $Q_{\text{e,direct}}(E)$ for industrially produced CIGS solar cells, which means that the implication (i) is also valid for such solar cells. The EL intensity $\Phi_{\text{el}}(E)$ given in Eq. (2.29) can be now written as

$$\Phi_{\text{el}}(E) \propto Q_{\text{e}}(E) \exp \left( \frac{qV}{kT} \right). \quad (4.2)$$

The validity of the implication (iii), i.e., the EL spectra are unaltered under different bias conditions, is tested for the same CIGS sample as shown in Fig. 4.3. For this reason, EL spectra are measured at various injection current densities $J =$
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[35.8, 17.2, 7.3] mA cm\(^{-2}\) before light soaking (LS) and \(J = [28.9, 6.8, 0.8]\) mA cm\(^{-2}\) after LS. Figure 4.4 shows the EL spectra (open circles) before LS (a) and after LS (b). In both cases, the shapes of the EL emission measured under different injection current densities \(J\) are unaltered, which means that the EL spectra are independent of bias conditions. This result states that the precondition (iii) is validated for industrial CIGS devices. The validity of the requirement (iii) also points to the fact that the EL intensity \(\phi_{\text{el}}(E)\) is directly proportional to the external quantum efficiency \(Q_e(E)\) by a constant proportionality factor \(\exp(qV/kT)\).

The implication (ii) presupposes that EL emission \(\phi_{\text{el}}\) and SC emission \(\phi_{\text{sc}}\) superimpose linearly. In order to check for the validity of (ii), PL spectra of the same sample are measured. As mentioned in Sec. 3.2, the PL spectra are measured using electro-modulation techniques (EM) switching the applied junction voltage between \(V_j = 0\) V (SC condition) and the illumination corresponding the open-circuit voltage \(V_j = V_{oc}\) (OV condition). Therefore, in this thesis the measured PL spectra are EM spectra. Note that the EM spectra are obtained from the measurements carried out at an illumination leading to short circuit current densities \(J_s\) equaling the injection current densities \(J\) from the EL measurements. The derivation between \(J_s\) and \(J\) is \(\approx 4\%\).

Figure 4.4 shows the EM spectra (solid lines) before LS (a) and after LS (b). Both the EM spectra before and after LS are unaffected by the applied bias conditions, which is the same as already shown for the EL spectra. Furthermore, it is also expected that the EL emission measured at different injection current densities \(J\) should be the same as the EM emission measured at \(J_s = J\). Surprisingly, a discrepancy between the EL and EM intensities is observed. At low injection current densities \(J = 7.3\) mA cm\(^{-2}\) before LS (Fig. 4.4(a)) and \(J = [0.8, 6.8]\) mA cm\(^{-2}\) after LS (Fig. 4.4(b)), only a slight deviation between the EL and EM emission is observed. At higher injection current densities, the EM intensity is noticeably higher than the EL intensity. To highlight the difference between the EL and EM emission, the intensity ratios \(\Theta_{\text{el}} = \phi_{\text{el}}/\phi_{\text{EM,max}}\) of the EL spectra (open circles) and \(\Theta_{\text{EM}} = \phi_{\text{EM}}/\phi_{\text{EM,max}}\) (solid lines) of the EM spectra are illustrated in Fig. 4.4 before LS (c) and after LS (d). The observation exhibited in Figs. 4.4(a,b) is also reflected in Figs. 4.4(c,d). Moreover, the difference in the intensity ratios \(\Theta_{\text{el}}\) and \(\Theta_{\text{EM}}\) at \(J = 7.3\) mA cm\(^{-2}\) before LS is more pronounced than the discrepancy between the
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Figure 4.4: EL spectra (open circles), EM spectra (solid lines) of the same investigated solar cell (4 × 9 cm²) measured under different injection current densities at room temperature $T = 300$ K: (a) before light soaking (LS) at different injection current densities $J = [35.8, 17.2, 7.3]$ mA cm$^{-2}$ (EL), $J_{sc} = J$ (EM). (b) after LS of 3 h at $T = 400$ K and $J = [28.9, 6.8, 0.8]$ mA cm$^{-2}$ (EL), $J_{sc} = J$ (EM). (c) Intensity ratios $\Theta_{el} = \Phi_{el}/\Phi_{EL,max}$ of the EL spectra (open circles) and $\Theta_{EM} = \Phi_{EM}/\Phi_{EM,max}$ of the EM spectra (solid lines) shown in (a) before LS. (d) Intensity ratios $\Theta_{el}$ (open circles) and $\Theta_{EM}$ (solid lines) shown in (b) after LS.
EL and EM intensities at $J = 7.3 \text{ mAc} \text{m}^{-2}$ illustrated in Fig. 4.4(a). After LS, the intensity ratios $\Theta_{\text{EL}}$ equals $\Theta_{\text{EM}}$ at $J = [0.8, 6.8] \text{ mAc} \text{m}^{-2}$, respectively.

The result presented in Fig. 4.4 points to the fact that the implication (ii) is only valid in a limited range of the injection current density and is affected by the history of the sample. For further investigation of the reason for the discrepancy between EL and EM emission, the integral or omni-spectral EL and EM intensities of the same investigated samples as in Fig. 4.4 are measured under larger range of injection current densities using a Ge-detector without FTIR. Figure 4.5(a) exhibits the omni-spectral EL $\phi_{\text{EL}}$ before/after LS (open/full squares) and omni-spectral EM $\phi_{\text{EM}}$ before/after LS (open/full circles) vs. the applied voltage $V$ and $V = V_{oc}$, respectively. In the low voltage regime ($V = V_{oc} \leq 0.6$), the logarithm of the omni-spectral EM and EL follow a straight line and the integral EL intensity is almost the same as the integral EM intensity, which is consistent with the results presented in Fig. 4.4 at low injection current densities. At the voltage above 0.6 V, the integral EL data saturate because of the series resistance. The saturation of EL curve reduces after LS performance due to a reduction of the series resistance (see Sec. 4.4.2). Moreover, at the voltage above 0.6 V, the EM curve slightly deviates from straight line in both cases, before and after LS. The straight line presents the fit of Eq. (4.3) to the EM curve, which yield a radiative ideality factor $n_r = 0.96$.

The radiative ideality factor $n_r$ is defined as

$$n_r(V_{oc}) = \frac{q}{kT} \left. \frac{dV_{oc}}{\ln(\phi_{\text{EM}})} \right|_{J_{sc}} = \frac{q}{kT} \left. \frac{dV_{oc}}{\phi_{\text{EM}}} \right|_{J_{sc}} = 0.96.$$  

(4.3)

The deviation of the value $n_r = 0.96$ from unity may result from a slight dependence of the voltage on the current collection [126]. However, the value of $n_r$ is also not affected by light soaking.

Figure 4.5(b) exhibits the short-circuit current density/open-circuit voltage $J_{sc} / V_{oc}$ characteristics before/after LS (open/full circles), which are measured simultaneously to the EM measurements, and the current density/voltage $J/V$ characteristics before/after LS (open/full squares), which are carried out simultaneously to the EL measurements. At the voltage above 0.6 V, the series resistance is also responsible for the saturation of the $J/V$ curve. After light soaking, both $J_{sc} / V_{oc}$ and $J/V$ shift to higher voltages due to the increase of the open-circuit voltage and the reduction of the series resistance under illumination [53,109]. The non-radiative
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Figure 4.5: (a) The omni-spectral EL $\phi_{el}$ vs. voltage $V$ before/after light soaking (LS) (open/full squares) and the omni-spectral EM $\phi_{em}$ vs. voltage $V = V_{oc}$ before/after LS (open/full circles) of the same samples as in Fig. 4.4. The radiative ideality factor $n_r = 0.96$ is obtained from the fit (red solid line) to $\phi_{em,voc}$ before and after LS. (b) Short-circuit current density/open-circuit voltage $J_{sc}/V_{oc}$ characteristics before/after LS (open/full circles) are measured simultaneously to the EM measurements, and current density/voltage $J/V$ characteristics before/after LS (open/full squares) are carried out simultaneously to the EL measurements. The non-radiative ideality factor $n_{nr} = 1.36$ (before LS) and $n_{nr} = 1.25$ (after LS) results from the fit to $J_{sc}/V_{oc}$ before LS/after LS (black solid line/red solid line).

Ideality factor is given by

$$n_{nr} = \frac{q}{kT} \frac{dV_{oc}}{d\ln(j_{sc})} \bigg|_{j_{sc}} = \frac{q}{kT} \frac{dV_{oc}}{dj_{sc}} \bigg|_{j_{sc}}.$$

(4.4)

From the fits of Eq. (4.4) to the $J_{sc}/V_{oc}$ characteristics before and after LS, the non-radiative ideality factors $n_{nr}$ are determined, i.e. $n_{nr} = 1.36$ before LS and $n_{nr} = 1.25$ after LS.

The value of $n_{nr}$ becomes smaller after LS because the width of the space charge...
region reduces, which causes the reduction of the non-radiative recombination in the devices. Furthermore, it is obvious that the non-radiative ideality factor $n_{nr}$ is larger than the radiative ideality factor $n_r$.

Figure 4.6(a), expresses $\phi_{el}$ vs. current density $J$ before/after LS (open/closed squares) and $\phi_{EM}$ vs. current density $J = J_o$ before/after LS (open/closed circles) of the same samples as in Fig. 4.4. Plotting $\phi_{el}$ and $\phi_{EM}$ vs. current density has a charming advantage, i.e. the elimination of the influence of the series resistance and the voltage as a parameter. Interesting is the fact that EL and EM curves deviate from each other in the injection current density range $J > 4 \text{mAcm}^{-2}$ before light soaking. After light soaking, the deviation between EL and EM intensity occurs at larger injection current density $J > 15 \text{mAcm}^{-2}$ and an abrupt increase of the EM intensity is observed at $J = 20 \text{mAcm}^{-2}$. The abnormal deviation of the integral EL and EM emission and the significant deviation of the experimental EM data from the straight line for $J > 4 \text{mAcm}^{-2}$ and $J > 15 \text{mAcm}^{-2}$ before and after LS, respectively, indicate a departure from the condition (iii) of Eq. (4.1). The ratio of the non-radiative and radiative ideality factor denoted as $\Gamma$ is defined

$$\Gamma = \frac{n_{nr}}{n_r} = \frac{d\phi_{EM}}{dV} \frac{1}{\phi_{EM}} \frac{dJ}{dV} \frac{1}{J}. \quad (4.5)$$

Fitting Eq. (4.5) to the EM curves before and after LS (straight lines) yields the values $\Gamma = 1.4$ and $\Gamma = 1.3$ before and after light soaking, respectively, because the value of $n_r$ becomes smaller after LS.

Figure 4.6(b) exhibits the external luminescence efficiencies $Q_{LED}$ vs. $J$ before/after LS (open/closed squares) obtained from $\phi_{el}$ and $Q_{lum}$ before/after LS (open/closed circles) vs. $J_o = J$ from $\phi_{EM}$. The external luminescence efficiencies $Q_{LED,lum}$ is defined as the ratio of the radiative recombination current density $J_r$ and the total amount of $J_r$ and the non-radiative recombination $J_{nr}$ (see Eq. (2.40)). It follows

$$Q_{LED,lum} = \frac{J_r}{J_r + J_{nr}} = \frac{J_r}{J} \quad (4.6)$$

Equation (4.6) can also be expressed as the following proportionality

$$Q_{LED} \propto \frac{\phi_{el}}{J} \quad (4.7)$$

and

$$Q_{lum} \propto \frac{\phi_{EM}}{J_{nr}} \quad (4.8)$$
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Figure 4.6: (a) The omni-spectral EL \( \phi_{el} \) vs. current density \( J \) before/after LS (open/closed squares) and the omni-spectral EM \( \phi_{EM} \) vs. current density \( J = J_{sc} \) before/after LS (open/closed circles) of the same samples as in Fig. 4.4. The ratio between the non-radiative and radiative ideality factors from Fig. 4.5 yields the slopes \( \Gamma = 1.4 \) (before LS) and \( \Gamma = 1.3 \) (after LS) due to Eq. (4.5). (b) External luminescence quantum efficiencies \( Q_{LED} \) before/after LS (open/closed squares) obtained from \( \phi_{el} \) and \( Q_{lum} \) before/after LS (open/closed circles) calculated from \( \phi_{EM} \) with the help of Eqs. (4.7) and (4.8). The black and red straight lines are directly determined from \( \Gamma \) in (a) and correspond to \( \Gamma - 1 \) in (b), respectively.

After light soaking, the external luminescence efficiencies significantly increase by a factor of three. This improvement can be explained by the reduction of the width of the SCR due to the effect of persistent conductivity and, consequently, the reduction of the amount of the non-radiative recombination. This effect is consistent with the observable shift of the \( J_{sc}/V_{oc} \) and \( J/V \) characteristics shown in Fig. 4.5(b). Moreover, Fig. 4.6(b) also shows that the EL efficiency \( Q_{LED} \) obviously saturates at current densities \( J > 10 \text{ mAcm}^{-2} \), whereas the EM efficiency \( Q_{lum} \) dramatically...
increases. The explanation for the increase of $Q_{\text{lum}}$ bases on the assumption that the split of the quasi-Fermi levels in the bulk of the material is far larger than the open-circuit voltage $V_{oc}$ detected at the terminals under illumination (EM). Therefore, with increasing illumination, $Q_{\text{lum}}$ abruptly increases, whereas $V_{oc}$ does not increase as expected. Such an effect would be explained by an electrostatic barrier between the main part of the CIGS bulk and the main region of non-radiative recombination [117]. Correspondingly, the observed saturation of $Q_{\text{lum}}$ also results from this barrier, which hinders injection of electrons from the junction into the bulk. The defect model of Lany and Zunger may explain these observations [122]. The abnormal behavior shown in Figs. 4.6(a),(b) clearly expresses that the superposition principle is only valid in a limited injection range $J < 4 \text{ mA cm}^{-2}$ before light soaking, which can be expanded by light soaking $J < 15 \text{ mA cm}^{-2}$.

Finally, the analysis of the spectrally resolved EL measurements at room temperature states the validity of (i), i.e. the relation between the external quantum efficiency and the EL emission of an industrially produced CIGS thin-film solar cell. The spectral shapes of the EL and EM emission measured at various injection current densities show that the EL and EM spectra are voltage-independent and are unaffected by LS (ii). A deviation between the EL and EM intensities at an injection current density $J > 4 \text{ mA cm}^{-2}$ (before LS) and $J > 15 \text{ mA cm}^{-2}$ (after LS) is observed. Therefore, the superposition principle (iii) is only warranted for a limited injection range and depends on the light soaking history of the sample. A radiative ideality factor close to unity is found (iv), which is unaffected by light soaking, whereas a non-radiative ideality factor larger than unity is determined, which becomes smaller after LS. Because of the reduction of the amount of the non-radiative recombination, the external luminescence efficiencies are found to be increased by a factor of three. The validation of the reciprocity theorem applied to CIGS solar devices is carried out using the EL and EM spectroscopy measurement results. Three of four requirements for the validity of the reciprocity theorem are met for such devices. However, the validity of all four preconditions (i) to (iv) plays an important role especially in the quantitative analysis of spatially resolved EL measurements.
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4.4.1. Determination of the transient junction voltage

Before investigating the transient phenomena observed in CIGS modules via EL imaging, a brief description of determination of the transient junction voltage \( V_j \) is presented in the following part. The quantitative evaluation of the EL measurements is based on the reciprocity relation between EL emission \( \phi_{\text{el}}(E) \) and external photovoltaic quantum efficiency \( Q_e(E) \) according to Eq. (2.29) [43]. Inversion of Eq. (2.29) for \( V_j \gg kT/q \) yields

\[
V_j = \frac{kT}{q} \ln (\phi_{\text{el}}(E)) + \text{const (4.9)}
\]

and allows the determination of the junction voltage \( V_j \) except for a constant offset. The spatial distribution of the voltage \( V \) across a single cell of a thin-film module is given by

\[
V(x) = V_b - J_b r + \frac{J w R_f \cosh[\lambda x]}{\sinh[\lambda w]} \quad (4.10)
\]

\[
\approx V_b - J_b r + J R_f \left( \frac{x^2}{2} - \frac{w^2}{6} \right) \quad (4.11)
\]

\[
= V_b + J R_f \left( \frac{x^2}{2} - \frac{w^2}{6} \right), \quad (4.12)
\]

where \( J \) denotes the current density averaged over the cell width, \( w \) the cell width, \( x \) the coordinate across the cell \((0 \leq x \leq w)\), \( r \) the differential resistance between front and back contact, i.e. \( r = dV/dJ \), and \( R_f \) the sheet resistance of the front window layer (back contact layer resistance is neglected). The quantity \( \lambda \) is given by \((R_f/r)^{1/2}\). Note that Eq. (4.10) is a linear expansion around the base voltage \( V_b \) and the base current density \( J_b \) as outlined in Ref. [38]. As long as this linearization is a good approximation then Eq. (4.10) holds. Furthermore, the Laurent expansion of Eq. (4.10) around \( \lambda = 0 \) is used to derive the approximation in Eq. (4.11). Equation (4.12) is obtained by setting \( J_b = J \). Note that Eq. (4.12) also means that \( V_b \) is chosen such that it equals the average value of \( V(x) \).

Figure 4.7(a) depicts the voltage vs. current curves of the junction and the series resistance as used in the linearization leading to Eq. (4.10). As illustrated in Fig. 4.7(a), the voltage \( V \) in Eq. (4.10) is the sum \( V = V'_j + V_s \) of the junction
Figure 4.7: (a) Schematic illustrating the voltage vs. current density curves for the voltage drops $V_i$ and $V_s$ over the junction and the series resistance, as well as $V = V_i + V_s$ for their series connection. Small voltage variations around the bias point $(V_b, J_b)$ are linearized using the differential resistance $r = dV/dJ$, whereas the global resistance is given by $R = V_b/J_b$ as indicated by the short dashed lines.

(b) Voltages $V_j(x), V_i(x)$, and $V(x) = V_j(x) + V_i(x)$ over a cell stripe ($x = 0..w$) as given by Eqs. (4.10) and (4.13). The inset shows an equivalent circuit model for the voltage and current distribution along a cell stripe. The resistor $R_s$ corresponds to the sheet resistance of the ZnO front contact, where the resistance of the Mo back contact is neglected.

Accordingly, the global resistance $R$ of this series connection at the bias point $(V_b, J_b)$ is given by $R = V_b/J_b$, whereas the differential resistance is $r = dV/dJ$ as illustrated by the short dashed lines in Fig. 4.7(a). Furthermore, with the respective definitions for the global and differential junction and series resistances, it follows $R = R_j + R_s$ and $r = r_j + r_s$. Since the junction $V_j$ is experimentally accessible by EL, whereas $V_s$ is unknown, an expression for $V_j(x)$ has to be found. Because of the series connection, $V_j(x)$ is expanded around the point $V_j(J_b) = V_bR_b/R = J_bR_s$. The share of $V_j(x)$ from the spatial variations of $V(x)$ is given by the ratio $r_j/r$ of the differential resistances.
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With \( J_b = J \), the local junction voltage \( V(x) \) is obtained from

\[ V(x) = J R_0 + J R_f \left( \frac{x^2}{2} - \frac{w^2}{6} \right) r_j. \]  

(4.13)

Figure 4.7(b) schematically compares the junction voltage \( V(x) \), the voltage drop \( V_s(x) \) over the series resistance, and the voltage \( V = V_j + V_s \). The inset shows an equivalent circuit illustrating in one dimension the current and voltage distribution over one cell stripe. Considering now metastable transients of \( V_j \) under constant current density, the transient voltage \( V_j(x, t) \) over time \( t \) is calculated from Eq. (4.13), therefore, we obtained

\[ V_j(x, t) = J (R_{s0} + \Delta R_s(t)) + J R_f \left( \frac{x^2}{2} - \frac{w^2}{6} \right) r_j \left( 1 + \frac{\Delta r_j}{r_j} + \frac{\Delta R_j}{R_j} \right). \]  

(4.14)

Note that the differential resistance \( r_j \) of a diode is given by

\[ r_j = \frac{n_I k T}{q J} \]  

(4.15)

and is not expected to change under constant current as long as the diode ideality factor \( n_I \) and thermal voltage \( k T / q \) are unchanged. Thus, transients of the EL intensity (corresponding to transients of \( V_j \)) under constant current bias are entirely determined by changes \( \Delta R_j \) and \( \Delta R_s \).

4.4.2 Quantitative analysis of transient EL images

In the following, the results of the transient EL measurements are quantitatively analyzed. Note that detailed information about the experimental procedure is illustrated in Sec.4.2. Besides the determination of the transient junction voltage shown in Sec.4.4.1, the overview of the metastable changes introduced in Sec.4.1 is relevant for understanding the observable phenomena presented in this section. In this section, bias experiments are conducted at both constant applied voltage \( V_{ext} \) and constant current density \( J_{ext} \).

Figure 4.8 shows EL images recorded from the central part of a CIGS module under application of a constant injection current density \( J_{ext} = 34 \text{ mA cm}^{-2} \) (a), and of a constant voltage of \( V_{ext} = 50 \text{ V} \), corresponding to a mean voltage of \( (V_{cell} = V_b = 0.78 \text{ V}) \) per cell (b), after 5 s and after 195 s during the bias experiments. Note that the cell voltage \( V_{cell} \) obtained from the experiments corresponds to the
Figure 4.8.: EL images showing a detail of the emission of the mini-module (2 × 2 cm²), which are recorded at: (a) constant injection current density $J_{\text{ext}} = 34 \, \text{mAcm}^{-2}$, (b) constant applied voltage $V_{\text{ext}} = 50 \, \text{V} \,(V_{\text{cell}} = 0.78 \, \text{V})$ after 5 s and after 195 s, respectively. The initial state was prepared by keeping the module in the dark for more than 12 h at ambient temperature.

The EL images show the resistive effect of the ZnO sheet resistance $R_{\text{s}}$, i.e., the characteristic decay of the EL intensity $\phi_{\text{el}}$ from the right to the left of the cell as expected from Eq. (4.10). Furthermore, Fig. 4.8 also illustrates that the overall EL intensity from EL images recorded at the end (after 195 s) is brighter than at the beginning (after 5 s) in both situations: (a) injection of a constant current density $J_{\text{ext}} = 34 \, \text{mAcm}^{-2}$ into the sample or (b) application of a constant voltage $V_{\text{ext}} = 50 \, \text{V} \,(V_{\text{cell}} = 0.78 \, \text{V})$ to the sample. Moreover, the increase of the EL intensity from the series of EL images (after 5 s and 195 s) shown in Fig. 4.8(b) is more significant than that shown in Fig. 4.8(a).

Figure 4.9 displays the average EL intensity obtained from averaging the EL intensity in both length and width directions of the EL image measured at a constant...
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current density of $J_{\text{ext}} = 34 \text{mAcm}^{-2}$ (filled circles) and at a constant applied voltage $V_{\text{ext}} = 50 \text{V}$ (open circles), respectively, during the exposure time $t = 195 \text{s}$. The EL versus $t$ curve exhibits that the EL intensity continuously increases during the forward bias experiment either with a constant current density or a constant applied voltage. Additionally, it is obvious that the increase of the EL intensity during the measurement time is much larger for constant applied voltage $V_{\text{ext}}$ than for constant injection current density $J_{\text{ext}}$.

Figure 4.9.: Averaged EL intensity during the exposure time $t$ of 195 s at a constant current density of $J_{\text{ext}} = 34 \text{mAcm}^{-2}$ (filled circles) and at a constant applied voltage of $V_{\text{ext}} = 50 \text{V}$ (open circles).

Moreover, Fig. 4.10 displays the line-scans of the relative junction voltage extracted from EL images (Fig. 4.8) based on Eq. (4.9). The line-scans quantitatively show that the increase of the local junction voltage $V_j(x)$ resulting from EL experiment under a constant applied voltage in Fig. 4.10(b) is more pronounced than under a constant injection current density in Fig. 4.10(a). The effect of the series resistance of the front electrode is also clearly observable in Fig. 4.10 due to the decrease of the relative junction voltage within one cell.

From the line-scans of the relative junction voltage shown in Fig. 4.10, the average junction voltage $V_j$ of the entire module is extracted. Note that the abso-
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Figure 4.10.: Line-scans of the relative junction voltage determined from EL images shown in Fig. 4.8, which are recorded at: (a) a constant injection current density $J_{\text{ext}} = 34 \text{ mA cm}^{-2}$, (b) a constant applied voltage $V_{\text{ext}} = 50 \text{ V} \left(V_{\text{cell}} = 0.78 \text{ V}\right)$ after 5 s and after 195 s, respectively.

Analogously, EL experiments under a constant applied voltage of $V_{\text{ext}} = 50 \text{ V}$ or $V_{\text{cell}} = 0.78 \text{ V}$ show an increase of the average junction voltage $\Delta V_j \approx 12 \text{ mV}$ (Fig. 4.11(b), filled circles), which is obviously larger than $\Delta V_j$ resulting from the EL experiments under a constant injection current density. At the same time, the external current density $J_{\text{ext}}$ through the device increases from 23 mA cm$^{-2}$ to 32
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![Graphs showing transients of the average junction voltage and external voltage](image)

**Figure 4.11.** Transients of the average junction voltage $V_j$ (filled circles) calculated from a series of EL images with the help of Eq. (4.9) and of the external voltage (open stars) $V_{ext}$ under a constant current bias ($I = 400 \text{ mA}$ or $J_{ext} = 34 \text{ mAcm}^{-2}$). The transients show a decrease of $V_{ext}$ and a simultaneous increase of the junction voltage. (b) Experiment with a constant applied voltage $V_{ext} = 50 \text{ V}$ ($V_{ext} = 0.78 \text{ V}$) shows an increase of the junction $V_j$ and a decrease of the current density $J_{ext}$ (open triangles) (per unit cell area).

$\text{mAcm}^{-2}$ (Fig. 4.11(b), open triangles) corresponding to a decrease of the overall module resistance from $34 \Omega \text{cm}^2$/cell to $24 \Omega \text{cm}^2$/cell.

The observed behavior is explained by a transient decrease of the bulk resistance $R_b$ and an increase of the junction resistance $R_j$. For the voltage bias experiment, a decrease of $R_b$ explains the increase of $J_{ext}$, which implies that the voltage $V_j$ over the junction increases and as a consequence, the EL intensity increases, even without a metastable change of $R_j$. Note that in the present case, the effect of the series resistance resulting in a total change of the external applied voltage of $60 \text{ mV}/\text{cell}$ is much stronger than that of recombination with a change of only $3.5 \text{ mV}/\text{cell}$. Furthermore, the present experimental results are consistent with additional light soaking experiments resulting in an increase of the open circuit voltage by only some $\text{mV}$ during light exposure. The EL emission after light soaking was enhanced in a similar way as after application of electrical bias.
The enhancement of the EL emission is represented by the external EL quantum efficiency \( Q_{\text{LED}} \), i.e. the ratio \( \phi_{\text{el}} / J \) based on Eq. (4.7). Note that \( J \) corresponds to the externally measured current densities and the injection current density \( J_{\text{in}} \) if the bias experiment is carried out at a constant applied voltage and a constant injection current density, respectively. Figure 4.12 depicts the improvement of \( Q_{\text{LED}} \approx 12\% \) during 195 s measurement time by a constant current density of \( J_{\text{ext}} = 34 \text{ mAcm}^{-2} \) (filled circles) and by a constant voltage of \( V_{\text{ext}} = 50 \text{ V} \) \( Q_{\text{LED}} \approx 16\% \) (open circles).

![Figure 4.12: External EL quantum efficiency \( Q_{\text{LED}} \) calculated from the ratio \( \phi_{\text{el}} / J \) based on Eq. (4.7).](image)

To explore the improvement of the EL emission and the external EL quantum efficiency during the bias experiment, the consequences of the transient behavior on the quantitative evaluation of the EL images is investigated. Figure 4.13(a) shows the junction voltage \( V_{j}(x) \) across the width of a single cell obtained by averaging the local junction voltage \( V_j \) along the length of the cell for the first (after 5 s) and the last (after 195 s) EL images under a constant current density \( J = 34 \text{ mAcm}^{-2} \). The comparison of the two curves shows that not only the average value, but also the shape of the curve changes considerably. Especially, the difference \( V_{wo} = V_{j}(w) - V_{j}(0) \) increases from 13 mV to 17 mV during the time of 195 s being more than the change
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\[ \Delta V_n(t) = \Delta V_n(t) - \Delta V_n(0) \]

This finding has an important consequence on the evaluation of EL images. From Eq. (4.13) it follows that

\[ V_{wo} = J R_l \frac{w^2 r_j}{r} \]  

(4.16)

**Figure 4.13:** Quasi-linescan (symbols) obtained by averaging the detected voltage \( V_j \) along the length of the cell plotted vs. the width of a single cell for the first (5 s) (open circles) and the last (195 s) (open squares) image of the electrical bias experiment under constant current bias (\( J = 34 \text{ mAcm}^{-2} \)). Solid lines correspond to quadratic fits according to Eq. (4.14). (b) Time evolution of the difference \( V_{wo} = V_j(w) - V_j(0) \) (open circles) and the average voltage \( \Delta V_n(t) = \Delta V_n(t) - \Delta V_n(0) \) (open triangles) during application of electrical bias. The solid line shows that a transient of \( V_{wo} \) can be predicted with the help of Eq. (4.17) from the time evolution of the external voltage \( V_{ex} = 50 \text{V} \) shown in Fig. 4.8(b).

Neglecting the series resistance in Eq. (4.16) (\( r = r_j \)) would lead to a misleading interpretation concerning the ZnO sheet resistance \( R_l \) being directly determined by \( V_{wo} \) because the current density \( J_{wo} \) and the width \( w \) of the cell are known. In the
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In fact, the transient $V_{wa}$ is described by the change of the series resistance during the measurement. From Eqs. (4.14) and (4.15) we obtained

$$V_{wa}(t) = J R_n \frac{w^2}{2} \frac{r_i}{r_0 + \Delta r(t)} = R_n \frac{w^2}{2} \frac{n_{id} k T}{q} \frac{r_0 + \Delta V_{cell}(t)}{J}$$

where $r_i$ is the initial differential resistance. Because of $\Delta r = \frac{\Delta V_{cell}}{J}$, the transient of $V_{wa}$ can be directly related to that of the simultaneously recorded transient $\Delta V_{cell}$ of the external voltage shown in Fig. 4.11(b). The solid line in Fig. 4.13(b) shows the values for $V_{wa}$ calculated with the help of Eq. (4.17) using $r_i = 5.5 \ \Omega \ \text{cm}^2$ and $R_n n_{id} k T w^2 / 2q = 66 \ \text{V} \ \Omega \ \text{cm}^2$. Unfortunately, this approach does not allow us to determine $R_n$ and $n_{id}$ independently. A combination of reasonable numbers $R_n = 21 \ \Omega$ and $n_{id} = 1.5$ would satisfy the fitting. However, the good quality of the fit which connects experimental values determined from details of the EL measurement with the externally measured voltage transient shows the self-consistency of the explanation for the observed transient behavior.

The present section investigates the metastable effects in CIGS solar modules by using time resolved measurement of the external voltage and simultaneously recording EL images. By combining these two measurements, the metastable effects on the resistivity and on the recombinatoric properties of the solar modules are distinguished from each other. Both relaxation phenomena increase the radiative, as well as the photovoltaic efficiency of the device under operation. Furthermore, the results show that the quantitative evaluation of EL images is strongly affected by the metastable transients in CIGS modules because of the influence of the bulk resistance on the EL emission. Nevertheless, even details of the EL measurement are self-consistently explained.

4.5. Summary

In this chapter, the spectrally and spatially resolved EL measurements are quantitatively analyzed for the case of industrially produced CIGS solar cells and modules. The resulting findings from these analyses are listed below:

- The reciprocity theorem is validated with the help of the luminescence spectroscopy measurements. The results from this validation are:
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1. The relation between EL emission and photovoltaic quantum efficiency is valid.

2. The EL and EM intensities are unaltered under different bias conditions and unaffected from LS experiment.

3. The radiative ideality factor is close to unity.

4. EL and EM superimpose linearly only in a limited range of the applied forward bias or illumination. This range depends on LS history of the sample $J \leq 4 \text{mAcm}^{-2}$ before LS and $J \leq 15 \text{mAcm}^{-2}$ after LS.

- The external EL quantum efficiency $Q_{\text{LED}}$ increases 300\% (after LS), 16\% (after bias experiment by constant current density $J_{\text{ext}}$), and 12\% (after bias experiment by constant applied voltage $V_{\text{ext}}$). The improvement of $Q_{\text{LED}}$ after LS is consistent with the reduction of the amount of non-radiative recombination due to the reduction of the non-radiative ideality factor after LS. The enhancement of $Q_{\text{LED}}$ after bias experiment results from the reduction of the bulk series resistance and an increase of the junction resistance.

- The spectrally and spatially EL measurements do not sufficiently explain the origin of metastable changes in CIGS solar devices. Nevertheless, both spectrally and spatially EL provide a consistent picture of the observable metastable effects. The discrepancy between EL and EM emission may point to the origin of the metastabilities and their consequences on the performance of the devices.

- Luminescence is also a powerful tool for the investigation of recombination processes and the effects of resistances and metastable behavior on the CIGS devices.
5. Analysis of shunts with a network simulation method

Defects (shunts) in Cu(In,Ga)Se$_2$ (CIGS) based solar modules significantly affect the module efficiencies. The combination of electroluminescence (EL) and dark lock-in thermography (DLIT) imaging techniques represents a useful tool for the investigation of such defects. This chapter presents a detailed study on shunts in CIGS modules. With the help of a simulation tool based on the network simulation method (NSM) using a variable, adaptive mesh [45], the effect of the sheet resistances of the front and back electrodes with regard to the presence of shunts on the cell performance is qualitatively analyzed.

5.1. Introduction

Shunts are defects, which cause a locally increased dark forward current flow. Such defects can lead to a reduced $V_{oc}$ and $FF$. Recently, investigation of shunts in silicon solar cells has been carried out using EL, PL and LIT [95, 127–132]. For CIGS solar cells, shunts are also qualitatively analyzed using EL, PL, and LIT [133, 134]. All of the works mentioned above either used EL, PL, LIT separately or compared them to each other to gain more information about shunts and their effect on the devices. EL and DLIT images are not only in a good agreement but also complement one another. For instance, DLIT is appropriate for localizing shunts, whilst EL is suitable for detecting potential variations around the shunts. A method is demonstrated in this work, which combines both EL and DLIT to analyze shunts and their effect on CIGS solar cells and modules. In this chapter, an EL image of a CIGS solar module consisted of several in series connected cell stripes is presented, which shows a cross-talk effect occurred in the adjacent cells of a shunted cell. Therefore, to understand
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the cross-talk effect of a defect, it is important to know how the neighboring cells are involved. For this reasons, the observed cross-talk is investigated by modeling several cells including a shunted cell, using finite sheet resistances for both back and front electrodes to analyze the electrical interaction between the cells. This chapter is organized as follows.

Firstly, a simulation model using network simulation method and SPICE is introduced. Secondly, the results of EL and DLIT measurements are presented. Thirdly, different simulations for the investigation of the cross-talk effect are shown. Finally, from the simulation results, the influencing factors of the cross-talk effect are discussed Sec. 5.5.

5.2. Network simulation method and SPICE

This section gives a brief description of the spatial modeling of thin-film solar modules using the network simulation method (NSM) and simulation program with an integrated circuit emphasis (SPICE) which was presented in Ref. [45]. Local defects, e.g. shunts are small features in the module, therefore, to quantitatively analyze the shunts, a high spatial resolution is required. To monitor the entire large-area module with a good resolution leads to excessive computation times. Moreover, the calculation time is quadratically proportional to the number of nodes [45]. Using a variable, adaptive mesh which is adapted to the local geometry and the electrical field, a high spatial resolution is obtained where needed, whilst keeping the total number of nodes to a minimum. The advantage of this method is to allows accurate simulation within a reasonable amount of time.

In this work, several series connected cell stripes, which include defects (shunts) are simulated using the NSM and SPICE. Before starting with the implementation of the NSM and SPICE, the boundary value problem for these series connected cells is introduced. First of all, for simplicity, the boundary value problem is considered for a single cell with a resistive front contact and a perfect back contact.
Figure 5.1: The boundary value problem for single cell with a resistive front contact and an ideal back contact (a), and several series connected cells with non-ideal front and back contacts (b) illustrated after Ref. [45].

Figure 5.1(a) shows the boundary value problem for a single cell with a sheet resistance $R_{sq}$ of the front contact and an ideal back contact. The boundary of the domain $\Omega$ consists of the Dirichlet and Neumann boundaries, which are denoted as $\Gamma_D$ and $\Gamma_N$, respectively. On the Dirichlet boundary, the potential is fixed to $V_0$, whereas on the Neumann boundary the current flux out of the domain is zero or $\partial V/\partial n = 0$. At every position within the front electrode, current flows out or into the front electrode through the solar cell, resulting a spatial distribution of sources of current in the front electrode. The potential in an electrode in the presence of a distributed source of current, i.e. the solar cell can be described by Poisson’s equation. The boundary value problem for a single cell with an ideal back contact therefore can be written as
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\[
\frac{d^2V(x, y)}{dx^2} + \frac{d^2V(x, y)}{dy^2} = R_s(x, y)J_0(x, y, V) \quad \text{in } \Omega_0 \quad (5.1)
\]
\[
V = V_0 \quad \text{on } T_D \quad (5.2)
\]
\[
\partial V = 0 \quad \text{on } T_N, \quad (5.3)
\]

where \( V \) is the voltage difference between the front and back contact, \( J_0 \) is the current density through the cell, and \( E(x, y) = R_sJ(x, y) \) is the electrical field.

More realistic is the case when the sheet resistances of both the front and back contacts are finite. The boundary value problem for a solar cell with finite sheet resistances can be written as

\[
\frac{d^2V_f(x, y)}{dx^2} + \frac{d^2V_f(x, y)}{dy^2} = R_f(x, y)J_0(x, y, V) \quad \text{in } \Omega_0 \quad (5.4)
\]
\[
\frac{d^2V_b(x, y)}{dx^2} + \frac{d^2V_b(x, y)}{dy^2} = -R_b(x, y)J_0(x, y, V) \quad \text{in } \Omega_0 \quad (5.5)
\]
\[
V = V_0 \quad \text{on } T_D \quad (5.6)
\]
\[
\partial V = 0 \quad \text{on } T_N, \quad (5.7)
\]

where the index \( f \) and \( b \) denote the front and back electrode, respectively. Equations (5.4) and (5.5) describe two coupled Poisson’s equations, one for the front and one for the back contact, respectively. The coupling is due to the spatially distributed current density \( J_0(x, y, V) \) through the solar cell, which in turn depends (non-linearly) on the voltage difference between the two electrodes.

A real solar module consists of cells, which are connected to each other in series, where the back contact of one cell is connected to the front contact of other cell. Additionally, both the front and the back contacts of the cell are non-ideal conductors, which means that the potential along the contact between two inhomogeneous cells varies. This means that the properties of one cell can have effects on neighboring cells. For that reason, modeling of several series connected cells is important to check the influence of one cell on its neighboring cells. Figure 5.1(b) shows the boundary value problem of two series connected cells with non-ideal front and back contacts. The domains of the first cell are \( \Omega_{f1} \) and \( \Omega_{b1} \) of the front and back contact, respectively, and of the second cell, \( \Omega_{f2} \) and \( \Omega_{b2} \) of the front and back contact, respectively.
The resistance of a resistor depends on its length $L$ and its width $W$. In this figure, the length and the width of two resistors $R_1$ and $R_2$ are $L_1$, $W_1$ and $L_2$, $W_2$, respectively. (b) The circuit used to model the thin-film module with the help of NSM. The schematic illustrations are drawn after Ref. [45].

The network simulation method solves differential equations with a circuit equivalent. In this work, the NSM is used to solve two coupled Poisson’s equations mentioned above. The coupled Poisson’s equations are solved by the implementation of the NSM with a variable mesh. The front and back electrodes of a solar cell are modeled with a rectangular mesh. Figure 5.2(a) illustrates the modeling of an electrode with a rectangular variable mesh with sub-grids, i.e. each mesh cell is represented by a node which is connected with the resistance of the neighboring nodes. The resistance values $R_1$ and $R_2$ shown in Fig. 5.2(a) depend on their lengths $L_1$, $L_2$ and widths $W_1$, $W_2$, respectively, i.e. $R_1 = \frac{L_1}{W_1}R_{sq}$ and $R_2 = \frac{L_2}{W_2}R_{sq}$. The length $L$ is the distance between two nodes in $y$-direction, whereas the width $W$ is the distance between two nodes in $x$-direction. Note that for resistor which connects two nodes of different sizes, the width is defined by the node with the smallest width. Figure 5.2(b) shows a schematic illustration a circuit of a solar cell, which is used to model a module with the NSM. Note that the diode in the schematic includes series and shunt resistances and photocurrents.
Figure 5.3: Procedure of the SPICE simulation with a variable adaptive mesh.

For the computation of the local voltage, an initial mesh is generated from which an initial SPICE circuit is built. The simulation procedure is illustrated in Fig. 5.3. After solving the network with SPICE, the differences in junction voltage in \( z \)- or in \( y \)-direction between the adjacent nodes are computed. The adjacent nodes with the largest difference in junction voltage are chosen for splitting into smaller nodes. After refining the mesh, the SPICE network is built and solved again. The procedure is repeated until the result is converged.

The input parameters for the simulation are the diode ideality factor \( n_d \), the saturation current density \( J_0 \), the injection current density \( J \), and the geometry of the shunt (contour). Furthermore, the series resistance \( R_s \) of the bulk, the sheet resistances of the front and back electrodes, the shunt resistance are fit parameters, which are given in more detail in Sec. 5.4. The diode ideality factor \( n_d \) and \( J_0 \) can be determined from the \( J_0/V_{th} \) characteristic or from the \( J/V_{th} \) characteristic reconstructed from the EL measurements at various injection current densities \( J = J_0 \). Here, \( V_{th} \) is the experimental junction voltage, which is directly calculated from the local EL intensity according to Eq. (2.29). The diode ideality factor \( n_d \) and \( J_0 \)
are given by

\[ n_{id} = \frac{q}{kT} \left( \frac{dV_{ex}}{dJ} \right) J \]  \hspace{1cm} (5.8)

\[ J_0 = J / \exp \left( \frac{qV_{ex}}{n_{id}kT} \right) \] \hspace{1cm} (5.9)

The values \( n_{id} \) and \( J_0 \) for the module being investigated are \( n_{id} = 1.57 \) and \( J_0 = 2.36 \times 10^{-8} \text{mAcm}^2 \).

In order to determine the other important input parameter for the simulation, namely the contour of the shunt, a DLIT image is used because the contour of the shunt obviously appears in DLIT, whereas in EL image the contour is not visible. Note that spatial variations caused by the shunt are defined using its contour.

**Figure 5.4:** Closed up DLIT image for the determination of the contours of the shunts for the simulation. This closed up DLIT image was measured by a micro-objective with a high resolution of 10 \( \mu \text{m} \) per pixel at \( f_{\text{lock-in}} = 10 \text{ Hz} \) and 30 minutes measured time.

Figure 5.4 shows a DLIT image measured by a micro-objective with a high resolution of 10 \( \mu \text{m} \) per pixel at \( f_{\text{lock-in}} = 10 \text{ Hz} \) and 30 minutes measured time. This
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DLIT image displays four shunts (shunt1, shunt2, shunt3, shunt4) with different contours and areas. In order to get the geometry data of the shunts, a digitizing software (GetData Graph Digitizer) [135] is used to extract the \( x, y \) data pairs along each contour.

The simulation calculates the voltages across the back and front electrodes, from which the junction voltage \( V_{\text{j,sim}} \) is determined. The local EL of the front and back electrodes is also monitored, and thereby, the local power densities of the front and back electrodes can be calculated as given in Eqs. (5.11) and (5.12), respectively. The simulated local power density \( P_{\text{el,sim}} \) is the sum of the power densities \( P_f, P_b \) emitted at the front and the back contacts as well as the power densities \( P_j, P_{sh}, P_{Rs} \) over the junction, the shunts and the bulk series resistance \( R_s \).

\[
P_{\text{el,sim}} = P_f + P_b + P_j + P_{sh} + P_{Rs} \quad (5.10)
\]

Here, \( P_f \) is calculated from the electrical field \( |E_f| \) of the front ZnO contact.

\[
P_f = \frac{|E_f|^2}{R_{\text{ZnO}}} \quad (5.11)
\]

and the power density \( P_b \) is determined by the electrical field \( |E_b| \) of the back Mo contact

\[
P_b = \frac{|E_b|^2}{R_{\text{Mo}}} \quad (5.12)
\]

The power density over the junction \( P_j \) follows the relation

\[
P_j = J_0 V_{\text{j,sim}} \left( \exp \left( \frac{qV_{\text{j,sim}}}{n_kT} \right) - 1 \right). \quad (5.13)
\]

The power density over the shunt \( P_{sh} \) is given by

\[
P_{sh} = \frac{(V_{\text{sh}})^2}{R_{sh}}, \quad (5.14)
\]

where \( V_{\text{sh}} \) is the voltage drop over \( R_s \) and \( R_{sh} \) is the shunt resistance.

The power density \( P_{Rs} \) can be calculated by

\[
P_{Rs} = \frac{(V_{Rs})^2}{R_s} \quad (5.15)
\]

From DLIT measurement, the local temperature difference \( T_{\text{DLIT}} \) can be determined instead of the absolute local power \( P_{\text{DLIT}} \). However, the relation between the local temperature difference \( T_{\text{DLIT}} \) and \( P_{\text{DLIT}} \) is given by

\[
T_{\text{DLIT}} = \frac{2P_{\text{DLIT}}}{\pi \sqrt{\pi DA}} \quad (5.16)
\]
5.3 Experimental results

This section describes the experimental results obtained from the EL and DLIT measurements of a (30 × 30 cm²) CIGS module, which contains several shunted cells. The CIGS module consists of 64 individual cells (cell length l = 30 cm and width w = 0.4 cm). Detailed information on the sample is given in Sect. 2.3.1.

Figure 5.5 shows the results of the EL (a) and DLIT (b) measurements. The EL measurement was carried out at an injection current density of $J = 8.3 \text{ mA cm}^{-2}$, corresponding to an injection current of $I = 0.1$ A by a Si-CCD camera using pixel binning (3 × 3 pixels) with an exposure time of 2 s. The EL image illustrates that
the module performance is affected by several shunted cell stripes. The scale of the EL image exhibits the local EL intensity in arbitrary units. The EL intensity in the shunted regions is very low. The marked region in Fig. 5.5(a) displays a shunted cell, which heavily affects the adjacent cell stripes, i.e. the EL intensity of the left and right non-shunted neighboring cells is noticeably high. In this thesis, this effect is named a cross-talk effect, which will be described in more detail later on.

The DLIT image was recorded at the same injection current density of $J = 8.3 \text{ mAcm}^{-2}$ and at a lock-in frequency of $f_{\text{lock-in}} = 10 \text{ Hz}$. The DLIT measurement was done for $\approx 30$ minutes. The scale of the DLIT image displays the relative local temperature in arbitrary units. The defects appear as bright spots in the DLIT image. A qualitative comparison between the EL and the DLIT images shows that all the defects visible as dark regions in the EL image appear as bright spots in the DLIT image. The line-scans of the EL intensity (open circles) and of the temperature difference (solid curve) obtained from averaging the local EL intensity and the local

Figure 5.6.: Line-scans of EL intensity and of temperature difference resulting from averaging the EL intensity and the temperature difference over the entire width of the marked shunted cell shown in Fig. 5.5.
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temperature difference, respectively, over the entire width of the marked shunted cell show a consistency with the result from the comparison. Note that to highlight the effect of the marked shunt on the EL intensity and the temperature difference, only a part of the line-scans close to the shunt (from \( l = 10 \) to 20 cm) are shown (Fig. 5.6). The EL line-scan exhibits a broader EL intensity dip at the shunt due to the low EL intensity, whereas the DLIT line-scan has a narrow form and a sharp peak at the shunt because of a high temperature difference. Moreover, it is also obvious that DLIT imaging is more feasible for the determination of the location and the geometry of shunts than EL imaging.

As mentioned in Sec. 5.2, a DLIT image is used to determine the contour of the shunt, which is the input parameter for the simulation. For this reason, it is important to have a good spatial resolution. For thermally thick samples, i.e. its thickness is large with respect to the thermal diffusion length, the halo around local heat sources, which is proportional to the thermal diffusion, reduces with \( 1/\sqrt{f_{\text{lock-in}}} \) \cite{27}. Therefore, for a good spatial resolution of a local heat source, a high lock-in frequency should be chosen. Note that the higher the lock-in frequency, the poorer the signal to noise ratio, hence a lock-in frequency should be high enough to gain a good resolution and low enough to have a proper signal to noise ratio. The choice of a proper lock-in frequency depends on the aims of different analysis. In this work, it is important to have a high resolution DLIT image in order to determine the position of the shunts precisely, therefore, a lock-in frequency of 10 Hz has been chosen.

Figure 5.7 illustrates the line-scans of the temperature difference by averaging the entire width of the respective DLIT images measured at different frequencies \( f_{\text{lock-in}} = [0.1, 0.3, 0.5, 0.7, 1, 3, 5, 7, 10] \) Hz. The graphs show that the higher the lock-in frequency, the narrower the full width half maximum (FWHM) or the better is the spatial resolution of local heat source (shunt).

For further investigation of the defect and the correlation between these two camera-based methods, EL and DLIT images of a small area \((1 \times 2 \text{ cm}^2)\) around the marked shunt were recorded. This area extends over 5 cells \((l = 1 \text{ cm} \text{ and } w = 0.4 \text{ cm})\). The middle cell stripe is shunted. Electroluminescence measurements were carried out by a Si-CCD camera with a pixel binning \((1 \times 1 \text{ pixels})\) for high resolution images and a lens tube between the camera and the objective enabling a
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Figure 5.7: Line-scans of the temperature difference by averaging the entire width of the respective DLIT images measured at different lock-in frequencies \( f_{\text{lock-in}} = \{0.1, 0.3, 0.5, 0.7, 1, 3, 5, 7, 10\} \) Hz. The inset is a close-up view of the line-scans of the relative local temperature at \( f_{\text{lock-in}} = \{0.1, 10\} \) Hz with their receptive FWHM.

close-up of the regions of interest. For the DLIT measurements, a micro-objective with a high resolution of 10 \( \mu \)m per pixel is used for a better focus on the shunt.

Figure 5.8(a) displays a magnification of an EL image of a small area around the shunt marked in Fig. 5.5(a). This image enables a closer look at the shunt and the effect caused by this shunt. Because of the shunt, the EL intensity of the middle cell is very low due to the low local junction voltage. The shunt quenches the EL intensity [38], which makes EL unsuitable to determine the position and the shape of a defect. In contrast, it is clearly visible in this EL image that the local EL intensity of the right and left non-shunted adjacent cells is much higher than that of the shunted cell and the non-shunted cells far away from the shunt (the first and the fifth cell in the EL image counted from left to right). This shows that the shunt exhibited in this EL image strongly affects the two directly adjacent cells, and even slightly affects the further neighboring cells. The interaction between the cells
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Figure 5.8: (a) EL image of a small area (1 × 2 cm$^2$) around the shunts marked in Fig. 5.5(a). The cell width is 0.4 cm, the area expands over five cells, in which the cell in the middle is shunted. These five cells were recorded by a full frame Si-CCD camera (9.4 mega pixels) and 20 s exposure time. (b) DLIT image of the same area around the shunts shown in Fig. 5.8(a). This area is recorded by a micro-objective with a high resolution of 10 µm per pixel at $f_{\text{lock-in}} = 10$ Hz and 30 minutes exposure time.

due to the defect in the middle cell is the so called cross-talk effect, which can be explained in more detail in Sec. 5.4.

Figure 5.8(b) illustrates a magnification of a DLIT image of the same cell stripes shown in Fig. 5.8(a). The close-up DLIT image used to determine the location of the shunt is taken with a micro-objective with a high resolution of 10 µm per pixel and $f_{\text{lock-in}} = 10$ Hz. The measured time was 30 minutes. Contrary to the EL image, the location and the geometry of the shunt are clearly observable in this close-up image, which shows that the shunt in the middle cell stripe actually consists of four shunts in close proximity with different sizes. Until now, it is assumed that the shunt to be investigated is a single shunt due to the DLIT image shown in Fig. 5.5(b). For this reason, the plural term ‘shunts’ is used from here on when referring to this particular shunt. With the help of this close-up DLIT image, the sizes of the shunts are extracted and used as input parameters for the SPICE model as mentioned in Sec. 5.2. The cross-talk caused by the shunt is also observable in this image because
the temperature difference of the two directly adjacent cells are slightly higher than that of the first and last cells. However, this cross-talk appears less significant than in the EL image. Furthermore, Fig. 5.8(b) also shows that the local temperature difference at the shunts has the highest value because of the high dissipated power density caused by the shunts. Besides, the values of the local temperature difference at the regions above and below the shunts are very low due to the low dissipated power in these regions.

The experimental results presented in this section show that the EL and DLIT images are in a good agreement and these two methods complement each other. Therefore, combining EL and DLIT imaging provides a qualitative analysis of such defect in CIGS devices. In the following section, a detailed investigation of the cross-talk is demonstrated using these measurement results and the simulation results.

5.4. Simulation results

As mentioned in Sec. 5.3, a cross-talk is clearly observed in measured EL image. This section presents a description of the cross-talk with the help of the simulation results considering the influencing factors such as shunts and resistances of the front and back electrodes on the cross-talk. First of all, the cross-talk can be explained as follows.

Figure 5.9.: A 2D schematic of a series interconnection of the front and back electrodes of different cells.
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and back electrodes of different cells, where the middle cell is shunted. The back electrode of cell 1 is connected with the front electrode of cell 2 through the left $P_{2l}$ scribing line and the back electrode of cell 2 is coupled with the front electrode of cell 3 through the right $P_{2r}$, scribing line. The concentration of current toward the area around the shunts leads to potential variations in the front and back electrodes along the length direction of the shunted cell stripe. This leads to non-equipotential contacts to the neighboring cells, i.e. $P_{2l}$ and $P_{2r}$, and thus, the defect also affects the neighboring cells. Due to the non-equipotential contacts to the neighboring cells, the current densities increase in the parts of the neighboring cells in the direct vicinity of the defect. The cross-talk observed between the cells is thus the result of currents through the electrodes along the length direction of the cells, which cause the potential variations in the $P_{2l}$ and $P_{2r}$ scribing lines. Therefore, the potential difference in $P_{2l}$ and $P_{2r}$ is a measure of the cross-talk.

Figure 5.10: Voltage line-scans $V_l$, $V_r$ at $P_{2l}$ and $P_{2r}$, respectively. Voltage differences $\Delta V_l$ and $\Delta V_r$ are defined as a measure for the cross-talk.

In order to calculate the potential difference, the voltage line-scans $V_l$, $V_r$ over the entire length of the module are chosen in the $P_{2l}$ and $P_{2r}$ lines, respectively.
Note that the voltage line-scans $V_l$ and $V_r$ correspond to the voltage line-scans of the front electrode $V_f$ and the back electrode $V_b$. The potential difference $\Delta V_l$ and $\Delta V_r$ are given by

$$\Delta V_l = V_{\text{max},l} - V_{\text{min},l}$$

(5.17)

$$\Delta V_r = V_{\text{max},r} - V_{\text{min},r}$$

(5.18)

which are illustrated in Fig. 5.10.

The potential variations along length direction that these currents induced should depend on the magnitude of the currents and the sheet resistances of the electrodes. In order to explore the effects of the shunts and the electrode sheet resistances, a simulation model using the NSM and SPICE presented in Sec. 5.2 was used to simulate the distribution of the local EL intensity, the junction voltage and the local power densities from the measured EL image shown in Fig. 5.8(a).

In the following, the validation of the NSM and SPICE is introduced with the parameterization of the shunt resistances $R_{\text{sh}}$, the sheet resistances $R_{\text{ZnO}}$ and $R_{\text{Mo}}$ of the front ZnO and the back Mo contacts, respectively. Note that following from Sec. 4.4.2, the bulk series resistance $R_s$, which is in series connected with the junction affects the measured EL intensity. Therefore, it is important to include $R_s$ in the model as well. Thus, the parameter set for the simulation model includes $R_{\text{ZnO}}$, $R_{\text{Mo}}$, $R_{\text{sh}}$, and $R_s$. The parameterization is divided into two parts. In the first part, the values of the parameter set are obtained from either literature or manual adjustments of the simulated images to the experimental images. From these manual fits, the range of the individual parameters in the parameter set is roughly defined. As the result, a systematic adaption of the measurement and simulation results is developed in the second part to determine the optimum values for the parameter set.

The input parameters of $R_{\text{ZnO}} = 18 \Omega \text{sq}$ and $R_{\text{Mo}} = 1.3 \Omega \text{sq}$ were taken from Helbig et al. [38], where the authors neglected the effect of the bulk series resistance $R_s$. The input parameter of $R_s = 0.02 \Omega \text{cm}^2$ stems from the qualitative comparison of the simulation results with varied $R_s$ and the measured EL and DLIT images (Fig.5.8). The shunt resistances of $[R_{\text{sh1}} = 0.005, R_{\text{sh2}} = 0.02, R_{\text{sh3}} = 0.02, R_{\text{sh4}} = 0.008] \Omega \text{cm}^2$ result from fitting the results of several simulations with different sets of $[R_{\text{sh1}}...R_{\text{sh4}}]$ to the measured results. The input parameters for the simulations are given in Tab.5.1. The effect of changing the individual parameters of the shunt
Table 5.1: Input parameters for the SPICE simulation with varied shunt resistances.

<table>
<thead>
<tr>
<th>Fixed parameters</th>
<th>Varied parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{id} = 1.57$</td>
<td>$R_{sh,high} = [5, 2, 2, 8] [\Omega \text{cm}^2]$</td>
</tr>
<tr>
<td>$J_0 = 2.63 \times 10^{-8} [\text{mAcm}^{-2}]$</td>
<td>$R_{sh,low} = [0.00005, 0.0002, 0.0002, 0.00008] [\Omega \text{cm}^2]$</td>
</tr>
<tr>
<td>$J = 8.3 [\text{mAcm}^{-2}]$</td>
<td>$R_{sh,opt} = [0.005, 0.02, 0.02, 0.008] [\Omega \text{cm}^2]$</td>
</tr>
<tr>
<td>$R_{ZnO} = 18 [\Omega \text{sq}]$</td>
<td></td>
</tr>
<tr>
<td>$R_{Mo} = 1.3 [\Omega \text{sq}]$</td>
<td></td>
</tr>
<tr>
<td>$R_s = 0.02 [\Omega \text{cm}^2]$</td>
<td></td>
</tr>
</tbody>
</table>

resistances is discussed below.

Before discussing about the results illustrated in Fig. 5.11, a brief introduction of the resulting power images is given here. The simulated local power density images result from the dissipated power in the electrodes, the junctions, the defects, and the power density in the internal series resistance of the solar cell. In Appendix A, it is illustrated how the simulated power density image is constructed and where the individual contributions to the total power density stem from.

Figure 5.11 shows the simulated EL images (a-c) and the simulated power density images (d-f) resulting from different simulations with the input parameters given in Tab. 5.1. For each simulation presented in Fig. 5.11, the shunt resistances are changed, whereas all other input parameters are the same. For simplicity, ratios of $5/2/2/8$ and $5/20/20/8$ corresponding to $R_{sh1}/R_{sh2}/R_{sh3}/R_{sh4}$ are chosen after testing various simulations with different ratios.

With the shunt resistances of $R_{sh,high} = [5, 2, 2, 8] [\Omega \text{cm}^2]$ both EL (a) and power density (d) images do not show good agreement with the measured images shown in Fig. 5.8, which indicates that the chosen shunt resistances are too high. Due to the high shunt resistances, the current flows over the shunts $I_{sh} = 0.0004 \text{ A}$ is low compared to the injection current $I = 0.1 \text{ A}$, therefore, the voltage across the junction is unaffected by the shunts. As a consequence, the local simulated power density is only slightly higher at the shunts than at the surroundings. With the shunt resistances of $R_{sh,low} = [0.00005, 0.0002, 0.0002, 0.00008] [\Omega \text{cm}^2]$, the shunts strongly affects the shunted cell and the adjacent cells, i.e. cross-talk effect occurs.
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Figure 5.11: (a-c) Simulated EL images obtained from the simulations with the input parameters given in Tab. 5.1 for the cases of high, low, and optimal shunt resistances $R_{sh,\text{high}} = [5, 2, 2, 8] \ \Omega \text{cm}^2$, $R_{sh,\text{low}} = [0.00005, 0.0002, 0.0002, 0.00008] \ \Omega \text{cm}^2$, and $R_{sh,\text{opt}} = [0.005, 0.02, 0.02, 0.008] \ \Omega \text{cm}^2$. (d-f) Simulated power density images resulting from the same simulations mentioned in (a-c) for high, low and optimal shunt resistances.

The simulated EL image (b) shows a similarity to the measured EL image shown in Fig 5.8(a). However, the power density image (e) indicates that the values of $R_{sh,\text{low}}$ are too low for the strong defect shown in the DLIT image (Fig. 5.8(b)). The EL (c) and power density images (f) for the case of $R_{sh,\text{opt}} = [0.005, 0.02, 0.02, 0.008] \ \Omega \text{cm}^2$ agree well with the measured images (Fig 5.8). Therefore, for all other simulations presented below, the shunt resistances of $R_{sh,\text{opt}} = [0.005, 0.02, 0.02, 0.008] \ \Omega \text{cm}^2$ are chosen. Note that the local dissipated power density is directly proportional to the local temperature difference as mention in chapter 5.2. Therefore, a local power density image is comparable to a temperature difference DLIT image. It is obvious from this analysis that EL is not appropriate for the determination of the shunt resistances. Despite of the two orders of magnitude difference between $R_{sh,\text{low}}$ and $R_{sh,\text{opt}}$, the simulated EL images are only slightly different from each other. A comparison of the simulated power density with the measured DLIT image providing more accurate values of the shunt resistances.
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Table 5.2.: The input parameters for different simulations to determine the optimum values for the bulk series resistance $R_s$, the sheet resistances $R_{ZnO}$ and $R_{Mo}$ of the front and back contacts.

<table>
<thead>
<tr>
<th>Fixed parameters</th>
<th>Varied $R_s$</th>
<th>Varied $R_{ZnO}$</th>
<th>Varied $R_{Mo}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{id}$</td>
<td>1.57</td>
<td>1.57</td>
<td>1.57</td>
</tr>
<tr>
<td>$J_0$ [mA cm$^{-2}$]</td>
<td>2.63x10$^{-8}$</td>
<td>2.63x10$^{-8}$</td>
<td>2.63x10$^{-8}$</td>
</tr>
<tr>
<td>$J$ [mA cm$^{-2}$]</td>
<td>8.3x10$^{-8}$</td>
<td>8.3x10$^{-8}$</td>
<td>8.3x10$^{-8}$</td>
</tr>
<tr>
<td>$R_{Mo,opt}$ [Ω cm$^2$]</td>
<td>[5,20,20,8]x10$^{-3}$</td>
<td>[5,20,20,8]x10$^{-3}$</td>
<td>[5,20,20,8]x10$^{-3}$</td>
</tr>
<tr>
<td>$R_{ZnO}$ [Ω cm$^2$]</td>
<td>[0.008,0.0002,0.02,0.05, 0.2, 0.5, 0.8, 1.5, 2]</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>$R_{Mo}$ [Ω cm$^2$]</td>
<td>1.3</td>
<td>[0.9, 2.12]</td>
<td>1.3</td>
</tr>
<tr>
<td>$R_{Mo,opt}$ [Ω cm$^2$]</td>
<td>18</td>
<td>18</td>
<td>[0.1, 40]</td>
</tr>
</tbody>
</table>

To find the optimum values for the other parameters such as $R_s$, $R_{Mo,opt}$, $R_{Mo}$, various simulations were done. The input parameters for different simulations are listed in Tab. 5.2. There are three cases either $R_s$, or $R_{ZnO}$, or $R_{Mo}$ is varied. Before introducing a method to determine the optimum values of $R_s$, $R_{Mo,opt}$, and $R_{Mo}$, the influences of the individual parameters on the simulated EL intensity will be analyzed below.

Figure 5.12.: EL images obtained from the simulations with varied $R_s$, where all other input parameters $n_{id}$, $J_0$, $R_{Mo,opt}$, $R_{Mo}$, and $R_{Mo,opt}$ are the same for all simulations and are given in Tab. 5.2. (a) $R_s = 2$ Ω cm$^2$, (b) $R_s = 0.2$ Ω cm$^2$, (c) $R_s = 0.02$ Ω cm$^2$.

In order to check the influence of $R_s$ on the simulation results, different values
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Figure 5.13: Line-scans of the voltage along the left $P_{2,l}$ scribing line of the shunted cell (open symbols) and the right $P_{2,r}$ scribing line of the shunted cell (filled symbols) for varied values of $R_s$ given in Tab. 5.2. The values of $R_s$ are chosen, where other input parameters are the same for different simulations with varied $R_s$ (Tab. 5.2). The values of $R_s$ are given in Tab. 5.2. Figure 5.12 shows the EL images resulting from the simulations with varied $R_s = [2, 0.2, 0.02] \, \Omega \text{cm}^2$. If $R_s = 2 \, \Omega \text{cm}^2$ (a), the simulated EL intensity is higher compared to the measured EL intensity (Fig. 5.8(a)). However, with $R_s = 0.2 \, \Omega \text{cm}^2$ (b) and 0.02 $\Omega \text{cm}^2$ (c), the EL images do not show a significant difference to each other and to the measured EL image in Fig. 5.8(a).

Figure 5.13 shows line-scans of the voltage along the entire length of the module for various values of $R_s$ as listed in Tab. 5.2. The voltage line-scans $V_l$ and $V_r$ are taken along the left $P_{2,l}$ scribing line of the shunted cell (open symbols) and the right $P_{2,r}$ scribing line of the shunted cell (filled symbols). The line-scans indicate that the voltages $V_l$ and $V_r$ increase with increasing $R_s$. However, the increase in the voltage is quite small, especially with $R_s$ is less than one.

By varying the values of $R_{ZnO}$ and $R_{M0}$, the effect of these sheet resistances on the EL intensity can be explored. Figures 5.14(a-d) show the EL images resulting from the simulations with varied $R_{ZnO}$ and $R_{M0}$. The input parameters are given in
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Figure 5.14: (a) Simulated EL image with $R_{\text{ZnO}} = 5 \ \Omega_{\text{sq}}$, $R_{\text{sh}} = 1.3 \ \Omega_{\text{sq}}$. (b) Simulated EL image with $R_{\text{ZnO}} = 40 \ \Omega_{\text{sq}}$, $R_{\text{sh}} = 1.3 \ \Omega_{\text{sq}}$. (c) Simulated EL image with $R_{\text{sh}} = 0.4 \ \Omega_{\text{sq}}$, $R_{\text{ZnO}} = 18 \ \Omega_{\text{sq}}$. (d) Simulated EL image with $R_{\text{sh}} = 12 \ \Omega_{\text{sq}}$, $R_{\text{ZnO}} = 18 \ \Omega_{\text{sq}}$. The other input parameters such as $n_{\text{id}}$, $J_0$, $J$, $R_s$, and $R_{\text{sh, opt}}$ are given in Tab. 5.2.

Tab. 5.2 and $R_t = 0.02 \ \Omega \text{cm}^2$. For the simulated EL image shown in Figs. 5.14(a-b), the values of $R_{\text{ZnO}}$ are chosen as $5 \ \Omega_{\text{sq}}$ and $40 \ \Omega_{\text{sq}}$, respectively, and $R_{\text{sh}} = 1.3 \ \Omega_{\text{sq}}$ for both simulations. With $R_{\text{ZnO}} = 5 \ \Omega_{\text{sq}}$, the ZnO layer becomes more conductive, therefore, the current flow from the left adjacent non-shunted cells across the shunts to the right adjacent non-shunted cells is more concentrated compared to the case of the low conductive ZnO layer with $R_{\text{ZnO}} = 40 \ \Omega_{\text{sq}}$. Therefore, the lateral distribution of the local EL intensity in Fig. 5.14(a) is larger than that shown in Fig. 5.14(b).

Analogously, Figs. 5.14(c-d) display the EL images of the simulations with varied $R_{\text{sh}} = 0.4 \ \Omega_{\text{sq}}$ and $R_{\text{sh}} = 12 \ \Omega_{\text{sq}}$, respectively, and $R_{\text{ZnO}} = 18 \ \Omega_{\text{sq}}$ for both simulations. With $R_{\text{sh}} = 12 \ \Omega_{\text{sq}}$, the back Mo contact is less conductive, therefore, the lateral distribution of the local EL intensity is smaller than that shown in Fig. 5.14(c) for $R_{\text{sh}} = 0.4 \ \Omega_{\text{sq}}$.

In order to check the reliability of the values of the bulk series resistance $R_s$ and the sheet resistances $R_{\text{ZnO}}$ and $R_{\text{sh}}$, obtained from the comparison between the
Figure 5.15: (a) Relative global error of the simulated and measured EL images for the determination of $R_s$. (b) Relative global error of the simulated and measured EL images for the determination of $R_{Mo}$. (c) Relative global error of the simulated and measured EL images for the determination of $R_{ZnO}$. The parameters for all simulations mentioned here are listed in Tab. 5.2. Note that the filled stars are marked for the simulations carried out with $R_s = 0.02 \, \Omega \text{cm}^2$, $R_{ZnO} = 18 \, \Omega \text{sq}$ and $R_{Mo} = 1.3 \, \Omega \text{sq}$, respectively.

measured and simulated EL images, it is important to calculate the error resulting from the model. The relative global root mean square errors $\varepsilon$ are determined by comparing the resulting simulated EL images from various simulations mentioned below to the measured EL image as described in the following equation

$$\varepsilon = \sqrt{\phi^2_{ex} - \phi^2_{sim}}.$$  \hspace{0.5cm} (5.19)

Note, that the laser lines and part of the experimental data with strong noise are not considered in the calculation of the relative global error.

To determine the optimum value for $R_s$, various simulations are done with the variation of $R_s$. Analogously, to find the optimum values for $R_{ZnO}$ and $R_{Mo}$, the simulations are carried out with varied $R_{ZnO} = [0, 1, 2, 3, ..., 40] \, \Omega \text{sq}$ and $R_{Mo} = [0, 0.2, 0.4, ..., 12] \, \Omega \text{sq}$, respectively. Note that for each simulation, only one input parameter either $R_s$, $R_{ZnO}$, or $R_{Mo}$ is changed. Different simulations are run for different values of $R_s$, $R_{ZnO}$ or $R_{Mo}$. The parameters for all simulations mentioned above are given in Tab. 5.2.

Figure 5.15(a) presents the relative global errors obtained from the comparisons.
of the simulated EL images for varied values of $R_s$ with the measured EL image shown in Fig. 5.8(a). The relative errors are approximately 18.5% for $R_s < 1 \ \Omega \ \text{cm}^2$ and close to 20% for $R_s = [1.5, 2] \ \Omega \ \text{cm}^2$. This result is consistent with the results presented in Figs. 5.12(a-c) and Fig. 5.13. The optimum value for $R_s$ is around 0.3 $\Omega \ \text{cm}^2$, where $\varepsilon \approx 18\%$. Figure 5.15(b) shows the relative global errors of the simulated and measured EL images for the determination of $R_{\text{Mo}}$. The sheet resistance of the Mo layer is varied in the range of $[0, 0.2, 0.4...12] \ \Omega \ \text{sq}$. The optimum value for $R_{\text{Mo}}$ is around 0.4 $\Omega \ \text{sq}$, where the relative error is approximately 17.4%. A clear trend to define the optimum value for $R_{\text{Mo}}$ is shown in Fig. 5.15(b). It is obvious to see that the relative global error increases when $R_{\text{Mo}}$ gets closer to zero or becomes larger than 2 $\Omega \ \text{sq}$. Analogously, Fig. 5.15(c) presents the relative global error of the simulated and measured EL images for the determination of $R_{\text{ZnO}}$. The value of $R_{\text{ZnO}}$ is varied in the range of $[0, 1, 2...40] \ \Omega \ \text{sq}$. The optimum value for $R_{\text{ZnO}}$ is around 20 $\Omega \ \text{sq}$, where the relative error is around 17.9%. A clear trend of the relative global error is also reached for $R_{\text{ZnO}}$. The filled stars in Figs. 5.15(a-c) are marked for the simulations carried out with $R_s = 0.02 \ \Omega \ \text{cm}^2$, $R_{\text{Mo}} = 18 \ \Omega \ \text{sq}$ and $R_{\text{ZnO}} = 1.3 \ \Omega \ \text{sq}$, respectively. The clear trends in Figs. 5.15(b-c) show that the method presented here is appropriate to determine $R_{\text{Mo}}$ and $R_{\text{ZnO}}$. As shown in Fig. 5.15(b-c), $R_{\text{Mo}}$ should be in the range of $0.1 \ \Omega \ \text{sq} \leq R_{\text{Mo}} \leq 2 \ \Omega \ \text{sq}$ and $R_{\text{ZnO}}$ should be in the range of $16 \ \Omega \ \text{sq} \leq R_{\text{ZnO}} \leq 26 \ \Omega \ \text{sq}$. However, the trend shown in Fig. 5.15(a) is not very clear to find an optimum value for $R_s$, which indicates that this method is not very appropriate to determine $R_s$ precisely.

Finally, Figs. 5.16(a-b) present the simulated EL and power density images with $R_s = 0.02 \ \Omega \ \text{cm}^2$, $R_{\text{Mo}} = 18 \ \Omega \ \text{sq}$ and $R_{\text{ZnO}} = 1.3 \ \Omega \ \text{sq}$. Both the simulated EL and the simulated power density images show good agreement with the measured EL and the measured DLIT images shown in Fig. 5.8(a-b). This result indicates that the NSM and SPICE is a good tool to reproduce the experimental results and to determine the sheet resistances of the front and the back contacts. The simulation model is also feasible to estimate the range of the shunt resistances $R_{\text{sh}}$ and the bulk series resistance $R_s$. The cross-talk effects cause by the shunts and the finite sheet resistances can be analyzed with this simulation model as well. Detailed analysis of the cross-talk effects will be given in Sec. 5.5.
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Figure 5.16.: (a) Simulated EL image with the parameters listed in Tab. 5.2, where $R_s = 0.02 \, \Omega cm^2$, $R_{ZnO} = 18 \, \Omega_{sq}$ and $R_{Mo} = 1.3 \, \Omega_{sq}$. (b) Simulation power density image with the same parameters as used in (a).

5.5. Discussion

In this section, the cross-talk effects are further analyzed. Particularly, this section also discusses on the influences of the shunts and the sheet resistances on the cross-talk effects. Before presenting the systematic analysis of the cross-talk effects, several simulation results from a gedankenexperiment of changing the values of the sheet resistances are discussed below.

The gedankenexperiment is based on the fact that the cross-talk originates from the currents in the front and back contact, which flow along the length direction of the cells and result in the non-equipotential lines $P_{l}$ and $P_{r}$, scribing lines. The cross-talk will disappear if $P_{l}$ or/and $P_{r}$ are equipotential lines, which will occur if at least one of the sheet resistances equals zero. Three simulations are carried out for three cases, i.e. $R_{ZnO} = 0 \, \Omega_{sq}$ with $R_{Mo} = 1.3 \, \Omega_{sq}$, $R_{ZnO} = 0 \, \Omega_{sq}$ with $R_{Mo} = 18 \, \Omega_{sq}$, and $R_{ZnO} = R_{Mo} = 18 \, \Omega_{sq}$. All other parameters for the simulations are given in Tab. 5.2 and $R_s = 0.02 \, \Omega cm^2$.

The resulting simulated EL images for these three cases are displayed in Fig. 5.17. In both EL images (a-b) with $R_{ZnO} = 0 \, \Omega_{sq}$ and $R_{Mo} = 0 \, \Omega_{sq}$, no cross-talk is observed. In contrast, Fig. 5.17(c) shows a simulated EL image for the case $R_{ZnO} = R_{Mo} = 18 \, \Omega_{sq}$, in which the cross-talk is obviously observed. The cross-talk
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Figure 5.17: (a) Simulated EL images for $R_{ZnO} = 0 \, \Omega_{sq}$, $R_{Mo} = 1.3 \, \Omega_{sq}$. (b) $R_{ZnO} = 18 \, \Omega_{sq}$, $R_{Mo} = 0 \, \Omega_{sq}$. (c) $R_{ZnO} = 18 \, \Omega_{sq}$, $R_{Mo} = 18 \, \Omega_{sq}$. All other parameters for the simulations are presented in Tab. 5.2 and $R_s = 0.02 \, \Omega_{cm^2}$.

In (c) shows a significantly high EL intensity at the right edge of the left adjacent cell and at the left edge of the right adjacent cell.

In order to compare the magnitude of the cross-talk from different simulations mentioned above, the voltage line-scans $V_l$ (open symbols), $V_r$ (filled symbols) are plotted in Fig. 5.18(a). It is obvious that the maximal voltage differences between the maximal and minimal values of the voltages $V_l$ and $V_r$ are reached when $[R_{ZnO}, R_{Mo}] = [18, 18] \, \Omega_{sq}$ (stars). The voltage line-scans $V_l (R_{ZnO} = 0 \, \Omega_{sq})$ and $V_r (R_{Mo} = 0 \, \Omega_{sq})$ are straight lines, which also means that $P_{2,l}$ and $P_{2,r}$ are equipotential lines. Or in other words, the cross-talk is vanished when at least one of the sheet resistances is zero. Note that the dips observable in the voltage line-scans $V_l (R_{ZnO} = 0 \, \Omega_{sq})$ and $V_r (R_{Mo} = 0 \, \Omega_{sq})$ result from the fact that in the simulation model a shunt resistance of $R_s = 1 \times 10^{-3} \, \Omega_{cm^2}$ in the $P_{1,l}$ and $P_{1,r}$ scribing lines is assumed. The results shown in Fig. 5.18(a) also illustrate that the voltage difference is a good measure for the cross-talk.

Figure 5.18(a) also indicates that the lowest voltages $V_l$ and $V_r$ resulting from the simulation if $R_{ZnO} = 0 \, \Omega_{sq}$. This is because the perfect conductivity in the front contact and the good conductivity in the back contact enabling almost current flow across the shunts. The voltage line-scans over the junction $V_j$ in Fig. 5.18(b) also show that the junction voltage dramatically decreases if $R_{ZnO} = 0 \, \Omega_{sq}$ with the same reason, i.e. almost current flow across the shunts, which leads to a low junction voltage. With $R_{ZnO} = 18 \, \Omega_{sq}$, the junction voltage is much higher. Figure 5.18(b)
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Figure 5.18.: (a) Voltage line-scans $V_l$, $V_r$ obtained from the various simulations with $[R_{ZnO}, R_{Mo}] = [0, 1.3] \, \Omega_{sq}$, $[R_{ZnO}, R_{Mo}] = [18, 0] \, \Omega_{sq}$, $[R_{ZnO}, R_{Mo}] = [18, 18] \, \Omega_{sq}$. (b) Junction voltage line-scans $V_j$ for different simulations mentioned in (a). (c) Dependence of the shunt current of the sheet resistances $R_{ZnO}$ and $R_{Mo}$. Illustrates that the junction voltage of the shunted cell is affected by both $R_{ZnO}$ and $R_{Mo}$. The results state that in a shunted module, the losses of the junction voltage of the affected cells can be reduced by finite values of both $R_{ZnO}$ and $R_{Mo}$. These findings are consistent with the results from Ref. [136], in which the authors found out that in a solar cell with poor electronic quality, the losses of the open-circuit voltage can be reduced by increasing the local series resistance. However, the results presented in this work regards the effect of the interconnection of the cells in the module and the interaction between the affected cell and its adjacent cells. Thus, this work shows that the neighboring cells affect the degree in which defects are isolated. Figure 5.18(c) proves the results shown in Fig. 5.18(a-b). The current flows over the shunts $I_{sh}$ depends on the values of the sheet resistances $R_{ZnO}$ and $R_{Mo}$. The lower the values of $R_{ZnO}$ and $R_{Mo}$, the higher is the shunt current. Especially, when $R_{ZnO}$ is zero, most of the injection current $I = 0.1 \, A$ flows over the shunts, i.e. ($I = I_{sh} = 0.1 \, A$).

To check for the influence of the position of the shunts on the cross-talk, the shunts are shifted from the original position (in the middle) close to the left edge and the right edge of the shunted cell. The effect of the position of the shunts on the
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Figure 5.19: (a) The voltage line-scans $V_l$ (open symbols) and $V_r$ (filled symbols) from the simulations, in which the position of the shunts is changed from the middle of the cell (original position) to the left edge and to the right edge of the cell. (b) The shunt current $I_{sh}$ versus the sum of the voltage differences of the front and back contacts. (c) Line-scan of the junction voltage of one cell from averaging the local junction voltage over the entire length of the cell. The dashed lines exemplify the different positions, where the contour of the shunts are shifted to.

Cross-talk is shown in Fig. 5.19. The input parameters for these simulations are $R_s = 0.02 \ \Omega \ \text{cm}^2$, $R_{ZnO} = 18 \ \Omega \ \text{sq}$, $R_{Mo} = 1.3 \ \Omega \ \text{sq}$, and $R_{sh} = [0.005, 0.02, 0.02, 0.008] \ \Omega \ \text{cm}^2$. The resulting simulated EL and power density images are presented in Appendix A. The voltage line-scans $V_l$ (open symbols) and $V_r$ (filled symbols) shown in Fig. 5.19(a) exhibits a slight difference in the voltages due to the change in position. The current flow across the shunts $I_{sh}$ is plotted versus the sum of the voltage difference $\Delta V_f + \Delta V_b$ of the front and back electrodes (Fig. 5.19(b)). It is shown that the variation of $I_{sh}$ for different positions of the shunts is also small. The highest value of $I_{sh}$ is reached if the shunts are close to the left edge of the cell and smallest value if the shunts are close to the right edge of the cell. The reason for that is depicted in Fig. 5.19(c), which shows the junction voltage line-scan of one cell (cell width $w = 0.4 \ \text{cm}$) from averaging the local junction voltage over the entire length of the cell. The decreasing slope of the junction voltage from the left of the cell to the right of the cell is because of the effect of the sheet resistance of the front contact $R_{ZnO}$ [38]. The voltage at the end of the cell slightly increases, which is due to the effect of $R_{Mo}$ [38]. Therefore,
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Figure 5.20: Simulated current density flows over three in series connected CIGS solar cells, where the cell in the middle is shunted.

when the shunts are close to the left of the cell, where the voltage drop across the junction is high, the current flow across the shunts is also high. Analogously, when the shunts are close to the right side of the cell, where the voltage drop across the junction is low, the current flow across the shunts is low.

In the following, the effects of the shunt current and both sheet resistances $R_{ZnO}$ and $R_{Mo}$ on the measure of the cross-talk, i.e. the voltage differences $\Delta V_r$ and $\Delta V_l$ are analyzed. Figure 5.20 shows a 3D schematic of three in series connected CIGS solar cells, where the cell in the middle is shunted. The back Mo electrode (bottom) of the previous cell is connected to the front ZnO electrode (top) of the next cell and so forth. The arrows shows that the current flows from the left of the sample to the right. Within one cell, the current flows from the front electrode across the junction to the back electrode. It is obvious that the current has already been collected in the front and back electrodes of the cell 1 before flowing in the shunted cell, and quickly spreads to cell 3. Figure 5.20 clearly shows the electrical interaction of the cells, therefore, it is important for the analysis to take the effect of the interconnection of the cells into account. For simplicity, the interconnection of the electrodes described in Fig. 5.20 is illustrated in a 2D schematic (Fig. 5.21). It is clearly shown that the back sheet resistances $R_b$ of cell 1 are in parallel connected to the front sheet resistances $R_f$ of cell 2 and so forth. The sheet resistances $R_b$ and $R_f$
are the resistances of the back Mo and front ZnO electrode, which are equivalent to $R_{\text{Mo}}$ and $R_{\text{ZnO}}$. The parallel connection of $R_b$ and $R_f$ results in a parallel resistance $R_p$, which is written as

$$R_p = \frac{R_b R_f}{R_b + R_f}. \quad (5.20)$$

Therefore, the total voltage difference $\Delta V = \Delta V_r + \Delta V_l$ can be expressed by the following equation

$$\Delta V \propto I_{sb} R_p. \quad (5.21)$$

Furthermore, a ratio $f = R_f / R_b$ is defined, which also describes the relationship between the front and back resistances. Note that the geometry of the device is also included in $f$. The relationship described in Eq. (5.21) and the ratio $f$ allow a more systematic analysis of the cross-talk effects by varying the input parameters $R_p$ and $f$ more methodically. Various simulations are done by changing the values of the parallel resistance $R_p$, which is defined in Eq. (5.20). For each value of $R_p$, three simulations with $f = [0.1, 1, 10]$ are carried out. The input parameters for the various simulations are given in Tab. 5.3. The results of the simulations are presented in Fig.5.22.

Figure 5.22 presents the total voltage differences ($\Delta V = \Delta V_r + \Delta V_l$) versus the parallel resistance $R_p$ (a) and the ratio $f$ (b). Different symbols represent different
Table 5.3: The input parameters for various simulations to investigate the effect of the sheet resistances $R_{\text{zno}} = R_i$, $R_{\text{znob}} = R_e$ of the front and back contacts on the cross-talk.

<table>
<thead>
<tr>
<th>Fixed parameters</th>
<th>$f = R_f/R_b$</th>
<th>$R_p = R_fR_b/(R_f + R_b)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{id}$</td>
<td>1.57</td>
<td>0.1, 1, 10</td>
</tr>
<tr>
<td>$R_{\text{sh,opt}}$</td>
<td>$[0.005, 0.02, 0.02, 0.008] \ \Omega \ \text{cm}^2$</td>
<td>0.1, 1, 10</td>
</tr>
<tr>
<td>$J_s$</td>
<td>$2.63 \times 10^{-8} \ \text{mAcm}^{-2}$</td>
<td>0.1, 1, 10</td>
</tr>
<tr>
<td>$J$</td>
<td>$8.3 \ \text{mAcm}^{-2}$</td>
<td>0.1, 1, 10</td>
</tr>
<tr>
<td>$R_s$</td>
<td>$0.02 \ \Omega$ cm$^2$</td>
<td></td>
</tr>
</tbody>
</table>

values of $R_p$ as listed in Tab. 5.3 and different positions of the shunts. Figures 5.22(a-b) include both the effect of $R_p$ and $I_{sh}$. Nevertheless, the effect of the parallel resistance $R_p$ on the total voltage difference $\Delta V$ is clearly observed in Fig. 5.22(a).

The total voltage difference is high for $R_p = 1 \ \Omega_{\text{n}}$ and $R_p = 10 \ \Omega_{\text{n}}$. For small $R_p = 0.1 \ \Omega_{\text{n}}$ or large $R_p = 100 \ \Omega_{\text{n}}$, the voltage differences decrease. For each value of $R_p$, three points are plotted corresponding to the three values of $f$. The deviation of the total voltage difference at each value of $R_p$ is due to the effect of the ratio $f$, which is illustrated in Fig. 5.22(b). The trend in Fig. 5.22(b) shows that for most of various $R_p$, the highest voltage differences occur if $f = 1$, except for the case that $R_p = 0.1 \ \Omega_{\text{n}}$.

Figure 5.18(c) illustrates that the shunt current $I_{sh}$ strongly depends on $R_p$. A clearly observable trend shows that the higher the parallel resistance $R_p$, the lower is the shunt current $I_{sh}$, which is consistent with the results shown in Fig. 5.18(c).

In contrast, the effects of the ratio $f$ on the shunt current $I_{sh}$ are much smaller. For most values of $R_p$, a slight increase of the shunt current occurs for $f = 1$. The dependency of the shunt current on $R_p$ is also shown in Fig. 5.18(d) (the straight arrow). For $R_p$ from 1 $\Omega_{\text{n}}$ to 100 $\Omega_{\text{n}}$, the values for the shunt current for $f = 1$ are slightly higher than for other values of $f$. In order to focus on the effect of $R_p$ and $f$ on the cross-talk, the total voltage difference is normalized to the shunt current to eliminate the effects of the shunt current. The normalized voltage difference $\Delta V/I_{sh}$ is plotted versus $R_p$ and $f$ in Figs. 5.22(e-f), respectively. By normalizing to the
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Figure 5.22: (a-b) Voltage difference $\Delta V_l + \Delta V_r$ versus $R_p$ and $f$. (c-d) Shunt current $I_{sh}$ versus $R_p$ and $f$. (e-f) Normalized voltage difference $(\Delta V_l + \Delta V_r)/I_{sh}$ versus $R_p$ and $f$.

Shunt current, a clearer trend is observed for $\Delta V/I_{sh}$ versus $R_p$ (e) compared to (a). The trend shows that the higher the parallel resistance $R_p$, the higher is $\Delta V/I_{sh}$. For $R_p$ from 0.1 $\Omega$ to 10 $\Omega$, the ratio $f$ only has a minor effect on $\Delta V/I_{sh}$. With $R_p = 100$ $\Omega$, a large deviation of the normalized voltage difference for different $f$ is visible, where the highest value for $\Delta V/I_{sh}$ occurs when $f = 1$. Figure 5.22(f) also...
supports this observation. By using a simplified model from Fig. 5.21, the effects of the parallel resistance $R_p$ on the cross-talk are well understood.

It is important to mention here that the model used for the systematic analysis is a 1D model. In this model, the position of the shunts and the geometry of the device are neglected. The results in Fig. 5.19 show that the position of the shunts only slightly affect the cross-talk. The star symbols shown in Figs. 5.18(a-f) are the voltage differences obtained from varying the position of the shunts as shown in Fig. 5.19 and in Appendix A, which indicate that the effects of the position of the shunts are neglectable. However, neglecting the effects of the geometry of the device is a possible error source, which makes this model to be insufficient to explain the effects of the ratio $f$ on the measure and the normalized measure of the cross-talk. Therefore, the full 2D problem must be considered to understand the influences of $f$.

In this section, the effects of the shunts and the sheet resistances on the voltage differences, or in other words on the cross-talk are analyzed in detail. It is shown that the cross-talk disappear when at least one of the sheet resistances is zero. The voltage difference is a useful measure for the cross-talk, which allows the detailed analysis of the shunts and the sheet resistances on the cross-talk. The result from this analysis shows that the cross-talk or the voltage difference strongly depends on the shunt current, the parallel resistance $R_p$. In contrast, the ratio $f$ only has a minor effect on the voltage difference. The position of the shunts only slightly influences the shunt current and the voltage difference. A 1D model explained the effects of $R_p$ well, whereas the effects of $f$ cannot fully understood with this 1D model.

5.6. Summary

In this chapter, a detailed study of the cross-talk effect resulting from the shunts and the series resistance of the ZnO and Mo contacts has been shown with the help of EL and DLIT measurements as well as a spatial modeling using NSM and SPICE. The summary of the results from this study are presented below.

- The measured EL and DLIT images are in a good agreement and comple-
ment one another. The consistency of the simulation and measurement results proves that the spatial modeling using NSM and SPICE is a powerful tool for the detailed analysis of defects and resistive losses in CIGS devices.

• The comparison of the simulated and measured EL images is appropriate for the description of the cross-talk and for the determination of the sheet resistances of the front and back electrodes. The comparison of the simulated power density and the measured DLIT images is well suited for the localization of the shunts and for the approximation of the shunt resistances. However, this method shows a limitation for the determination of the bulk series resistance.

• The definition of the voltage difference as a measure for the cross-talk is useful for the detailed analysis of the cross-talk. Additionally, another advantage of the simulation model against the measured EL image is that the shunt current can be determined, therefore, a definition of a measure for the cross-talk from simulation results is more precise than from measured EL image.

• Further findings of this work show that in a module, which consists of several in series connected cell, the junction voltage of the shunted cell is affected by the neighboring cells. To reduce the losses of the junction voltage, the sheet resistances of the front and back electrodes should be increased.

• It is further found that the change of the position of the shunts only has a minor impact on the cross-talk. A systematic analysis of the effects of shunts and the sheet resistances shows that the cross-talk depends on the shunt current, the parallel resistance, the ratio between the sheet resistances including the effects of the geometry of the devices. A 1D model used for this analysis is good to understand the effects of the parallel resistance. However, this model is insufficient to explain the effects of the ratio between the sheet resistances.
6. Phenomenology of defects in Cu(In,Ga)Se₂ solar cells

This chapter presents a classification of commonly observed defects within large-scale industrially produced Cu(In,Ga)Se₂ thin-film solar modules. The classification of the various defect types is based on their appearances in electroluminescence (EL) images. Furthermore, different characterization techniques, such as dark thermography (DLIT), photoluminescence (PL), scanning electron microscopy (SEM), and focused ion beam (FIB) imaging, are used to obtain detailed information about the structural, electrical, and optical properties of these defect types.

6.1. Introduction

Understanding the origin of defects in a photovoltaic device is mandatory to avoid their creation during the fabrication process, and may help to optimize the process. Defects have various origins and appearances, and therefore, different consequences on the performance of the devices.

The aim of this chapter is to classify phenomenological defects in industrially produced CIGS solar modules [20, 79]. In this thesis, four types of defects in CIGS devices are presented, which are named "standard shunts", "Smears", "Freckles", and "Doughnuts" according to their respective appearance in EL images. Standard shunts also appear in solar cells produced with different technologies, such as crystalline silicon and CdTe [94, 130, 137–139], and have been already investigated in CIGS devices using various characterization tools such as EL, PL, LIT and scanning electron microscopy (SEM) [40, 101, 102, 133, 140]. A detailed analysis of standard shunts in CIGS solar cells and modules and their impact on the performance of the devices, e.g. the cross-talk effect is given in chapter 5. An EL image of a CIGS...
module containing a standard shunt is presented in Fig. 6.1(a).

The following sections focus on the analysis of the other three defect types, namely, Smears, Freckles, and Doughnuts using various characterization techniques such as spatially and spectrally resolved EL and PL, and DLIT. For in-depth analysis of the microstructure and stoichiometry, scanning electron microscopy (SEM) and focused ion beam (FIB) imaging are also applied.

6.2. Macro- and microscopic analysis of defects in CIGS solar modules

For the analysis, EL and DLIT images of CIGS samples are recorded with a high resolution (3056 × 3056 pixel) Si-CCD camera, an (640 × 512 pixels) InGaAs camera, and an infrared camera with an InSb detector (288×288 pixels), respectively (see chapter 3). Photoluminescence images are taken with the same InGaAs camera using a laser with 532 nm wavelength as an excitation source.

While EL provides information on both optical (electrically non-active) defects and (electrically active) shunts (more blurred than DLIT image), DLIT is more appropriate for the localization and detection electrical defects (shunts). By combining
both methods, optical and electrical defects can therefore be distinguished from each other.

Figure 6.1 displays Freckles (a), Smears (b), and Doughnuts (c) observed in a CIGS module. Freckles appear in EL images as dark spots with sharp contours (diameter: 10 to 200 µm). Smears consist of a small dark spot and a tail (length: 2 to 12 mm), which smears out over several cells. Furthermore, Doughnuts can be visible in EL images with various appearances. They often show a dark center (diameter: 10 to 50 µm), surrounded by a bright ring (diameter: 20 to 150 µm). In the following, all three defect types are analyzed in detail.
6.2.1. Freckles

Figure 6.2: EL images of a CIGS module containing Freckles measured at (a) a low current density $J = 2.5 \text{ mAcm}^{-2}$ and (c) a high current density $J = 20 \text{ mAcm}^{-2}$. DLIT images of the same CIGS sample as in (a) measured at (b) $J = 2.5 \text{ mAcm}^{-2}$ and $f_{\text{lock-in}} = 3 \text{ Hz}$ and (d) $J = 20 \text{ mAcm}^{-2}$ and $f_{\text{lock-in}} = 3 \text{ Hz}$.

Figure 6.2 illustrates EL images of a mini CIGS module ($5 \times 4 \text{ cm}^2$) recorded at a low injection current density $J = 2.5 \text{ mAcm}^{-2}$ (a) and a high injection current density $J = 20 \text{ mAcm}^{-2}$ (b). Freckles are clearly observable as dark spots with sharp contours (marked ellipses) in both EL images. The DLIT images measured at the same injection current densities $J$ and with a lock-in frequency of $f_{\text{lock-in}} = 3 \text{ Hz}$ are presented in Figs 6.2(c,d). The Freckles (marked ellipses) are slightly visible in the DLIT image measured at $J = 2.5 \text{ mAcm}^{-2}$ (c) and hardly observable in the DLIT image at $J = 20 \text{ mAcm}^{-2}$ (d), even when the contrast in the DLIT images
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Figure 6.3: A ratio DLIT image of a CIGS module obtained by dividing the DLIT image shown in Fig 6.2(c) to the DLIT image shown in Fig 6.2(d).

is strongly enhanced. Both EL and DLIT images reveal that the surroundings of the Freckles are not affected, which indicates that Freckles are electrically isolated defects.

A ratio image is calculated from dividing the DLIT image (c) to the DLIT image (d). The resulting ratio image is shown in Fig. 6.3. All the Freckles observable in the EL and DLIT images disappear in the ratio image. However, the shunt (marked rectangle) in the DLIT images is still observable in the ratio image, which indicates that the Freckles are not shunts, but rather electrically isolated defects. The result from the DLIT images ascribe that Freckles may originate from the difference in emissivity.

The electrically non-active nature of the individual Freckles makes them less hazardous. Or in other words, Freckles result in dead area. However, due to the large numbers they can cause active area losses, thus, reduce the short-circuit current, and consequently the efficiency of the devices. For example, the dead area caused by the Freckles shown in Fig. 6.1(a) is ≈ 4% of the entire active area.

Figure 6.4 shows a microscopic EL (a) and PL (b) image of another CIGS module (5 × 4 cm²), both are recorded with an InGaAs camera. The microscopic EL image shown in Fig. 6.4(a) exhibits a round Freckle with a diameter of ≈ 130 µm.
The Freckle has a sharp contour, in which the EL intensity is almost zero, whilst the surrounding area is unaffected. The microscopic PL image shown in Fig. 6.4(b) taken with the same InGaAs camera only shows a slight decrease of the PL intensity at the Freckle.

Figure 6.4.: (a) Microscopic EL image of a CIGS module (5 × 4 cm²) recorded at $J = 50$ mA cm$^{-2}$ with an InGaAs camera. (b) Microscopic PL image of the same Freckle recorded at the same injection current density and the same InGaAs camera as in (a). (c) Normalized EL line-scan along the marked line across the Freckle shown in (a). (d) Normalized PL line-scan along the marked line across the Freckle (b).

The normalized line-scan of the EL intensity presented in Fig. 6.4(c) is taken from the marked line in Fig. 6.4(a). The normalized EL line-scan exhibits an abrupt decrease of the EL intensity to almost zero between the defect-free regions and the Freckle. However, the normalized PL line-scan in Fig. 6.4(d) illustrates only
a small difference between the PL intensity at the Freckle and at the defect-free regions, which indicates that the absorber material is probably unaffected. For further surface investigation of the Freckle, SEM and optical microscope are used. However, the Freckle region shows no peculiarities with these methods, which proves that the origin of the Freckle does originate from the ZnO:Al layer but most probably from either the i-ZnO or CdS or Mo layer.

Figure 6.5.: Normalized EL spectra of the CIGS sample shown in Fig. 6.4(a) at a defect-free position and at a position of the Freckle. The spectra have the same shape and peak position.

The EL emission spectrum of a CIGS device [58, 141] is at wavelengths, where the external quantum efficiency of the Si camera drops rapidly. Therefore, a decrease in measured intensity can also mean an IR-shift of the emitted spectrum. Thus, the spectrum of the Freckles is compared to those of unaffected areas.

Figure 6.5 shows that the normalized EL spectra to their respective maximum recorded at a position of the non-defective area and at a position of the Freckle have the same shape, i.e. no peak shift is observed. This result supports the observation in the EL and PL images presented in Fig. 6.4 that the Freckles results in low EL in-
tensity but the absorber material is unaffected. Note that the collected photons may partly also originate from the unaffected surrounding area. For the PL-spectroscopy (not displayed), the PL spectra at the Freckles were found to be the same as at the normal area as well. Note that all spectra were corrected for the wavelength depended spectrometer efficiency. The results from the spectroscopic measurements are consistent with the results shown in Figs. 6.4(b,d), where the PL intensity at the Freckle is slightly lower than at the non-defective areas.
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6.2.2. Smears

Another defects are the so called Smears. Examples are displayed in Fig. 6.6, where (a) shows a DLIT image and (b) an EL image of a CIGS module \((5 \times 5 \text{ cm}^2)\) recorded at \(J = 16.7 \text{ mAMcm}^{-2}\) and \(f_{\text{lock-in}} = 3 \text{ Hz}\) before the sample was light soaked. The Smears appear in the EL image (Fig. 6.6(b)) with dark centers and with tails. However, the tails of the Smears are not obviously visible in the DLIT image (Fig. 6.6(a)). Both EL and DLIT images reveal that Smears are electrically active defects (shunts), which may have a major impact on the cell and module performance.

Figure 6.6.: (a) DLIT image recorded before light soaking (LS) of a CIGS module containing Smears (b) EL image recorded before LS of the same module as in (a). (c) EL image measured after LS of the same sample as in (a).

For further investigation, the same sample was light soaked for 48 hours with a white light source (class B spectrum) of 1000 W/cm\(^2\) at a temperature of 50\(^\circ\)C. Another EL image was recorded at \(J = 16.7 \text{ mAMcm}^{-2}\) immediately after LS (Fig. 6.6(c)). After the LS, all of the tails vanished, whereas the centers of the Smears are more pronounced. Note that the gray-scales of the EL images recorded by a Si-CCD camera in Figs. 6.6(b) and (c) are different.

Figure 6.7 displays two line-scans of the relative local junction voltage \(V'_{\text{cell}}\) calculated from the EL images before (dashed line) and after LS (solid line) as described in Sec. 2.2. The voltage difference between the shunted and the non-shunted cell is more pronounced after LS than before LS (\(\Delta V'_{\text{cell}} = 12.4 \text{ mV}\) compared to 7 mV), which indicates that the reduction of the junction voltage due to the
shunts is stronger after the LS experiment.

After the acquisition of the EL image (Fig. 6.6(b)), the sample was kept in the dark for 6 months at room temperature. Subsequently, an EL image of the same sample was recorded again (not shown), which shows that the tails did not return. The investigation of Smears also shows that the tail length is in the range of 0.2 to 1.2 cm. The tails often point in the same direction, which indicates a common origin related to a production step. The tails may arise from a variation in the chemical compositions of the sample. However, the more detrimental effect on the performance of the device is caused by the center (head) of the Smears, which appears as shunts in EL and DLIT images.

6.2.3. Doughnuts

The last defect type discussed in this work is the so called Doughnut, which can have various appearances in EL images. Two types of Doughnuts are commonly observed in the CIGS samples investigated in this work, which are subclassified into...
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Figure 6.8.: (a) EL image recorded with a Si-CCD camera, in which a Doughnut of Type I with dark center and a bright ring is obviously observed. (b) Microscopic DLIT image of the same Doughnut shown in (a), which indicates that the Doughnut is slightly electrically active. (c) SEM image of the same Doughnut shown in (a) and (b), tilted by 45°.

Doughnut Type I and Type II.

An EL image (Figure 6.8(a)) of a CIGS module (5 × 5 cm²) recorded at \( J = 20 \text{ mAm}^{-2} \) with a Si-CCD camera exhibits a Doughnut of Type I with a diameter of \( \approx 140 \mu \text{m} \), a dark center, and a bright ring. In the EL image, the surrounding areas of the Doughnut are unaffected. A microscopic DLIT image in Fig. 6.8(b) measured at the same current density \( J \) displays the same Doughnut as in Fig. 6.8(a). The microscopic DLIT image indicates that the center of this Doughnut (diameter \( \approx 15-20 \mu \text{m} \)) is a very small shunt.

A 45° tilted SEM image shown in Fig. 6.8(c) also illustrates that the diameter of the center of the Doughnut is \( \approx 15-20 \mu \text{m} \). Furthermore, the SEM image also depicts that the center of the Doughnut has a lenticular form. It could originate from impurities.

Another Doughnut of Type I in a (30 × 30 cm²) CIGS sample is presented in Fig. 6.9(a). The EL image is recorded at \( J = 8.3 \text{ mAm}^{-2} \) by a Si-CCD camera. The Doughnut shows the same appearance (a dark center and a bright ring) as the Doughnut exhibited in Fig. 6.8(a). Note that this Doughnut is also a natural defect observed in CIGS solar cells as all other defects mentioned in this work. To check whether, the material properties of the bright ring and the center are the same, an EL image of the same region is recorded with an InGaAs camera, which is displayed.
in Fig. 6.9(b). The bright ring of the Doughnut disappears in the EL image measured with the InGaAs camera, which denotes that the bright ring has a different spectrum compared to the center and the normal regions. This finding also indicates that the material properties of the bright ring are different from those of other regions.

Figure 6.9: (a) EL image of a CIGS module recorded with a Si-CCD camera, which shows a Doughnut (marked circle). (b) EL image of a CIGS module with the same marked Doughnut as in (a) recorded with an InGaAs camera.

The different appearances of the Doughnut in Figs. 6.9(a,b) can be explained by Fig. 6.10, which shows the normalized EL spectrum of a CIGS solar cell and the normalized external quantum efficiencies $Q_{\text{cam}}(\text{Si})$ and $Q_{\text{cam}}(\text{InGaAs})$ of the Si-CCD and the InGaAs camera used in this thesis. If the EL spectrum of the Doughnut of Type I is shifted towards higher energies of $E \geq 1.21 \text{ eV}$, the change of the convolution of the EL spectrum with $Q_{\text{cam}}(\text{InGaAs})$ is negligible small, therefore, the InGaAs camera does not see the difference in the EL intensity between the normal area and the bright ring observed in the EL image with the Si-CCD camera. In contrast, the convolution of the EL spectrum of the Doughnut with $Q_{\text{cam}}(\text{Si})$ considerably increases, which results in the bright ring of the Doughnut.

The so-called Doughnut of Type II has a different appearance in EL image compared to the Doughnut of Type I. A microscopic EL image of a CIGS module ($5 \times 5 \text{ cm}^2$) recorded by a Si-CCD camera at $J = 45 \text{ mA cm}^{-2}$ (Fig. 6.11(a)) exhibits a large Doughnut with a diameter of $\approx 240 \text{ µm}$, whose center is concentric by two rings. The outer ring has the highest EL intensity, whereas the EL intensity at the
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Figure 6.10.: Normalized EL spectrum of a CIGS solar cell and normalized external quantum efficiencies $Q_{\text{cam}}$(Si) and $Q_{\text{cam}}$(InGaAs) of the Si-CCD and the InGaAs camera, respectively.

The outer and inner rings of the Doughnut in the EL image recorded by the InGaAs camera at $J = 50$ mA cm$^{-2}$ (Fig. 6.8(b)) show the same features as in the EL image taken by the Si-CCD camera. However, the entire center of the Doughnut in Fig. 6.8(b) is dark, which indicates that the spectrum at the center may differ from that of the rings and of the normal regions. Or in other words, the material compositions at the center of the Doughnut probably differ from other regions. In the microscopic PL image (Fig. 6.11(c)) recorded with the same InGaAs camera using a 808 nm wavelength diode laser, the outer and inner rings are also visible as in the EL images. However, the center of the Doughnut has the same PL intensity as in the normal regions, which proves that the absorber material is unaffected.
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Figure 6.11: (a) Microscopic EL image of a Doughnut of Type II recorded with a Si-CCD camera. Different regions are marked with respective numbers (1, 2, 3), namely, the normal area (1), the outer ring (2), and the center (3). (b) Microscopic EL image recorded with an InGaAs camera of the same Doughnut shown in (a). (c) Microscopic PL image recorded with an InGaAs camera of the same Doughnut shown in (a). (d) Line-scan of the EL intensity across the Doughnut shown in (a). (e) Line-scan of the EL intensity across the Doughnut shown in (b). (f) Line-scan of the PL intensity across the Doughnut shown in (c).

The EL and PL line-scans shown in Figs. 6.11(d-f) are obtained from the marked lines in Figs. 6.11(a-c) across the Doughnut. All the line-scans denote that the intensity at the outer ring is higher than that of the other regions. The EL intensity in the center of the Doughnut obtained from the Si-CCD camera (Fig. 6.11(d)) has almost the same level as in the normal regions. The normalized PL line-scan from the PL image recorded with the InGaAs camera (Fig. 6.11(f)) also shows the same trend. However, the normalized EL line-scan (Fig. 6.11(e)) taken from the InGaAs camera illustrates that the EL intensity at center is almost zero.

In order to gain further information about the origin of the Doughnut of Type II, other characterization tools are used as well, namely, SEM and FIB. For simplicity, the numbers (1, 2, 3) shown in Figs. 6.11(a,b) correspond to the normal region (1), the outer ring (2), and the center (3).
Figure 6.12.: SEM image of the same Doughnut presented in Fig. 6.11 reveals that the grains at the center of this Doughnut are more coarse than that in other regions.

An SEM image of the same Doughnut presented in Fig. 6.12 exhibits the outer ring (2), the inner ring (black ring), and the center of the Doughnut (3). It is obvious that in the center of this Doughnut (3), the grains are more coarse than those in the outer ring (2). The difference in the size of the grains also indicates that the material properties of the center may differ from that of the outer ring. The black ring shown in the SEM image corresponds to the inner ring visible in the EL image in Fig. 6.11.

For further in-depth analysis of this Doughnut, FIB cross-sections were carried out at the normal region (1) and at the black ring of the Doughnut. The SEM images presented below point out the regions where the FIB sections were taken. Figure 6.13(a) shows an SEM image of the normal region (3), which presents the position, where the FIB measurement shown Fig. 6.13(b) was carried out. The ZnO/CdS/CIGS/Mo/Glass layers exhibited in the FIB image in Fig. 6.13(b) do not show any abnormal feature.
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Figure 6.13: (a) An SEM image of the normal region, which shows the location, where the FIB measurements were taken, (b) FIB image of the normal region.

Figure 6.14(b) represents a FIB cross-section of the black-ring shown in the SEM image in Fig. 6.14(a). Note that the black ring in the SEM image is the observable inner ring shown in Fig. 6.11(a). In contrast to the FIB image of the defect-free region, the FIB image of the black ring shows several abnormal features, i.e. the bright spots in the CIGS absorber layer close to the CdS/CIGS interface. Furthermore, the CIGS absorber material at the CIGS/Mo interface has a poor adhesion. Figures 6.13 and 6.14 demonstrate the difference of the ZnO/CdS/CIGS/Mo/Glass layers in the defect-free region and in the defective region. However, the reasons for these abnormal features and whether they are responsible for the black ring of the Doughnut or not, are still unknown.

As mentioned above, the SEM image in Fig. 6.12 indicates that the material properties of the outer ring (2) may differ from that of the center of the Doughnut (3), which is consistent with the result from the comparison between the EL images taken with the Si-CCD camera (Fig. 6.11(a)) and the InGaAs camera (Fig. 6.11(b)). Additionally, the result from the PL image (Fig. 6.11(c)) indicates that the difference between the absorber material at the center and at the other regions is barred.

In order to verify the results presented in SEM, EL and PL images, further investigation of the Doughnuts were carried out with EL and PL spectroscopy mea-
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Figure 6.14: (a) SEM image of the black ring, which shows the location, where the FIB measurement was carried out. (b) FIB image of the black ring.

Measurements at different positions (1, 2, 3). Note that the numbers (1, 2, 3) used here denote the normal regions, the outer ring, and the center, respectively.

The results of the EL and PL spectroscopy measurements are depicted in Fig. 6.15(a,b), respectively.

Figure 6.15(a) illustrates the normalized EL spectra of the Doughnut shown in Fig. 6.11, which are recorded at various positions, namely, at the normal position (1), the outer ring (2), and the center (3). The normalized EL spectra at the normal region and at the outer ring have the same peak energy at $E_{\text{peak}} \approx 1.13 \text{ eV}$, whereas the EL spectrum at the center exhibits a shift of the peak energy to $E_{\text{peak}} \approx 1.21 \text{ eV}$. Note that the shoulder at $E_{\text{peak}} \approx 1.18 \text{ eV}$ may stem from the EL intensity at the unaffected regions.

Figure 6.15(b) displays the normalized PL spectra, which are measured at the same positions as discussed in Fig. 6.15(a). The PL spectra are very similar to the EL spectra shown in (a). However, the peak energy of the PL spectrum recorded at the center shifts more towards higher energy $E_{\text{peak}} \approx 1.25 \text{ eV}$ compared to that of the EL spectrum in Fig. 6.15(a).

Both EL and PL spectra point to different material properties of the center of the Doughnut, whilst the outer ring has the same material properties as that of the normal regions. The results from the EL and PL spectroscopy measurements are
Figure 6.15.: (a) Normalized EL spectra of the Doughnut shown in Fig. 6.11 recorded at different positions, such as normal position (1), the outer ring (2), and the center (3). The normalized EL spectrum at the normal position and at the outer ring have the same peak energy at $E_{\text{peak}} \approx 1.13 \text{ eV}$. The spectrum at the center is shifted to higher energy $E_{\text{peak}} \approx 1.21 \text{ eV}$. (b) Normalized PL spectra of the same Doughnut shown in Fig. 6.11 recorded at the same positions as discussed in (a). The peak energy of the PL spectrum recorded at the center shifts more towards higher energy $E_{\text{peak}} \approx 1.25 \text{ eV}$ compared to that of the EL spectrum in (a).

consistent with the result shown in the SEM image (Fig. 6.12) and the luminescence images (Fig. 6.11) mentioned above. Note that for this Doughnut, a DLIT image (not shown here) was also taken, which shows that this Doughnut is a small shunt.

The analysis of the Doughnuts point to the fact that there are various types of Doughnuts. The two examples of Doughnuts presented in this work yield no consistent properties of the Doughnut. Using various characterization techniques, such as SEM, FIB, EL imaging, EL and PL spectroscopy measurements are important to distinguish different types of Doughnut. The results from these methods also reveal that Doughnuts are most probably caused by a difference in the material properties, which may originate from impurities.
6.3. Summary

In this chapter, a detailed study of varied defect types observed in large-area industrially produced CIGS modules is presented. With the help of various characterization tools, such as EL, DLIT, PL, SEM, and FIB images, the optical and electrical properties of the defects are analyzed.

Table 6.1 summarizes the various defect types shown in this chapter. Furthermore, the methods used for the investigations of the defects and the results from this study are also presented in this table.

- Normal shunts significantly affect the device performance. The normal shunts have various origins.
- Freckle defects shown in this work are electrically isolated defects. However, the absorber material at the Freckles is unaffected. DLIT measurements indicate that Freckles most probably result from the difference in emissivity of the materials. Freckles cause the reduction of the active area, thus, reduce the short circuit current and the efficiency of the device.
- Smears are electrically active defects, which have a center (head) and tail. The centers of the Smears are strong shunts, whereas the tails are electrically non-active. The tails appear dark in EL images and often point to the same direction, which indicates that the origin of the tails may arise from a production step.
- Doughnuts are weak shunts, which can have various appearances in EL images and may result from differences in the material properties caused by impurities.
Table 6.1.: Defect types, methods to characterize the defects, and results.

<table>
<thead>
<tr>
<th>Defects</th>
<th>EL</th>
<th>PL</th>
<th>LIT</th>
<th>LS</th>
<th>SEM</th>
<th>FIB</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal shunts</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td></td>
<td>detrimental, more pronounced after LS,</td>
</tr>
<tr>
<td>Freckles</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>x</td>
<td>no shunts, electrically disconnected, intact absorber, may originate</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>from difference in emissivity, independent of excitation and LS conditions,</td>
</tr>
<tr>
<td>Smears</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>x</td>
<td>centers=strong shunts, tails=no shunts (tails disappear after LS)</td>
</tr>
<tr>
<td>Doughnuts</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>weak shunts, most probably from the difference in the material properties</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>caused by impurities, no LS effect</td>
</tr>
</tbody>
</table>
7. EL analysis of a-Si:H solar cells and modules

This chapter introduces a method to quantitatively analyze the EL images of hydrogenated amorphous silicon (a-Si:H) thin-film solar cells and modules. Based on this method, the radiative ideality factors and, consequently, the absolute local junction voltages of a-Si:H thin-film devices are determined.

7.1. Introduction

Up to this point, EL imaging has been used under the assumption that the reciprocity relation is valid. The validity of Eq. (2.29) implies the proportionality described in Eq. (2.30). However, Eq. (2.29) connects a small signal analysis close to thermodynamic equilibrium (the $Q_e$ measurement), with a situation far from equilibrium (EL under voltage bias), such that the detailed balance arguments of Refs. [43, 44] are not necessarily valid. Especially, in materials with radiative recombination via shallow band tails or deep states, such as a-Si:H thin-film solar cells and modules or organic solar cells, these arguments are no more valid [142–146]. Thin-film silicon solar cells, especially those made from a-Si:H display a pronounced dependence of the spectral shape of their EL emission on the applied bias voltage. Such a behavior is not compatible with the reciprocity relation and Eq. (2.29) becomes pointless. This means that the evaluation method used for CIGS cannot be directly applied to a-Si:H devices. In such situations, the definition of a phenomenological radiative ideality factor $n_r$ is necessary for the evaluation of EL images.

This chapter presents a method for extracting the absolute local junction voltage of a-Si:H thin-film solar cells and modules from electroluminescence (EL) images, where the electroluminescent emission follows a diode law with a phenomenological
radiative ideality factor \( n_r \) larger than one.

### 7.2. Determination of the local junction voltage

The determination of the absolute junction voltage of a-Si:H solar modules requires a modification of the standard reciprocal theorem described in Eq. (2.29) in Sec. 2.2. Since a change of the emission spectrum \( \phi \) is not foreseen in Eq. (2.29), one has to use a modified equation for the detected EL signal

\[
S_{\text{cam}}(r) = \int Q_{\text{cam}}(E) \phi_{\text{el}}(r, E, V_j(r)) dE = S_0(r) \exp \left( \frac{qV_j(r)}{n_r kT} \right). \tag{7.1}
\]

Equation (7.1) serves as a phenomenological equation for the evaluation of EL images in non-ideal devices such as a-Si:H thin-film modules.

As shown by Müller in Refs. [144, 148] radiative recombination via tail states leads to an emission following

\[
\int \phi_{\text{el}}(r, E, V_j) dE \propto \exp \left( \frac{qV_j(r)}{n_r kT} \right), \tag{7.2}
\]

where the radiative ideality factor depends on the characteristic energy of the tails. Thus for a spectrally flat quantum efficiency \( Q_{\text{cam}} \) of the camera, a radiative ideality factor is well defined. With a strongly spectral dependence of \( Q_{\text{cam}} \), the radiative ideality factor \( n_r \) determined from spectrally intergrated measurements becomes dependent on \( Q_{\text{cam}} \) as will be shown below.

The derivation of the absolute junction voltage from EL images is subsequently described in the following steps.

Firstly, the absolute junction voltage \( V_j \) of each individual cell \( (i = 1...N) \) is calculated from Eq. (7.2) via

\[
V_j = \frac{n_r kT}{q} \ln (S_{\text{cam}}) + V_{\text{off}} = n_r V_{\text{unc}} + V_{\text{off}}, \tag{7.3}
\]

where \( V_{\text{off}} \) denotes an unknown offset voltage (see Eq.(2.33)), and \( V_{\text{unc}} \) a relative voltage value that is directly obtained from the EL signal, but that is not corrected for \( V_{\text{off}} \) nor for the ideality factor \( n_r \).
For a solar module with \( N \) cells connected in series, the total junction voltage \( V_m \) of the entire module is given by the sum
\[
V_m = n_r \sum_{k=1}^{N} V'_{unc}^{j,k} + V_{off} = n_r V'_{unc}^{m} + NV_{off},
\] (7.4)
where \( V'_{unc}^{m} \) is the sum over all values of \( V'_{unc}^{j,i} \). Note that the offset voltage \( V_{off} \) is the same for all cells. The offset voltage \( V_{off} \) and the radiative ideality factor \( n_r \) are determined by comparing measurements of \( V'_{unc}^{m} \) carried out at different injected current densities \( J \) to the open circuit voltage \( V_{oc} \) of the module measured for a short circuit current density \( J_{sc} = J \) equaling the injected current density during the EL experiment. Because of
\[
V_{oc}|_{J=J_{sc}} = V_m|_{J=J_{sc}} = n_r V'_{unc}^{m} + NV_{off},
\] (7.5)
adjustment of the \( J/V_m \) to the \( J_{sc}/V_{oc} \) curves yields both, \( V_{off} \) and \( n_r \) values.

The determination of \( V_{off} \) and \( n_r \) for \( a\)-Si:H devices requires at least two \( J_{sc}/V_{oc} \) pairs, which is different from the approach based on Eq. (2.34), where only one \( J_{sc}/V_{oc} \) pair is needed to determine the offset voltage \( V_{off} \) [57] and \( n_r = 1 \) is presumed a priori. Note that Eq. (7.5) does not strictly require that the superposition principle is valid as both \( V_{oc} \) and the junction voltage from EL are not affected by series resistance effects. The results in [148] indicate that the largest violations of the superposition principle of \( a\)-Si:H cells are in fact voltage-dependent series resistance effects. Another assumption behind Eqs. (7.4) and (7.5) is that average current density through a cell versus the average voltage over the cell is the same as the local current density versus the local voltage. This is valid as long as the voltage differences over the cell are small enough to assume a linear relationship between the current density and the voltage.

The quantitative analysis method applied to \( a\)-Si:H thin-film solar cells and modules is presented as follows.

For the EL analysis, EL emission is recorded from single \( a\)-Si:H solar modules \((10 \times 10 \text{ cm}^2)\) with the active area of \((8 \times 8 \text{ cm}^2)\) using different cameras, namely, a full frame Si-CCD-camera and an InGaAs (chapter 3). The investigated samples consist of eight series connected cell stripes with respective areas of \((8 \times 1 \text{ cm}^2)\). Detailed information about the fabrication of the investigated \( a\)-Si:H samples was discussed in Sec. 2.3.2.
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Figure 7.1: EL images of an a-Si:H solar module (8 × 8 cm²) recorded by a Si-CCD camera at: (a) low injection current density \( J = 1.25 \text{ mA/cm}^2 \), (b) high injection current density \( J = 15 \text{ mA/cm}^2 \). At low injection current density, the local EL intensity of the shunted cell is much lower compared to that of the non-shunted areas, whereas at high injection current density, the consequence of the series resistances of the contacts becomes more significant than that of the shunt.

For the determination of the absolute local junction voltage \( V_j \), EL images of a-Si:H modules were recorded at different constant injection current densities \( J \). Figures 7.1(a),(b) show EL images of an a-Si:H solar module (8 × 8 cm²) measured with the Si-CCD camera at \( J = 1.25 \text{ mA/cm}^2 \) and \( J = 15 \text{ mA/cm}^2 \), respectively. The scales exhibit local EL intensities with arbitrary units. At low injection current density, the influence of shunts on the module performance is crucial. Even a weak shunt darkens the whole affected cell (see Fig. 7.1(a)). At higher injection current density, the impact of such a small shunt becomes negligible, but the effects of the series resistance become more prominent (see Fig. 7.1(b)). In general, the EL intensity becomes more inhomogeneous with increasing current densities due to the effects of series resistance. The series resistance of the front electrode typically results in a high intensity at the right side of the cell (near the P3 line) and a low intensity to the left. The local EL intensity within one cell becomes more inhomogeneous. The intensity variations in cell eight in Fig. 7.1(b) must be due to inhomogeneities in series resistance, as the EL signal from the same cell is homogeneous in Fig. 7.1(a).
7.2 Determination of the local junction voltage

Figure 7.2.: EL line-scans obtained by averaging the entire length of the EL images recorded at different injection current densities $J = 1.25$ mA/cm$^2$ and $J = 15$ mA/cm$^2$.

Line-scans of the EL intensity shown in Fig. 7.2 are obtained from averaging the EL intensities over the entire length of EL images recorded at different injection current densities $J = 1.25$ mA/cm$^2$ and $J = 15$ mA/cm$^2$. At low injection current density, the EL line-scans illustrate that the EL intensity, and consequently the voltage difference of the shunted cell is very low. Furthermore, the deviation of the EL intensity between shunted and non-shunted cells is more pronounced. At high injection current density, the sheet resistance of the front ZnO contact is responsible for the increasing slope of the EL intensity within each cell. The sheet resistance of the back contact is much smaller than that of the front contact, therefore, the slope of the EL intensity is flat at the back contact of the cell.

Due to the fact that $n_r \neq 1$, the calculation of $V_m$ results successively from three steps demonstrated in Figs. 7.3.

Step one (Fig. 7.3(a)): The relative average junction voltage ($V_{\text{unc}}^i$) of each individual cell $i$ is calculated from the local EL intensity on Eq. (7.3), where $n_i$ is
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Figure 7.3.: Determination of the absolute junction voltage $V_m$ of the entire module in three steps. (a) ($n_r = 1$): $J/V_{i,j}^{unc}$ curve of each individual cell. (b) ($n_r = 1, V_{off} = 0.79$ V): $J/V_m^{unc}$ curve of the whole module (line with open circles), $J_{sc}/V_{oc}$ curve (line with full stars). (c) ($n_r = 1.17, V_{off} = 0.77$ V): Corrected $J/V_m$ curve (line with open circles) and $J_{sc}/V_{oc}$ curve (full stars).

assumed to be one. At low injection based current density, the shunted cell (shown in Fig. 7.1(a)) depicts a significantly lower voltage compared to other unaffected cells.

Step two (Fig. 7.3(b)): The absolute junction voltage ($V_m$), which includes an offset voltage ($V_{off} = 0.79$ V), of the whole module is then calculated from Eq. (7.4), where $n_r$ equals one. Subsequently, the $J/V_m^{unc}$ characteristic (blue line with open circles) is fitted to the $J_{sc}/V_{oc}$ characteristic (red line with full stars) to yield the radiative ideality factor $n_r = 1.17$ for the sample shown in Fig. 7.1.

Step three (Fig. 7.3(c)): The absolute junction voltage ($V_m$) is corrected by Eqs. (7.3) and (7.5) with $n_r = 1.17$ and $V_{off} = 0.77$ V. A good agreement between the $J/V_m$ and $J_{sc}/V_{oc}$ characteristics proves that the absolute junction voltage, and consequently the $J/V_i$ characteristics of each cell and of the whole module can be determined quantitatively from EL images. At low voltage, the shunted cell displayed in Fig. 7.1(a)) significantly affects the linear trend of the $J_{sc}/V_{oc}$ characteristic.
7.2 Determination of the local junction voltage

Figure 7.4.: The junction voltage of each individual cell ($V_{j,i}(J)$) (blue line with filled squares) results from the analysis described in Fig. 7.3. The open-circuit voltage of each individual cell ($V_{oc,i}(J_{sc})$) (red line with filled circles), which is independently measured with a class A solar simulator under standard test conditions (STC).

Figure 7.4 shows the open-circuit voltage of each individual cell ($V_{oc,i}(J_{sc})$) (red line with full circles), which is independently measured with a class A solar simulator under STC. The junction voltage of each individual cell ($V_{j,i}(J)$) (blue line with full squares) results from the analysis described in Fig. 7.3. Both the open-circuit voltage ($V_{oc,i}$) and the junction voltage ($V_{j,i}$) over the cell number exhibit the same trend. There is a small deviation (less than 4 mV) between the two voltages, where $V_{j,i}$ is smaller than $V_{oc,i}$ for all cells. This may result from a slight difference in the short-circuit current density $J_{sc}$ for the $V_{oc}$ measurement and the injection current density $J$ for the EL measurement.

Finally, the local EL images with an arbitrary unit (see Figs. 7.1) can now be transformed into local junction voltage images with an absolute unit [V] (see Figs. 7.5(a),(b)), respectively. A good calibration of the absolute junction voltage using $n_r$ and $V_{oc}$ is obtained for both junction voltages of the whole module (see Fig. 7.3(c)) and of each individual cell (see Fig. 7.4). Note that the actual local junction voltage of the shunted cell that can be detected from EL at low injection
Figure 7.5: Local junction voltage images calculated from EL images shown in Figs. 7.1 with the help of Eq. (7.2), respectively. (a) $J = 1.25 \text{ mA/cm}^2$, (b) $J = 15 \text{ mA/cm}^2$. The scales show the absolute value of the local junction voltage in [V].

current density $J = 1.25 \text{ mA/cm}^2$ is limited by stray light (see Sect. 3.1). For this reason, the voltage in the shunted cell in Fig. 7.5(a) is beyond detection and, thus, overestimated. For the same reason, the effects of shunts are underestimated in the $J/V$ curve as compared to the $J_{sc}/V_{oc}$ curve (see also Fig. 7.3(c)). However, the quantitative evaluation of the local absolute junction voltage of the shunted cell measured at high injection current density $J = 15 \text{ mA/cm}^2$ and of non-shunted cells are almost unaffected by stray light.

Figure 7.6 shows EL spectra of different $a$-Si:H solar cells measured at room temperature ($T = 300 \text{ K}$) and at different injection current densities $J$. Both samples A (open circles) and B (open triangles) show a dependency of the EL spectra on the injection current density, i.e. the ideality factor of the EL signal is wavelength dependent [147]. Figure 7.6 also shows the quantum efficiencies $Q_{\text{cam}}(\text{Si})$ and $Q_{\text{cam}}(\text{InGaAs})$ of the Si CCD and the InGaAs camera, respectively. The Si-CCD camera exhibits a strongly decreasing sensitivity towards lower photon energies having only a marginal overlap with the high energy end of the EL emission. In contrast, $Q_{\text{cam}}$ of the InGaAs camera is roughly flat over the relevant spectral range of the EL emission of the $a$-Si:H devices.

In view of the different spectral sensitivities of the two camera systems, it is not surprising that the radiative ideality factor $n_r$ resulting from an analysis with the
7.2 Determination of the local junction voltage

**Figure 7.6.** EL spectra of two different a-Si:H solar cells A (open circles) and B (open triangles) at different injection current densities A: $J = [9.8, 5.2]$ mA/cm²; B: $J = [21, 9, 4.4]$ mA/cm². The external quantum efficiencies $Q_{ext}$ of the Si and the InGaAs camera (solid lines) are also shown.

InGaAs camera differs significantly from that obtained by the Si-CCD for the same device. This work shows that ideality factors obtained from EL images recorded by the InGaAs camera are significantly higher than that from the Si-CCD. For instance, a value of $n_s = 1.16$ is derived from the Si-CCD camera, whereas for the same device $n_s = 1.32$ is obtained by using the InGaAs camera. This finding is consistent with the fact that radiative recombination via a band-to-defect mechanism taking place at lower photon energies has a higher $n_s$ value than the high energy emission recorded by the Si-CCD device [144, 145].

Furthermore, the experimentally determined values of $n_s$ vary from sample to sample by using the same camera, e.g., Si-CCD camera. It explains why the derived radiative ideality factor is influenced by the spectral sensitivity of the camera system used in the experiment. For the a-Si:H samples investigated in this thesis, the values of $n_s$ of different samples range from 1.06 to 1.21 with the Si-CCD camera and from 1.26 to 1.32 with the InGaAs camera.
7.3. Summary

In this chapter, a method to quantitatively analyze the EL images of a-Si:H thin-film solar cells and modules is presented. The results from this analysis are presented below.

- The radiative ideality factors of the devices and, consequently, the absolute local junction voltage are determined from the EL images measured at different applied biases.

- It is shown that the measured $n_r$ values depend on the sensitivity of the camera and vary from sample to sample.

- The applicability of the method to determine absolute junction voltages of individual cells in a module is not affected by the $n_r$ value that is obtained for a particular system because the absolute junction voltage is calibrated to the measured $J_{sc}/V_{oc}$ characteristic.

- The method presented in this chapter can also be applied to the quantitative evaluation of EL images of other photovoltaic devices, which have radiative ideality factors $n_r \neq 1$. 
8. Conclusions and Outlook

This work presented various applications of EL imaging for the characterization of both CIGS and a-Si:H thin-film solar devices. The reciprocity theorem [43, 44] was validated for CIGS devices using EL and PL spectroscopy measurements. The results from this validation show that three of four requirements for the reciprocity theorem are met for CIGS solar devices. These are that the EL emission is proportional to the external quantum efficiency $Q_e(E)$, that the spectral shape of the EL and EM emission is unaltered at different bias conditions, and that the EL emission follows a diode law with a radiative ideality factor of unity. The fourth requirement, of a linear superposition of EL emission and EM emission was found to be valid only in a limited injection current density range. This range depends on history of the sample. For the samples investigated in this work, this linear superposition is valid for injection current densities below $J \leq 4$ mA cm$^{-2}$ before light soaking and below $J \leq 15$ mA cm$^{-2}$ after light soaking. EL images in this work were measured at an injection range of 20 mA cm$^{-2}$ to 35 mA cm$^{-2}$. However, the quantitative analysis of the images is still valid because the calculated junction voltage from EL images is adjusted to the device $J_\text{sc}/V_\text{oc}$ curves. Following this conclusion, EL images of CIGS solar cells and modules were then quantitatively analyzed based on the reciprocity theorem. The effect of metastability on the EL intensity was investigated and quantitatively analyzed. The analysis showed that the increase of the EL intensity during the irradiation time is due to the decrease of the bulk series resistance and the increase of the junction series resistance. The metastable effect on the resistivity and recombinatoric properties of the solar modules were distinguished from each other. It was found that the change in the bulk series resistance is much larger than that of the junction series resistance and therefore, that the bulk resistance strongly affects the quantitative evaluation of EL images.

A method which combines EL and LIT imaging for the analysis of shunts in
CIGS solar modules was developed. The cross-talk effect, whereby a shunt affects neighboring, non-shunted cells in a module, was observed in EL images, and explained by using a simulation model with NSM and SPICE. The results from the investigation of the effect showed that the cross-talk strongly depends on the sheet resistances of the front and back electrodes, the shunt current and the cell geometry. Furthermore, the simulation model yields information on the sheet resistances, the bulk series resistance, and the shunt resistances of CIGS solar cells and modules.

EL imaging was used to classify several common defects found in CIGS modules, namely, standard shunts, Smears, Freckles, and Doughnuts. The results of this study showed that the standard shunts significantly affect the device performance and can have various origins. Freckles are electrically isolated defects. The absorber material of the Freckles is unaffected. Freckles most probably result from the difference in emissivity of the materials, and may reduce the short circuit current and the efficiency of the device. Smears contain two electrically different sections. The center of the Smears are strong shunts, and the tails are not electrically active. Doughnuts are weak shunts, which can have varied appearances in EL images, and may result from a difference in the material properties or impurities at the site of the Doughnut compared to the normal region of the cell.

A method for quantitatively determining the local junction voltage of a-Si:H solar devices, which have a radiative ideality factor greater than one, was demonstrated. The value of the radiative ideality factor depends on the spectral sensitivity of the camera used for the experiments, as well as on the investigated samples.

The various applications of EL imaging presented in this thesis demonstrate that EL imaging is a powerful tool for the investigation of thin-film solar cells. Among other things, it can be used to evaluate metastable changes, various resistivities, recombination processes, and a number of electrically varying defects in CIGS devices. Quantitative analysis of a-Si:H solar devices from EL images has been demonstrated. From this analysis of EL images, better knowledge about the physical, optical, as well as electrical properties of different solar technologies was gained. Deeper understanding about different loss mechanisms and the origins of defects will lead to an improvement of the efficiency of solar cells and modules.

The work in this thesis can be extended in the future to yield even more understanding of the physics of thin-film devices. A 1D model used for this analysis
of the cross-talk in chapter 5 is well suited to understand the effects of the parallel resistance of the front and back electrodes. However, this model is insufficient to explain the effects of the ratio between the sheet resistances. In future work, a full 2D problem must be considered to understand these influences. Several common defects in CIGS solar cells and modules were classified in detail, however, the origins of the defects were not investigated. Further investigation of the origins of the defects will lead to the improvement of the device performance.
A. Effects of shunt position on cross-talk

Figure A.1: (a) Simulated EL image when the shunts are shifted close to the left edge of the shunted cell. (b) Simulated EL image when the shunts are in the middle of the shunted cell (original position). (c) Simulated EL image when the shunts are shifted close to the right edge of the shunted cell. The input parameters are given in Tab. 5.2, and \( R_{\text{Mo}} = 1.3 \ \Omega \), \( R_{\text{ZnO}} = 18 \ \Omega \), and \( R_s = 0.02 \ \Omega \text{cm}^2 \).
Figure A.2.: Simulated power density images with change in shunt position. The three columns represent the power density images resulting from simulations, in which the shunts are shifted from the original position of the shunts, to the left edge of the shunted cell, and the right edge of the shunted cell. The six rows present the resulting power density images of the back Mo electrode $P_b$, of the front ZnO electrode $P_f$, of the junction $P_j$, of the shunts $P_{sh}$, of the bulk series resistance $P_{Rs}$. The last row shows the total power density images, which is the sum of all power density images mentioned above. Note that these total power density images are comparable to the measured DLIT images at the same injection current density. The input parameters are given in Tab. 5.2, and $R_{Mo} = 1.3 \, \Omega_{sq}$, $R_{ZnO} = 18 \, \Omega_{sq}$, and $R_s = 0.02 \, \Omega_{cm^2}$. 

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure_a2.png}
\caption{Simulated power density images with change in shunt position.}
\end{figure}
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