Comparison of OH concentration measurements by DOAS and LIF during SAPHIR chamber experiments at high OH reactivity and low NO concentration
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Abstract

During recent field campaigns, hydroxyl radical (OH) concentrations that were measured by laser-induced fluorescence (LIF) were up to a factor of ten larger than predicted by current chemical models for conditions of high OH reactivity and low NO concentration. These discrepancies, which were observed in forests and urban-influenced rural environments, are so far not entirely understood. In summer 2011, a series of experiments was carried out in the atmosphere simulation chamber SAPHIR in Jülich, Germany, in order to investigate the photochemical degradation of isoprene, methylvinyl ketone (MVK), methacrolein (MACR) and aromatic compounds by OH. Conditions were similar to those experienced during the PRIDE-PRD2006 campaign in the Pearl River Delta (PRD), China, in 2006, where a large difference between OH measurements and model predictions was found. During experiments in SAPHIR, OH was simultaneously detected by two independent instruments: LIF and differential optical absorption spectroscopy (DOAS). Because DOAS is an inherently calibration-free technique, DOAS measurements are regarded as a reference standard. The comparison of the two techniques was used to investigate potential artifacts in the LIF measurements for PRD-like conditions of OH reactivities of 10 to 30 s\(^{-1}\) and NO mixing ratios of 0.1 to 0.3 ppbv. The analysis of twenty experiment days shows good agreement. The linear regression of the combined data set (averaged to the DOAS time resolution, 2495 data points) yields a slope of 1.02 ± 0.01 with an intercept of (0.10 ± 0.03) × 10\(^6\) cm\(^{-3}\) and a linear correlation coefficient of \(R^2 = 0.86\). This indicates that the sensitivity of the LIF instrument is well-defined by its calibration procedure. No hints for artifacts are observed for isoprene, MACR, and different aromatic compounds. LIF measurements were approximately 30–40 % (median) larger than those by DOAS after MVK and toluene had been added. However, this discrepancy has a large uncertainty and requires further laboratory investigation. Observed differences between LIF and DOAS measurements are far too small to explain the unexpected high OH concentrations during the PRIDE-PRD2006 campaign.
1 Introduction

The hydroxyl radical, OH, is the key reactant in the atmosphere that controls the removal of pollutants in the atmosphere (Finlayson-Pitts and Pitts Jr., 2000). Peroxy radicals, \( \text{HO}_2 \) and \( \text{RO}_2 \), which are formed as products of the attack of OH on volatile organic compounds (VOCs), are responsible for the formation of photochemical ozone smog. The dominant source of OH radicals is ozone photolysis, so that OH concentrations are well-correlated with ozone photolysis frequencies (Brauers et al., 2001; Rohrer and Berresheim, 2006).

For field measurements, the agreement between model results and measurements is satisfying in clean and rural areas and in urban environments, which are characterized by high NO\(_x\) and high VOC concentrations (e.g. review by Monks et al., 2009). However, measured OH concentrations were found to be up to a factor of ten larger than model predictions in forested areas with low NO concentrations and large concentrations of several ppbvs of isoprene (Tan et al., 2001; Ren et al., 2008; Lelieveld et al., 2008; Kubistin et al., 2010; Pugh et al., 2010; Whalley et al., 2011). A large discrepancy between modeled and measured OH was also observed during the PRIDE-PRD2006 field campaign in the Pearl River Delta (PRD), China, at conditions with high VOC and low NO concentrations (Hofzumahaus et al., 2009; Lu et al., 2012). In PRD, the OH reactivity had large daytime values (10 to 30 s\(^{-1}\)), which were partly due to isoprene and its oxidation products, but also due to high concentrations of alkenes and aromatic compounds (Lou et al., 2010). The differences between observed and model calculated OH are not entirely understood (e.g. Lu et al., 2012; Whalley et al., 2011). One reason could be that OH concentration measurements are influenced by interferences from organic compounds.

OH detection is difficult, because atmospheric concentrations are small. Typical daytime concentrations are within the range of \( 10^5 \) to \( 10^7 \) cm\(^{-3}\), so that a very high instrument sensitivity is required. Moreover, high specificity is needed, in order to avoid interferences from more abundant atmospheric trace gases. OH is lost on surfaces,
so that contact of the sampled air with surfaces in the instrument must be avoided. Calibration of the instrument sensitivity remains the most difficult task, because accurately known OH concentrations must be produced by a radical source. Despite these challenges, a rising number of instruments performs measurements during field campaigns on a regular basis (Monks et al., 2009; Laj et al., 2009). Atmospheric OH can be directly detected by two methods: Differential optical absorption spectroscopy (DOAS) and laser-induced fluorescence (LIF) (Heard and Pilling, 2003). Indirect detection is achieved by chemical ionization mass spectrometry (CIMS) after its conversion to sulfuric acid. DOAS is the only absolute detection method, which does not require calibration of the instrument sensitivity (Dorn et al., 1995). Therefore, DOAS is regarded as a reference standard (Schlosser et al., 2007, 2009). LIF is the most commonly used technique and such instruments were deployed during field campaigns, when large differences between measurements and model prediction were observed. Therefore, the question arises, whether LIF instruments may suffer from any unidentified interference in the presence of high VOC concentrations and low NO.

Comparison of measurements from different instruments is one possibility to check the quality of measurements, because two instruments unlikely suffer from identical systematic errors, especially if different detection techniques are applied. Therefore, several comparison efforts were conducted in the past (Beck et al., 1987; Campbell et al., 1995; Brauers et al., 1996; Mount et al., 1997; Hofzumahaus et al., 1998; Eisele and Tanner, 1991; Eisele et al., 2001; Schlosser et al., 2007, 2009). In general, these exercises demonstrated progress in the data quality of measured OH over the years. The last comparison (HOxCOMP) was conducted during experiments in the atmosphere simulation chamber SAPHIR in Jülich, Germany, in summer 2005 (Schlosser et al., 2009). Chamber measurements from three different LIF instruments (from Forschungszentrum Jülich, Germany; Max-Planck Institute for Chemistry, Mainz, Germany; Frontier Research Center for Global Change, Yokohama, Japan) and the Jülich DOAS instrument were compared in this campaign. The main result was that measurements by all LIF instruments agreed with those by DOAS within 13%. This
is consistent with the $1\sigma$ accuracy of LIF calibrations (10–20%). Furthermore, experiments, which were designed to identify potential interferences from ozone, NO$_x$, and water vapor, gave no hints for artifacts in the measurements. However, no previous OH comparison was dedicated to investigate the instrument performances at high VOC loadings and low NO$_x$ concentrations, for which the largest discrepancies between model prediction and measurements were found in later field campaigns.

In summer 2011, an extended series of experiments was conducted in the atmosphere simulation chamber SAPHIR. Experiments were designed to study the photochemical degradation of isoprene and its first-generation products methacrolein (MACR) and methyl-vinyl-ketone (MVK), and of several aromatic compounds. The Jülich LIF and DOAS instruments measured simultaneously OH concentrations. NO mixing ratios were kept as low as possible (approximately 0.2 ppbv) and VOC concentrations were chosen to reproduce the high OH loss rates, which were encountered during the PRIDE-PRD2006 campaign (up to 30 s$^{-1}$). Here, the performance of the LIF instrument is compared to that of DOAS and the potential for artifacts in LIF measurements for the specific conditions of high OH reactivity and low NO concentration is investigated.

2 Experimental setup

2.1 Differential Optical Absorption Spectroscopy (DOAS)

The unique Jülich DOAS instrument was deployed in field experiments in the past (Brandenburger et al., 1998; Brauers et al., 2001) and is now permanently installed in SAPHIR. It provides inherently calibration-free measurements of tropospheric OH radicals with an $1\sigma$ accuracy of 6.5% (Hausmann et al., 1997) and is therefore accepted as a reference technique for OH. Besides OH also formaldehyde, sulfur dioxide, and naphthalene can be simultaneously detected.
Details of the instrument can be found elsewhere (Hausmann et al., 1997; Schlosser et al., 2007, 2009). The output of a dye laser (616.08 nm, pulse duration 800 fs) is frequency doubled in an external BBO crystal to generate broad-band UV radiation at 308.04 nm with a bandwidth of approximately 0.5 nm. The dye laser is synchronously pumped by a picosecond, passively mode-locked, diode-pumped Nd:YAG laser with internal frequency doubling to 532 nm. The repetition rate is 82.2 MHz with a timing jitter of less than 1 Hz controlled by a phase-locked-loop feedback system. The absorption signal is detected using a high resolution Echelle spectrometer ($\Delta \lambda = 2.7$ pm, $f = 1.5$ m), which is coupled to a cooled photodiode array detector. The spectral detection interval of 0.25 nm comprises five OH absorption lines.

The absorption path in the SAPHIR chamber has a length of 2240 m and is realized by an optical multiple reflection cell (modified White cell type), whose mirrors have a distance of 20 m. The UV laser power is held well below 1–2 mW, in order to suppress significant self-generation of OH radicals, which can be produced by the UV radiation field within the White cell at high ozone concentrations. Additionally, the level of OH is checked at the end of each experiment, when the chamber roof is closed and the OH concentration is expected to be zero.

The detection limit and the precision of each measurement is mainly limited by the residual structures in the spectra. Absorption spectra are evaluated using the Multi-Channel-Scanning-Technique (Brauers et al., 1995), which enables the detection of minimal optical densities of the order of $1 \times 10^{-5}$ (RMS) in 100 s integration time (Table 1). The total measurement time for one data point is about 200 s due to the acquisition time of the spectra, time needed to turn the spectrograph’s grating, and additional computing time. The precision of each single measurement is calculated from the spectral residuum as described in Hausmann et al. (1999). A statistical analysis of spectra acquired during zero air periods of experiments in 2011 revealed a mean $1 \sigma$ detection limit of $7.3 \times 10^5$ cm$^{-3}$. The accuracy of the instrument depends on the stability of the spectral resolving power and the repeatability of the wavelength scanning mechanism of the Echelle spectrometer. Both were periodically checked by comparison of the OH
reference spectra that is used for data evaluation with measured spectra of OH. For this purpose, OH was generated within the White cell by photolysis of water vapor in the chamber by the 185 nm radiation of a low pressure mercury lamp, after an experiment had been finished.

2.2 Laser-Induced Fluorescence (LIF)

LIF is an established technique for the detection of OH radicals (Schlosser et al., 2009). Although the principle of detection is the same for all instruments, the design differs among the instruments, which are deployed in field campaigns. The Jülich LIF-instruments are described in detail by Holland et al. (2003); Lu et al. (2012); Fuchs et al. (2011). Air is sampled through a conical shaped inlet nozzle (orifice 0.4 mm) and is expanded into a detection cell, which is operated at low pressure (3.5 hPa). OH radicals are excited at 308 nm by a short laser pulse (25 ns) with a high repetition rate of 8.5 kHz. The volume where the laser pulse crosses the flow of sampled air is approximately 10 cm downstream of the inlet nozzle. Laser light is provided by a Nd:YAG laser (532 nm) pumped dye-laser system. The output of the dye-laser at 616 nm is frequency-doubled by a nonlinear optical crystal (BBO). The wavelength of the dye laser is periodically shifted from on-resonance wavelengths of the OH absorption line to off-resonance wavelengths, in order to distinguish between background and fluorescence signals. The fluorescence light is imaged onto an MCP (Multi-Channel-Plate) photo-detector and measured by gated single-photon counting electronics. In order to lock the wavelength of the laser for an automatic correction of wavelengths drifts, the OH fluorescence is monitored in a reference cell, in which high OH concentrations are produced by water vapor photolysis at 185 nm. One cycle between on and off-resonance wavelengths gives one data point including 18 s integration time of fluorescence counting (Table 1). The time resolution is approximately 47 s due to the additional time for the background signal measurement and for data computing.

The precision of the OH measurements is limited by the shot noise of the detected OH fluorescence and the subtracted background signals. In the first half of
the campaign, the background signal often exceeded the OH fluorescence signal and caused relatively large noise in the OH measurements, because the time delay between the laser pulse and the start of the OH fluorescence detection was not well adjusted. After optimization of the time delay, the measurement noise was significantly reduced and a $1\sigma$ detection limit of $0.3 \times 10^6$ cm$^{-3}$ was achieved. In the sunlit chamber solar stray light enters the fluorescence cell through the inlet nozzle and significantly contributes to the background signal and its shot noise. Because of the high variability of sunlight, its contribution to the background signal is measured with high precision during a second, longer time window after the fluorescence has diminished. In summer 2011, the influence of sunlight was reduced for part of the experiments by a ring-shaped shield, which shaded the tip of the inlet nozzle over the course of the day.

Calibration of the LIF instrument is achieved by a radical source, in which OH radicals are produced by water vapor photolysis at 185 nm. The OH concentration is calculated from measurements of humidity, flow rate and light intensity. The latter is measured with a phototube, which is regularly calibrated against an O$_3$/O$_2$ actinometry. Details of the design of the calibration source and the calibration procedure and evaluation can be found elsewhere (Aschmutat et al., 1994; Holland et al., 2003; Fuchs et al., 2011). The $1\sigma$ accuracy of the calibration is 10% (Table 1). During this campaign calibration measurements were performed every 3 to 5 days, sometimes directly after an experiment. The $1\sigma$ reproducibility of the calibration was approximately $\pm 5\%$ for a time span of two weeks. However, the instrument sensitivity increased slowly by 25% over the duration of the campaign (3 months) for unknown reasons.

All data are corrected for changes of the sensitivity due to quenching of the OH fluorescence by water vapor using rate constants from literature (Heard and Henderson, 2000). In summer 2011, calibration measurements were always performed at several different water vapor concentrations showing that the application of this correction is justified.

It is known that ozone photolysis at 308 nm in the presence of water vapor can lead to artificial OH production in the fluorescence cell. This interference is minimized by (1)
rapid exchange of the sampled air in the LIF detection volume between consecutive laser shots, and (2) a sheath flow of clean nitrogen, which purges the background volume in the detection cell. Test measurements, which were done after this campaign, showed that an ozone interference was insignificant (less than $4 \times 10^5$ cm$^3$ at 50 ppbv ozone) for the experiments in this work. This is consistent with earlier results showing that the ozone interference is typically within the range of a few $10^5$ cm$^{-3}$ for an ozone mixing ratio of 50 ppbv (Schlosser et al., 2009).

### 2.3 Experiments in SAPHIR

The atmosphere simulation chamber SAPHIR allows to investigate chemical processes under conditions typically found in the troposphere. Instrument comparison campaigns in SAPHIR showed that different instruments sample the same trace gas and radical concentrations providing evidence that the chamber is suitable for these type of experiments (Schlosser et al., 2007, 2009; Apel et al., 2008; Fuchs et al., 2009, 2010a,b).

SAPHIR consists of a double-wall Teflon (FEP) film of cylindrical shape (length 18 m, diameter 5 m, volume 270 m$^3$). Slight overpressure prevents leakages of outside air into the chamber. The chamber can be exposed to sunlight by opening its roof. The Teflon film has a good transmittance over the entire solar spectrum. Ultra pure synthetic air is provided from mixing evaporated, ultra-pure liquid nitrogen and oxygen. The chamber air can be humidified by evaporating Milli-Q water, which is added together with a large flow of synthetic air. A more detailed description of the chamber and its properties can be found elsewhere (Rohrer et al., 2005; Bohn et al., 2005).

The experiments carried out in summer 2011 were designed to simulate conditions similar to those encountered during PRIDE-PRD2006. OH concentration reached values up to $2 \times 10^7$ cm$^{-3}$, ozone was kept mostly within the range of 40 to 50 ppbv, NO was typically between 0.1 to 0.2 ppbv and the OH reactivity of added VOCs was within the range of 10 to 30 s$^{-1}$ (Table 2). A large set of instruments measured trace gas concentrations, aerosol properties and physical parameters. Measurements included: NO$_x$, O$_3$ (chemiluminescence detectors), OH (DOAS, LIF), HO$_2$ and RO$_2$ (LIF), VOCs...
(GC, PTRMS), H\textsubscript{2}O, and CH\textsubscript{4} (CRDS), OH reactivity (laser photolysis), and photolysis frequencies (spectroradiometer).

Figure 1 shows two examples for sequences of trace gas additions in this campaign. Experiments started after the chamber had been flushed with synthetic air overnight, so that trace gas concentrations were below the limit of detection of instruments in the morning. First of all, the air was humidified and the chamber was exposed to sunlight. Ozone was injected in most of the experiments and was relatively constant during an experiment. No other trace gas was added for approximately two hours, in order to observe the amount of nitrous acid (HONO), formaldehyde and acetaldehyde, which are formed in the chamber from unknown sources at these conditions. Photolysis of HONO served as primary source for NO\textsubscript{x} and OH (Rohrer et al., 2005). The continuous formation of HONO led to increasing NO\textsubscript{x} mixing ratios with maximum mixing ratios of 0.5 to 2 ppbv over the course of an experiment (Table 2). No NO\textsubscript{x} was added during the experiments. NO concentrations were determined by the photostationary state between NO\textsubscript{2} and O\textsubscript{3} (Fig. 1). They were relatively stable between 100 and 200 pptv. After the initial period, reactants for OH were added to the chamber air, in order to observe their photochemical degradation. One or more injections of CO and/or VOCs were done depending on the purpose of the experiment and the chemical lifetime of the VOC (Fig. 1). Experiments focused either on the degradation of isoprene (6 experiments) and its first-generation products MVK (2 experiments) and MACR (3 experiments) or on the degradation of aromatic compounds (#experiments): benzene (1), toluene (1), mesitylene (2), p-xylene (1). One experiment was conducted with t-butene. During three other experiments, which served as reference experiments, no organic compound or only CO was added.

3 Results

In order to investigate the precision of OH measurements, those data are analyzed at their original time resolution which were acquired during morning hours after the
chamber had been flushed overnight and before the chamber roof was opened and trace gases were added. During these periods the OH concentration is expected to be zero. For the LIF instrument only data from the second half of the campaign are taken, after the timing of the photon counting was optimized, in order to reduce the background signal (see Sect. 2.2). Figure 2 shows the Allan deviation plot, which gives a measure of the 1σ precision depending on the measurement time, when measurements are averaged. At the minimum measurement time of 205 s and 47 s, including 100 s and 18 s integration time, a 1σ precision of 0.8 and 0.3 × 10⁶ cm⁻³ is achieved for DOAS and LIF measurements, respectively. According to the Allan deviation plot (Fig. 2) the precision of LIF measurement would be approximately 0.15 × 10⁶ cm⁻³, if measurements were averaged to the minimum measurement time of the DOAS instrument. The precision of LIF measurements analyzed here is achieved in the absence of sunlight. As discussed above, sunlight also contributes to the background signal. It is approximately twice as large (even with the additional shield, see above) for clear sky and smallest zenith angle of the sun, so that the precision of data is lower than in the dark.

Figure 3a and 3b show diurnal variations of the OH concentration for all experiments (300 s average data) together with the ozone photolysis frequency, \(j(O_1^D)\), as a proxy for the strength of solar radiation. The times when reactants were added are marked by dashed vertical lines. The panels are grouped according to the added reactant. The diurnal variation of OH can be qualitatively understood by changes in the radiation and the concentration of reactants for OH, which determine the OH production and loss rate, respectively (Ehhalt and Rohrer, 2000).

OH concentrations measured by DOAS and LIF mostly agree as can be seen in Fig. 3a and 3b. The scatter in the LIF data is smaller for experiments in August, when the background signal was reduced (see above). Before this optimization, LIF measurements sometimes returned systematically negative values for the difference of on- and off-resonance count rates, when the chamber roof was closed at the end of an experiment (e.g. 30 June, 15:00). A possible explanation for this observation is a small
but systematic change of the laser beam alignment in the fluorescence cell, when the laser wavelength is tuned between on- and off-resonance positions. This change may have caused the observed increase of the laser-generated background signal in the off-resonance position. This conclusion is based on the analysis of the laser beam position behind the fluorescence cell, which was monitored with a position-sensitive photodiode. This effect is not significant for small background signals, when LIF measurements are more precise.

The qualitatively good agreement between measurements of both instruments is analyzed more quantitatively by a correlation and regression analysis (Table 3 and Figs. 4 to 5b). Here, LIF measurements, which have a higher time resolution than those by DOAS, are averaged to the time grid of the DOAS measurements. As expected from the diurnal variations, LIF and DOAS data are correlated as indicated by the values of the linear correlation coefficient, $R^2$, which ranges between 0.57 and 0.96 for individual experiments and which is 0.86 for the combined data set. $R^2$ is in the lower range, when maximum OH concentrations are only a few $10^6$ cm$^{-3}$.

The results from a linear regression analysis, which takes errors in both OH measurements into account (Press et al., 1992), are also shown in Table 3 and Figs. 4 to 5b. The regression of the combined data set gives a slope of 1.02 ± 0.01, which is consistent with the accuracy of measurements, and an intercept of $(0.10 ± 0.03) \times 10^6$ cm$^{-3}$, which is below the limit of detection of the instruments (Table 1). The regression for an individual experiment results in slopes within the range of 0.84 and 1.27 and maximum intercepts of ±1 $10^6$ cm$^{-3}$. The sum of squared residuals is within the range of the number of data points ($\chi^2/(N - 2)$ in Table 3) indicating that the relationship between LIF and DOAS data is consistent with a linear behavior within their errors. The regression parameters are less well-defined if either the data set does not include a sufficient number of data points especially for zero OH concentrations or the dynamic range of OH measurements is only a few times larger than the statistical error of measurements. These effects may explain, why largest deviations of the slope from unity and largest intercepts are calculated for experiments (1) on 15 June and 3 August, when maximum
OH concentrations were only a few $10^6 \text{ cm}^{-3}$, (2) on 7 June, when the number of data points was small, and (3) on 30 June, 7 and 11 July, when only few measurements close to zero OH were acquired.

4 Discussion

The results of the correlation and regression analysis of this campaign are consistent with results from earlier comparisons of the Jülich LIF and DOAS instruments. Both instruments measured together during two SAPHIR chamber campaigns in 2003 (Schlosser et al., 2007) and 2005 (HOxCOMP campaign, Schlosser et al. (2009)). These two comparisons showed good agreement between OH concentrations of both instruments. The slopes of the regression (0.99 ± 0.13 and 0.95 ± 0.02, respectively) and the insignificant intercepts demonstrated the high quality of measurements. Both instruments were also deployed during the field campaign POPCORN in 1994. The slope of the regression was 1.09 ± 0.12 for this campaign (Hofzumahaus et al., 1998). Results from the previous campaigns and this work give confidence that the calibration procedure of the LIF instrument is reliable.

Interferences from species that are not regularly present in high concentrations may not be easily detected in the regression analysis of entire data sets of field campaigns. The present study allows to investigate potential artifacts in LIF OH measurements in photochemically processed air, which contains specific biogenic or anthropogenic VOCs, because OH measurements by DOAS are not spectroscopically disturbed by unknown absorptions of organic species. Figure 6 shows the median, the 25 and 75 percentiles, and the mean with its error of the relative difference of OH measurements depending on the concentration of the VOC, which was injected during the experiment (Table 2). OH concentrations of less than $0.5 \times 10^6 \text{ cm}^{-3}$ are excluded from this analysis. Because of a sufficiently large number of measurements for experiments with isoprene and MACR, these data sets can be divided into four bins of increasing VOC
concentration. In all other cases, data are assigned only to two bins (with and without the added VOC).

The statistical analysis clearly shows that there is no evidence for an interference in LIF measurements during the degradation of isoprene and MACR. Median values for these data subsets are around zero within 20 and 10 %, respectively, without a trend with increasing VOC concentration. Data within the 25 to 75 percentiles are equally distributed around zero. The increasing size of the 25 to 75 percentile boxes for isoprene is mostly due to the decreasing number of data points which are available at higher isoprene concentrations. Also for benzene, mesitylene, and p-xylene, no significant difference between LIF and DOAS measurements in the absence and presence of the OH reactant is observed. t-Butene was added only during one experiment. Its concentration decreased quickly because of its fast reaction with OH, so that only 30 data points are included in the box with t-butene mixing ratios larger than 0.5 ppbv. The positive median of the relative differences in the presence of t-butene shown in Fig. 6 is not significant as also indicated by the large difference between the 25 and 75 percentiles and the error of the mean value.

For MVK and toluene, the median and 25 to 75 percentiles are only centered around zero in the absence of the VOC (leftmost box), but median, 25 and 75 percentiles are greater than zero when these compounds are present. OH concentrations measured by LIF are on average 40 % larger than those by DOAS in the presence of 40 to 100 ppbv toluene, and 30 % larger in the presence of up to 20 ppbv MVK. This can also be seen in the diurnal variation in Figs. 5a and 5b and appears as significant intercepts of approximately $1 \times 10^6$ cm$^{-3}$ in the regression analysis (Table 3). The difference hints to a potential interference in LIF measurements, but cannot be proven from these experiments for two reasons. (1) Standard errors of the mean values indicate that the deviation from zero is only significant within 1σ. (2) Experiments with MVK and toluene were only done once and twice, respectively, so that a day-to-day variability in the performance of either one of the instruments cannot be excluded. Further investigations
are needed to clarify the significance of a potential interference from these compounds or their oxidation products.

In principle, an interference that is observed during experiments with only MVK must also be observed during experiments investigating the photochemical degradation of isoprene, because MVK is a first-generation product of the isoprene oxidation. However, MVK concentrations during experiments with isoprene were much smaller than in experiments, in which only MVK was investigated. Maximum MVK mixing ratios were a few ppbv, because (1) isoprene concentrations needed to achieve the required OH reactivity were relatively small, (2) the yield of MVK from isoprene oxidation is only 30 to 40% (Karl et al., 2006), and (3) only part of the added isoprene was oxidized over the course of the experiment. Therefore, a potential interference from MVK oxidation would have been very small during experiments with isoprene.

During the PRIDE-PRD2006 campaign isoprene and its oxidation products, alkenes and aromatic compounds were the main OH reactants during periods, when measured OH concentrations were three to five times larger than predicted by models (Lou et al., 2010; Lu et al., 2012). Despite the measurement uncertainties mentioned above, it is clear that any difference between LIF and DOAS measurements that is observed in the SAPHIR experiments is too small to explain the model-measurement discrepancies during the PRIDE-PRD2006 campaign. In particular, there is no evidence for measurement artifacts, which are connected to the degradation of isoprene, which made up a large part of the OH reactivity at PRD. A potential interference from MVK and toluene of the magnitude observed here would not have had a large impact on OH measurements during PRIDE-PRD2006, because their concentrations were much smaller (about a factor of 10) than during the SAPHIR experiments. Other compounds that can be excluded to be potential interferences in the LIF detection are SO\(_2\) and HCHO, both of which absorb at 308 nm. Previous comparisons between LIF and DOAS showed very good agreement in the presence of up to 16 ppbv SO\(_2\) during the POPCORN field campaign (Brandenburger et al., 1998; Hofzumahaus et al., 1998) and in the presence of
up to 40 ppbv HCHO during SAPHIR experiments (Schlosser et al., 2007). SO\textsubscript{2} and HCHO concentrations did not exceed these levels during PRIDE-PRD2006.

5 Summary and conclusions

In summer 2011 experiments were carried out in the atmosphere simulation chamber SAPHIR in Jülich, Germany, in order investigate the degradation of several VOCs (isoprene, MVK, MACR, and aromatic compounds) for conditions of high OH loss rates and low NO\textsubscript{x} concentrations. An additional benefit of the chamber experiments was the simultaneous detection of OH by two independent instruments (DOAS and LIF), which apply different techniques. DOAS measurements do not require a calibration in contrast to those by LIF, so that LIF measurements can be compared to a reference standard.

The analysis of data shows excellent agreement between the measurements of the DOAS and LIF instruments. The regression analysis of the entire data set at the time resolution of the DOAS data gives unity slope (1\textsigma accuracies of measurements are 6.5\% and 10\% for DOAS and LIF, respectively). Similar results were achieved during earlier comparisons in the field (Hofzumahaus et al., 1998) and in the SAPHIR chamber (Schlosser et al., 2007, 2009). This gives strong confidence that the sensitivity of the LIF instrument is well-defined by the calibration procedure using the Jülich radical source, which produces OH by water vapor photolysis at 185 nm. The long record of good agreement between LIF and DOAS demonstrates the long-term stability of the calibration procedure.

During experiments with high isoprene, MACR, and most of the aromatic compounds no systematic deviations between measurements by LIF and DOAS are observed. During two experiments with MVK and one experiment with toluene, the statistical analysis shows that OH concentrations by LIF are 30\% to 40\% larger than those by DOAS, after the VOC has been injected into the chamber. This could be a hint for an artifact...
in the LIF measurements, but the significance of this result is not clear from these experiments. Further investigations are needed to clarify this point.

No hints for interferences in LIF data were also observed in earlier comparisons. Here, it is shown that this holds also for the specific conditions of high OH reactivity due to isoprene and aromatic compounds and low NO concentrations. These are conditions that were encountered during the PRIDE-PRD2006 campaign (Hofzumahaus et al., 2009; Lu et al., 2012). Results of this comparison indicate that the discrepancy between OH measurements and model calculations observed in PRD is most likely not caused by artifacts in the LIF measurements. Contributions from potential interferences from MVK and toluene, which cannot be excluded from these SAPHIR experiments, would be by far to small to explain the missing OH during PRIDE-PRD2006.

SAPHIR experiments will be further investigated with respect to the question, if measured OH concentrations during the photochemical degradation of isoprene, MVK, MACR and aromatic compounds can be reproduced by chemical models. The good agreement between two independent OH instruments provides confidence in the high quality of their measurements. This is an essential prerequisite for the interpretation of the experiments.
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Table 1. Performance of the Jülich LIF and DOAS instruments during experiments in SAPHIR in summer 2011.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DOAS (s)</th>
<th>LIF (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integration time</td>
<td>100</td>
<td>18</td>
</tr>
<tr>
<td>Measurement time</td>
<td>205</td>
<td>47</td>
</tr>
<tr>
<td>$1\sigma$ precision/$10^6$ cm$^{-3}$</td>
<td>0.8</td>
<td>0.3</td>
</tr>
<tr>
<td>$1\sigma$ accuracy/%</td>
<td>6.5</td>
<td>10</td>
</tr>
</tbody>
</table>
Table 2. Chemical conditions during experiments in SAPHIR when LIF and DOAS measured together. Maximum values are denoted. NO, O₃, CO, and H₂O mixing ratios were relatively constant over the course of an experiment. CO mixing ratios are only noted, if CO was added during the experiment. Methane (50 to 60 ppmv) was added in some experiments for the last 1 to 2 h. $k(\text{OH})$ is the measured OH reactivity including background reactivity in the chamber and the reactivity of products of the VOC degradation. If ozone was added during the experiment, maximum NO concentrations are given for the period after the ozone addition, when the photostationary state between O₃ and NO₂ was established.

<table>
<thead>
<tr>
<th>experiment</th>
<th>VOC/ ppbv</th>
<th>OH/ $10^6$ cm⁻³</th>
<th>$k(\text{OH})$/s⁻¹</th>
<th>NOₓ(NO)/ ppbv</th>
<th>O₂ / ppmv</th>
<th>H₂O/ %</th>
<th>CO/ ppmv</th>
<th>date</th>
</tr>
</thead>
<tbody>
<tr>
<td>zero air a</td>
<td>n.a.</td>
<td>7.5</td>
<td>2</td>
<td>0.3 (0.1)</td>
<td>3</td>
<td>1.6</td>
<td>n.a. b</td>
<td>6 June</td>
</tr>
<tr>
<td>zero air a</td>
<td>n.a.</td>
<td>14</td>
<td>2</td>
<td>0.5 (0.3)</td>
<td>7</td>
<td>1.4</td>
<td>n.a. b</td>
<td>7 June</td>
</tr>
<tr>
<td>CO</td>
<td>n.a.</td>
<td>11</td>
<td>15</td>
<td>1.6 (0.2)</td>
<td>49</td>
<td>1.4</td>
<td>2200</td>
<td>9 August</td>
</tr>
<tr>
<td>t-butene</td>
<td>7.5 c</td>
<td>18</td>
<td>20</td>
<td>1.8 (0.3)</td>
<td>52</td>
<td>1.7</td>
<td>1050</td>
<td>8 July</td>
</tr>
<tr>
<td>isoprene</td>
<td>8</td>
<td>6.5</td>
<td>18</td>
<td>0.5 (0.1)</td>
<td>34</td>
<td>1.4</td>
<td>n.a. b</td>
<td>15 June</td>
</tr>
<tr>
<td>7 c</td>
<td>14</td>
<td>24</td>
<td>19 (0.2)</td>
<td>70</td>
<td>1.7</td>
<td>1550</td>
<td>27 June</td>
<td></td>
</tr>
<tr>
<td>5 c</td>
<td>11</td>
<td>21</td>
<td>20 (0.3)</td>
<td>52</td>
<td>1.7</td>
<td>800</td>
<td>30 June</td>
<td></td>
</tr>
<tr>
<td>4.6 c</td>
<td>13</td>
<td>18</td>
<td>16 (0.2)</td>
<td>57</td>
<td>1.5</td>
<td>800</td>
<td>5 July</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>17</td>
<td>31</td>
<td>1.8 (0.3)</td>
<td>62</td>
<td>2.5</td>
<td>4300</td>
<td>10 July</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>13</td>
<td>31</td>
<td>0.9 (0.1)</td>
<td>42</td>
<td>1.5</td>
<td>n.a. b</td>
<td>12 July</td>
<td></td>
</tr>
<tr>
<td>MVK</td>
<td>21 c</td>
<td>20</td>
<td>25</td>
<td>1.2 (0.2)</td>
<td>43</td>
<td>1.6</td>
<td>850</td>
<td>7 July</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>13</td>
<td>17</td>
<td>1.3 (0.1)</td>
<td>56</td>
<td>1.8</td>
<td>n.a. b</td>
<td>2 August</td>
</tr>
<tr>
<td>MACR</td>
<td>15 c</td>
<td>14</td>
<td>26</td>
<td>1.7 (0.2)</td>
<td>55</td>
<td>2.0</td>
<td>1550</td>
<td>28 June</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>15</td>
<td>20</td>
<td>1.6 (0.2)</td>
<td>42</td>
<td>1.7</td>
<td>850</td>
<td>11 July</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>12</td>
<td>14</td>
<td>0.9 (0.1)</td>
<td>46</td>
<td>1.7</td>
<td>n.a. b</td>
<td>11 August</td>
</tr>
<tr>
<td>benzene</td>
<td>250</td>
<td>10</td>
<td>13</td>
<td>0.8 (0.2)</td>
<td>18</td>
<td>0.9</td>
<td>n.a. b</td>
<td>1 August</td>
</tr>
<tr>
<td>mesitylene</td>
<td>4.2</td>
<td>5.5</td>
<td>10</td>
<td>0.5 (0.2)</td>
<td>4.5</td>
<td>1.8</td>
<td>n.a. b</td>
<td>3 August</td>
</tr>
<tr>
<td>mesitylene</td>
<td>5</td>
<td>17</td>
<td>11</td>
<td>0.7 (0.2)</td>
<td>16</td>
<td>1.2</td>
<td>n.a. b</td>
<td>10 August</td>
</tr>
<tr>
<td>toluene</td>
<td>90</td>
<td>16</td>
<td>21</td>
<td>0.7 (0.2)</td>
<td>20</td>
<td>1.8</td>
<td>n.a. b</td>
<td>4 August</td>
</tr>
<tr>
<td>p-xylene</td>
<td>24</td>
<td>15</td>
<td>15</td>
<td>0.8 (0.3)</td>
<td>19</td>
<td>1.5</td>
<td>n.a. b</td>
<td>7 August</td>
</tr>
</tbody>
</table>

a No addition of OH reactants,

b [CO]<20 ppbv,

c methane addition at the end of the experiment.
Table 3. Linear correlation (correlation coefficient $R^2$) and regression analysis (LIF vs. DOAS) of data (time resolution of DOAS data, number of data points $N$) for each experiment and the entire data set. Errors of the fit parameters are 1σ errors. $\chi^2/N-2$ is the sum of squared residuals divided by the degrees of freedom ($N - 2$).

<table>
<thead>
<tr>
<th>experiment</th>
<th>slope</th>
<th>intercept/10$^6$ cm$^{-3}$</th>
<th>$\chi^2/N-2$</th>
<th>$R^2$</th>
<th>$N$</th>
<th>date</th>
</tr>
</thead>
<tbody>
<tr>
<td>zero air</td>
<td>1.02 ± 0.05</td>
<td>-0.6 ± 0.3</td>
<td>1.1</td>
<td>0.87</td>
<td>45</td>
<td>6 June</td>
</tr>
<tr>
<td>zero air</td>
<td>0.88 ± 0.04</td>
<td>-0.2 ± 0.2</td>
<td>0.7</td>
<td>0.96</td>
<td>46</td>
<td>7 June</td>
</tr>
<tr>
<td>CO</td>
<td>0.99 ± 0.06</td>
<td>0.7 ± 0.1</td>
<td>1.0</td>
<td>0.76</td>
<td>97</td>
<td>9 August</td>
</tr>
<tr>
<td>t-butene</td>
<td>0.98 ± 0.03</td>
<td>0.4 ± 0.2</td>
<td>1.3</td>
<td>0.83</td>
<td>171</td>
<td>8 July</td>
</tr>
<tr>
<td>isoprene</td>
<td>1.22 ± 0.09</td>
<td>-0.6 ± 0.2</td>
<td>1.3</td>
<td>0.57</td>
<td>86</td>
<td>15 June</td>
</tr>
<tr>
<td></td>
<td>1.08 ± 0.05</td>
<td>-0.3 ± 0.3</td>
<td>1.5</td>
<td>0.79</td>
<td>71</td>
<td>27 June</td>
</tr>
<tr>
<td></td>
<td>1.27 ± 0.04</td>
<td>-1.2 ± 0.2</td>
<td>1.5</td>
<td>0.84</td>
<td>108</td>
<td>30 June</td>
</tr>
<tr>
<td></td>
<td>1.02 ± 0.04</td>
<td>0.5 ± 0.2</td>
<td>1.5</td>
<td>0.86</td>
<td>155</td>
<td>5 July</td>
</tr>
<tr>
<td></td>
<td>1.03 ± 0.04</td>
<td>-0.3 ± 0.2</td>
<td>1.4</td>
<td>0.80</td>
<td>135</td>
<td>10 July</td>
</tr>
<tr>
<td></td>
<td>1.01 ± 0.03</td>
<td>0.1 ± 0.2</td>
<td>1.0</td>
<td>0.90</td>
<td>102</td>
<td>12 July</td>
</tr>
<tr>
<td>MVK</td>
<td>0.84 ± 0.02</td>
<td>0.7 ± 0.1</td>
<td>1.8</td>
<td>0.88</td>
<td>151</td>
<td>7 July</td>
</tr>
<tr>
<td></td>
<td>1.02 ± 0.02</td>
<td>0.7 ± 0.1</td>
<td>1.0</td>
<td>0.91</td>
<td>150</td>
<td>2 August</td>
</tr>
<tr>
<td>MACR</td>
<td>1.08 ± 0.02</td>
<td>-0.9 ± 0.1</td>
<td>0.9</td>
<td>0.93</td>
<td>164</td>
<td>28 June</td>
</tr>
<tr>
<td></td>
<td>1.15 ± 0.03</td>
<td>-1.1 ± 0.2</td>
<td>1.0</td>
<td>0.90</td>
<td>161</td>
<td>11 July</td>
</tr>
<tr>
<td></td>
<td>1.00 ± 0.04</td>
<td>0.5 ± 0.1</td>
<td>0.8</td>
<td>0.84</td>
<td>139</td>
<td>11 August</td>
</tr>
<tr>
<td>benzene</td>
<td>1.00 ± 0.05</td>
<td>-0.1 ± 0.1</td>
<td>0.8</td>
<td>0.77</td>
<td>130</td>
<td>1 August</td>
</tr>
<tr>
<td>mesitylene</td>
<td>0.90 ± 0.04</td>
<td>0.0 ± 0.1</td>
<td>1.1</td>
<td>0.73</td>
<td>179</td>
<td>3 August</td>
</tr>
<tr>
<td>mesitylene</td>
<td>1.03 ± 0.02</td>
<td>0.8 ± 0.1</td>
<td>1.2</td>
<td>0.91</td>
<td>140</td>
<td>10 August</td>
</tr>
<tr>
<td>toluene</td>
<td>0.95 ± 0.03</td>
<td>1.0 ± 0.1</td>
<td>1.1</td>
<td>0.85</td>
<td>136</td>
<td>4 August</td>
</tr>
<tr>
<td>p-xylene</td>
<td>0.90 ± 0.03</td>
<td>0.5 ± 0.1</td>
<td>1.0</td>
<td>0.87</td>
<td>129</td>
<td>7 August</td>
</tr>
<tr>
<td>all</td>
<td>1.02 ± 0.01</td>
<td>0.10 ± 0.03</td>
<td>1.4</td>
<td>0.86</td>
<td>2495</td>
<td>2 August</td>
</tr>
</tbody>
</table>

* No addition of OH reactants.
Fig. 1. Typical sequence of trace gas additions during experiments. The organic compound of interest (here isoprene) was injected either once (left panel) or several times (right panel). Dashed vertical lines indicate times, when trace gases were injected or the chamber roof was opened or closed. The period of time when the chamber was illuminated by sunlight is shown by horizontal yellow lines.
Fig. 2. Allan deviation (1σ precision) of measurements by DOAS and LIF. Calculations include measurements that were acquired in the clean, dark chamber, before the roof was opened. For the LIF instrument, only data are included after optimization of the instrument’s background signal (see text for details). Lines give the trend in the Allan deviation, which would be expected, if measurements were distributed like Gaussian noise (inverse square-root dependence on the measurement time).
Fig. 3. Diurnal profiles of OH concentration measurements by DOAS and LIF (300 s average). Grey bars are 1σ errors of measurements. Yellow lines give the ozone photolysis frequency, $j(O^1D)$, inside the chamber (y-axis is scaled from 0 to $3 \times 10^{-5}$ s$^{-1}$ in each plot). Dashed vertical lines indicate the time, when OH reactants were added. No OH reactant was added during “zero air” experiments.
Fig. 3. Continued.
Fig. 4. Correlation of all OH concentration measurements by DOAS and LIF during SAPHIR experiments in summer 2011. LIF data are averaged to the time resolution of DOAS measurements. Grey bars are 1σ errors of measurements. The red line gives the result of the regression analysis (slope: $1.02 \pm 0.01$, intercept $(0.10 \pm 0.03) \times 10^6 \text{ cm}^{-3}$, $R^2 = 0.86$).
Fig. 5. Correlation of OH concentration measurements by DOAS and LIF for individual experiments. LIF data are averaged to the time resolution of DOAS measurements. Red lines give the result of the regression analysis shown in Table 3. No OH reactant was added during “zero air” experiments.
Fig. 5. Continued.
Fig. 6. Dependence of the relative difference between OH concentrations measured by LIF and DOAS on the VOC concentration measured over the course of the experiments. Red horizontal lines are the median and boxes give the 25 and 75 percentiles. Red dots are mean values with standard errors in grey bars. They are plotted at the mean of the VOC concentrations which are analyzed within each bin.