The John von Neumann Institute for Computing (NIC) was established in 1998 by Forschungszentrum Jülich and Deutsches Elektronen-Synchrotron DESY to support the supercomputer-oriented simulation sciences. In 2006, GSI Helmholtzzentrum für Schwerionenforschung joined NIC as a contract partner.

The core task of NIC is the peer-reviewed allocation of supercomputing resources to computational science projects in Germany and Europe. The NIC partners also support supercomputer-aided research in science and engineering through a three-way strategy:

- Provision of supercomputing resources for projects in science, research, and industry.
- Supercomputer-oriented research and development by research groups in selected fields of physics and natural sciences.
- Education and training in all areas of supercomputing by symposia, workshops, summer schools, seminars, courses, and guest programmes for scientists and students.

The NIC Symposium is held biennially to give an overview on activities and results obtained by the NIC projects in the last two years. The contributions for this 8th NIC Symposium are from projects that have been supported by the supercomputers JUROPA, JURECA, and JUQUEEN in Jülich. They cover selected topics in the fields of Astrophysics, Biology and Biophysics, Chemistry, Elementary Particle Physics, Materials Science, Condensed Matter, Soft Matter Science, Earth and Environment, Computer Science and Numerical Mathematics, Fluid Mechanics, and Plasma Physics.
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The present book accompanies the 8th NIC Symposium, held on February 11 and 12, 2016, at Forschungszentrum Jülich. The John von Neumann Institute for Computing (NIC) has a tradition of biennial meetings, the previous meeting was held on February 12 and 13, 2014. While the first seven NIC Symposia were all held in this century, the NIC builds on the tradition of its predecessor institution, the “Höchstleistungsrechenzentrum (HLRZ)”, which commenced its operation in 1987 at Jülich. Thus, for almost 30 years the Jülich Supercomputing Centre (JSC) has not only served the high performance computing needs of the scientists working at Forschungszentrum Jülich (FZJ), but also provided access to supercomputing resources, as well as the required know-how, to scientists in a broad range of disciplines all over Germany.

The NIC supports research projects from a broad scientific spectrum including topics from Astrophysics, Biology and Biophysics, Chemistry, Elementary Particle Physics, Materials Science, Condensed Matter, Soft Matter Science, Earth and Environment, Computer Science and Numerical Mathematics, Fluid Mechanics, and Plasma Physics. The selection of projects presented in this book can only give a small but representative sample of them. As can be seen from the table of contents, all basic fields of the natural sciences profit from access to supercomputers. One will also note from a look at the presented projects that some of them belong to the field of engineering or have at least a strong motivation from applications.

The High Performance Computing (HPC) infrastructure in Germany is organised in the so-called “HPC pyramid”, which has three layers named tier-1, tier-2, and tier-3, respectively.
Tier-3 comprises computer clusters that locally serve universities and research institutions. Tier-2 comprises regional high performance computers operated for universities and research institutions with special computing needs like for climate research. These regional/topical computing centres are loosely organised in the so-called “Gauss Allianz”. Tier-1 is formed by the three national German supercomputing centres, JSC in Jülich, “Leibniz Rechenzentrum” (LRZ) in Garching, and the “Höchstleistungsrechenzentrum Stuttgart” (HLRS), which are organised in the “Gauss Centre for Supercomputing” (GCS). At present, the computing power of the supercomputers at these three centres is comparable and amounts to roughly 6 PFlops peak performance at each site, but their architectures follow different designs, to best serve a broad range of requirements. In this spirit, the HLRS supercomputer is most intensively used by projects from the engineering community, whereas the NIC predominately serves the broad natural science community.

The procedures to apply for supercomputing resources and the refereeing process for the proposed projects are closely coordinated by the NIC coordination bureau, in accordance with the GCS governance rules. In particular, the so-called “Gauss large scale projects” (defined, at present, by a request for at least 35 million core hours per year) are handled together by the three GCS sites. For this purpose GCS has established a peer review board. This nucleated from the NIC peer review board, which had been in existence already since the HLRZ was founded in 1987. At present, more than half of the total resources of the three supercomputers (SUPERMUC at LRZ, HORNET/HAZEL HEN at HLRS, and JUQUEEN at JSC) are allocated to these Gauss Large Scale Projects. Due to their extreme computing requirements, it is clear that these projects could not have been carried out at another level of the HPC pyramid. In 2015, the total number of applications for Gauss Large Scale Projects in each granting period (recall that there are two calls for project applications per year, one call for a one-year granting period starting at May 1st and the second for a period starting at November 1st) was about 20. The huge demand clearly demonstrates the urgent need for the available resources.

JSC, as well as HLRS and LRZ, also participated in the “Partnership for Advanced Computing in Europe”. PRACE is a consortium of 28 European countries pooling their HPC resources and expertise in order to boost HPC in Europe because this is a key capability for modern technology. All these partners contribute to the management of the infrastructure and services but only the “hosting members” Germany, France, Italy and Spain provide supercomputing resources. The future of PRACE is currently being discussed intensively and is therefore unclear at the time of writing.

In 2014/2015, the situation for high performance computing in Germany has been particularly favourable: both LRZ and HLRS expanded to their full strength, and also at JSC the situation improved, because the JSC had fulfilled its duty to provide one third of its total JUQUEEN resources to PRACE. Therefore, more computing time can be provided to our NIC users.

Another important development is the replacement of the general purpose supercomputer JUROPA by the new system JURECA. After six years of successful and reliable operation, this upgrade increases the performance by about an order of magnitude to 2.2 PFlops. In
view of the great diversity of research fields at NIC, a dual hardware strategy is necessary: top performance is achievable on JUQUEEN, but requires extremely efficient massive parallelisation, which is not achievable for many scientifically very important algorithms and codes. Running these on JUQUEEN would be inefficient and a waste of computing resources. Instead, they can be efficiently run on supercomputers such as JUROPA or JURECA, which imply a more modest level of parallelisation only.

An important activity of NIC is also the establishment and support of NIC research groups, which work on research topics that are of primary interest to the member institutions of NIC. Apart from FZJ these are the Deutsches Elektronen Synchrotron (DESY) in Hamburg and the GSI Helmholtzzentrum für Schwerionenforschung in Darmstadt. The topics of the research groups are: “Computational Materials Science” (headed by Prof. M. Müser, FZJ), “Lattice Gauge Theory” (headed by Prof. R. Sommer, DESY in Zeuthen), “Relativistic Transport Simulation” (headed by Prof. M. Bleicher, GSI) and “Phase Transitions in Lattice Quantum Chromodynamics” (headed by Prof. O. Philipsen, GSI). All NIC research groups have contributed an article to this proceedings volume.

It is a valuable tradition of NIC to award in every year two projects the distinction as “NIC excellence projects”. These projects are identified by the NIC peer review board on the basis of scientifically outstanding results reached in these projects. In 2014 these projects were:

- “The strong Interaction at Neutron-Rich Extremes” (Prof. Dr. A. Schwenk, Tech. Univ. Darmstadt)
- “Numerical Modelling of Lithosphere and Crystal-Scale Deformation on Geological Time Scales” (Prof. Dr. B. Kaus, University of Mainz)

and in 2015:

- “Structure and Dynamics of Polymers and Lipid Systems” (Prof. M. Müller, Univ. Göttingen)
- “Continuous Time Quantum Monte Carlo for Materials” (Prof. A. Lichtenstein, Univ. Hamburg)

Finally, it should be emphasised that much of the excellent scientific output resulting from the use of the NIC supercomputers would not be possible without the very competent and friendly staff of the JSC, who provide very helpful advice to optimise the program codes and the know-how of using the supercomputers very efficiently. It is a real pleasure to thank them sincerely. Also, the administrative staff at NIC always gives competent and friendly advice and help, and similarly deserves the gratitude of the user community.

At this point, it is a sad duty to remember Dr. Walter Nadler, who has been the head of the NIC coordination bureau since 2008, and suddenly passed away on June 9, 2015. In the process of integrating NIC into the GCS structures and improving the application and peer review procedures he has carried out a wonderful job. NIC presently could not function as efficiently as it does without his dedicated and careful and competent work. NIC misses his enthusiasm and his friendly personality and will not forget him.
The editors also want to thank all the authors who have contributed to this book for their valuable effort. We feel that they have succeeded in providing an impressive overview of the wide range of research topics for which supercomputing makes central contributions. We also thank Ms. Martina Kamps who compiled the contributions and produced this high quality book. Finally we want to thank Dr. Florian Janetzko, Ms. Britta Holßfeld and Ms. Helga Offergeld for their valuable help in organising the 8th NIC Symposium.

Jülich, February 2016
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Obituary

Dr. Walter Nadler
† 9 June 2015

On June 9, 2015, Dr. Walter Nadler passed away at the age of 61. Even to those close to him this came as an unexpected shock.

Dr. Walter Nadler was not only an established expert in simulating complex biological systems, he also excelled as a science manager, efficiently and effectively coordinating peer review procedures which had been established to grant Tier-1 and Tier-2 supercomputer resources to different user alliances. He was the driving force in implementing the GCS governance which was agreed upon by the GCS member centres in 2012/13, where he acted as indispensable advisor to the chairmen of numerous compute time granting commissions.

Walter received his PhD in Physics in 1985 at Technische Universität München, supervised by Prof. Klaus Schulten. In the following years he worked at different institutions, including the California Institute of Technology, Wuppertal University and Michigan Technological University. In October 1996 he joined Forschungszentrum Jülich for the first time and became for two years a member of the HLRZ (later NIC) research group Complex Systems, led by Prof. Peter Grassberger. He collaborated scientifically with many groups, among them the Complexity Science Group at Calgary University and the group Cardiac MRT and Biophysics at Würzburg University. Results of the latter collaboration were honoured 2003 with the Helmholtz prize. In 2007 he joined Forschungszentrum Jülich for a second time and became member of the NIC research group “Computational Biology and Biophysics”, headed by Prof. Ulrich Hansmann. Mid 2008 he was appointed head of the newly established NIC coordination office. Since then he focussed on introducing innovative enhancements to the NIC peer review and FZJ-internal allocation procedures. In 2012 an additional regional peer-review process for researchers from Forschungszentrum Jülich and RWTH Aachen University was approved (JARA-HPC partition), an extraordinarily complex undertaking which succeeded largely thanks to the skill and leadership demonstrated by Walter. One year later, the peer-review process for the newly established GCS Large-Scale Projects - defined by the GCS Governance - had to be integrated and implemented, again done by Walter. In the last few months he provided most valuable input to the redesign of JSCs application and peer-review server software.

A role that Walter will also be fondly remembered for both inside and outside JSC is as an enthusiastic, unflappable and fearsomely efficient booth manager: in this capacity
he organized and coordinated the exhibition of the Jülich Supercomputing Centre at the European International Supercomputing Conference (ISC) and the US Supercomputing Conference (SC) every year since 2008. Under his supervision these exhibitions became a cornerstone with respect to the international visibility of the Jülich Supercomputing Centre.

The Jülich Supercomputing Centre and its partner institutions in the Gauss Centre for Supercomputing, the John von Neumann Institute for Computing, the JARA-HPC Vergabegremium and the Vergabekommission für Supercomputer-Ressourcen at Forschungszentrum Jülich will all sorely miss him.
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Scientific Big Data Analytics by HPC

Thomas Lippert, Daniel Mallmann, and Morris Riedel
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Storing, managing, sharing, curating and especially analysing huge amounts of data face an immense visibility and importance in industry and economy as well as in science and research. Industry and economy exploit “Big Data” for predictive analysis, to increase the efficiency of infrastructures, customer segmentation, and tailored services. In science, Big Data allows for addressing problems with complexities that were impossible to deal with so far. The amounts of data are growing exponentially in many areas and are becoming a drastical challenge for infrastructures, software systems, analysis methods, and support structures, as well as for funding agencies and legislation.

In this contribution, we argue that the Helmholtz Association, with its objective to build and operate large-scale experiments, facilities, and research infrastructures, has a key role in tackling the pressing Scientific Big Data Analytics challenge. DataLabs and SimLabs, sustained on a long-term basis in Helmholtz, can bring research groups together on a synergistic level and can transcend the boundaries between different communities. This allows to translate methods and tools between different domains as well as from fundamental research to applications and industry. We present an SBDA framework concept touching its infrastructure building blocks, the targeted user groups and expected benefits, also concerning industry aspects. Finally, we give a preliminary account on the call for “Expressions of Interest” by the John von Neumann-Institute for Computing concerning Scientific Big Data Analytics by HPC.

1 Introduction

The Helmholtz Association develops and operates large-scale infrastructures and makes them available for scientists, research groups, and communities. The effective usage of these infrastructures is ensured by scientific peer-review. These science-led processes not only guarantee the most beneficial usage of the infrastructures, but also steer their evolution and focus through the involvement of research communities in key areas of science and engineering.

The John von Neumann Institute for Computing (NIC) coordinates the scientific peer-review process for the provision of supercomputing cycles at the Jülich Supercomputing Centre (JSC). Scientists and researchers who apply for computing time on these systems are supported by a continuously growing number of domain-specific Simulation Laboratories (SimLabs) at JSC. The SimLabs offer support on a high level and push forward research and development in co-design together with specific scientific communities that take advantage of High Performance Computing (HPC) techniques in massively parallel applications.

In order to address the challenges of Scientific Big Data Analytics (SBDA) it is essential to enhance the central elements (cf. red box in Fig. 1) as research, development of infrastructures, and especially the provisioning through a scientific peer-review process. The user support through SimLabs and DataLabs, who have an integrating role, needs to be expanded within Helmholtz as well as to communities outside Helmholtz.
The remainder of this paper is structured as follows. After the introduction, the scene is set by clarifying the terms “Big Data” with a focus on “Analytics” as a framework concept for scientific environments in general and Helmholtz in particular. Sect. 3 describes the core building blocks of the infrastructure that are necessary to implement this framework concept, while Sect. 4 provides information on relevant communities and research groups. Sect. 5 then outlines benefits for research and industry when implementing the framework concept. Sect. 6 gives insight into the initial steps already undertaken to realise parts of the framework and its implementation using a couple of case studies as examples.

2 Big Data in Science and Engineering

2.1 On Understanding “Big Data”

Simple definitions of “Big Data” refer to data sets that become so large that it is impossible to process them using traditional methods. This definition leaves many questions unanswered such as “what are traditional methods” or “what exactly means processing in this context”. This is in particular the case when one considers the difference of processing and traditional methods in science and industry. More recently, the term “Big Data” is often used to refer to data challenges with an increasing number of the (in)famous “Vs” such as “Variety”, “Volume”, “Velocity”, “Veracity”, “Variability”, and most notably “Value” that altogether emphasise the fact that the “Volume” alone is not necessarily the only problem.

Economy and industry have a variety of applications for “Big Data”: personalised marketing and product offerings, product development according to trends, infrastructure expansion based on usage statistics, or better logistics are only a few examples. For these purposes the customer behaviour is analysed and used to e.g. personalise advertisements, or to optimise logistics chains of supermarkets, or the infrastructure of wireless carriers. The goal is to deliver the best product or best service literally tailored for a customer at minimal cost. This is often achieved by focusing on “correlation” and related statistical
models that indicate a pattern in datasets. For product development, additional data is used, e.g. material properties, production costs, or measurement data obtained from production machines to help developing innovative products and to remain competitive in the market.

In science and research, Big Data in the context of our framework illustrated in Fig. 1 means, that based on data analysis, complex questions are dealt with, models are refined, or new models are developed. In contrast to just analysing Big Data for correlations and trends (cf. Google Flu Predictions\(^1\)) as often done in industrial research questions, science and research need to focus on causality in order to prove or disprove a specific hypothesis including also the reproducibility of scientific findings (cf. “lack of Google Flu predictions”\(^2\)).

In all scientific areas, the amount of data is increasing and the addressed problems become more complex. This is also due to the impact of “open scientific data” providing much more opportunities for data fusion by using multiple datasets in one scientific use case. Unfortunately, current state-of-the-art processing technologies can only handle a few TeraBytes. Beyond these limitations, methods of parallel data management and high performance computing need to be exploited. The largest data sets that have to be analysed in leading projects require to process several PetaBytes. It is almost impossible to handle data sets of this size in universities or research institutes. This task is reserved for large-scale research institutions and research infrastructures.

### 2.2 Scientific Big Data Analytics (SBDA)

The field of Big Data is strongly influenced by books such as “Big data: A revolution that will transform how we live, work, and think”\(^3\) as well as commercial use cases such as “Industry 4.0”, whereby factories of the future are automatically built and optimised by their machines that continuously measure and exchange data or industrial case studies about predictive maintenance, potentially leading to massive reductions in operating costs of large machines. The enormous momentum in media and industry leads to the development of a wide variety of technologies that constantly change and thus tends to impede stable algorithm development (cf. the relatively fast move from map-reduce\(^4\) solutions based on Apache Hadoop\(^5\) 1.0, 2.0, and more recently Apache Spark\(^6\)).

Some of our latest findings reveal that many solutions based on these recent technologies cannot offer effective algorithmic solutions required by science. Examples include classification algorithms like support vector machines (SVMs)\(^7\) as shown in Cavallaro et al.\(^8\) or clustering algorithms like density-based spatial clustering of applications with noise (DBSCAN)\(^9\) as shown by Goetz et al.\(^10\). Due to constant change of the basis technologies and because of the significant lack of yet to be developed or commonly adopted standards for remote and distributed processing, a community agreed algorithm code (e.g. as often seen in the simulation sciences – based on the mature and strong message passing interface – such as numerical weather prediction codes\(^11\)) is thus hard to establish. The constant changes also lead to resource usage focusing on demonstrating new technology options rather than algorithms supporting deep scientific hypothesis analysis and testing. We strongly believe that a community-led and accepted peer-review in the field of SBDA can bring a major consolidating effect to the development of this technology field in general and could push its technical maturity in particular.

Researchers are constantly distracted from exploring new and partly innovative technologies (with often rather similar functions for a variety of scientific problems) and in too
many cases lack a sound infrastructure for developing solutions beyond small-scale technology islands or simple testbeds. The notion Scientific Big Data Analytics comprises the work of researchers and engineers, that is based on the creation and analysis of big data sets, and thus relies on the availability of appropriately sized infrastructures, in order to be competitive in the respective domain. It is necessary to provide large-scale infrastructures to scientists and engineers of universities and research institutes, who perform projects with highest demands on storing, transfer, and processing of data sets. The provisioning should be done similar to the provisioning of HPC resources as done for the simulation sciences since many years. This constitutes a key element in the SBDA building block in our framework shown in Fig. 1.

To guarantee that the data analysis achieves the highest scientific quality, it is necessary to apply the principle of autonomous controlling of resource allocation by science in a competitive peer-review process, like it is common practice for international large-scale infrastructures. In addition, the scientific controlling of resource allocations will allow to focus on problem areas that are highly relevant for science and society. The steering process prevents that science gets lost in the details of this industry-driven topical area, with many technologies that are highly relevant only for industry (e.g. recommender engines, shopping basket association rule mining, etc.). Instead, new approaches will be developed and, subsequently have to be translated to economy and industry. Scientific approaches will mature, leading to community-approved codes to tackle an ever increasing amount of research questions.

2.3 Helmholtz-Specific Elements

The framework as outlined in Fig. 1 puts strong emphasis on the Helmholtz association being in a key position to realise SBDA. Firstly, in its role as operator of infrastructures, like supercomputers and data storages of the highest performance category, secondly, as leading organisation for research and development in this domain, and thirdly, with its internationally acknowledged competence in the scientifically controlled allocation of resources of large-scale instruments, not to forget its experts from a variety of application domains. Given these strong competences, Helmholtz is able to push the field forward and help to achieve new insights for science and society. To give an example, solving a wide variety of inverse problems from the field of Big Data as available in Helmholtz centres can actually lead to better algorithms for simulation sciences that in turn then deliver more accurate models to understand our world. In order to establish this strong productive loop between HPC simulations and more data-intensive applications, a strong foundational infrastructure is required with technologies as mature as seen today in the field of scientific computing.

Fig. 2 illustrates one of the key capabilities of Helmholtz we refer to as “full productive loop for SBDA”. Big Data is already an integral part of many Helmholtz centres and most centres have demands for data storage, management, and data analysis, as it was already outlined in a Helmholtz concept paper 2012 (“Further Development of High-Performance Computing and Big Data Management in the Helmholtz Association”). The user demand is the key driver for the Helmholtz Association as a whole. But in contrast to many other scientific associations, Helmholtz can as well provide the large-scale resources that are required in order to tackle Big Data and its challenges – with sustained superior performance.
The leading organisation in the Helmholtz Association at the forefront of simulation and data intensive computing is the John von Neumann-Institute for Computing (NIC), a long-standing partnership of the research centres Jülich, GSI and DESY.

3 Infrastructure

3.1 Infrastructure Research

The analysis of scientific data sets is characterised by well established methods and algorithms from mathematics and computer science, which evolved over decades, and which now reach their limits with the exponentially growing demands of Big Data. This is especially true for the scaling of algorithms and the throughput in data analysis. Core principles, like parallelisation, can be adapted from other areas, like HPC Examples include the use of “halo/ghost areas” in smart domain decompositions or the use of parallel and scalable I/O. In this manner, several limitations can be overcome. Of course, new methods have to be developed, and in parallel, the process for scientific and engineering application enabling must be established in the infrastructures. Concrete issues will be solved in co-design with industrial partners. Further challenges in the area of data privacy and security are closely coupled to the research area cybersecurity, and SBDA will be a central use case for this. This kind of infrastructure research is a first core building block of our framework implementation shown in Fig. 1.

3.2 Infrastructure Development

The continuous development of compute and data systems is essential for the continuous advancement of the infrastructure, which simultaneously must offer stable operation and

Figure 2. The “full productive loop of SBDA”.
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usage, in order to allow researchers and engineers to stay competitive in their domain. Big Data currently is shaped by many new approaches for software systems, which are too disjunct to offer efficient and stable usage. Several of these approaches are driven by technologies originating in the fast moving industrial sectors as outlined above (Hadoop 1.0, Hadoop 2.0, Google Dataflow, Apache Spark, or Hana and Teracotta for in-memory databases). The usability of these software systems for scientific applications needs to be evaluated and compared to well established approaches (e.g. message passing and/or parallel I/O in simulation sciences), and, if suitable, must be further developed. The development of the provided compute, data, and software systems in community and multidisciplinary compute and data centres will be driven by the demands of the scientific applications.

3.3 Infrastructure Provisioning

In order to reach the highest scientific quality in data analysis and the greatest possible advancement in research and development in SBDA by HPC, it is crucial to establish the scientific competitive peer-review process for the allocation of resources as shown in the third core building block in Fig. 1. A well known institution for scientifically controlled allocation of resources is the Scientific Council of the John von Neumann-Institut for Computing (NIC), who allocates a major part of the computing time of the supercomputers operated by JSC to scientists in Helmholtz and throughout Germany. The NIC allocation principles served as a blue print for the allocation of computing time in the Gauss Centre for Supercomputing (GCS) as well as the Partnership for Advanced Computing in Europe (PRACE). Given NIC’s strong experience over many years and its scientific advancement, it is natural to apply the NIC provisioning concept to data infrastructures and analysis resources. This kind of provisioning together with the activities in the Helmholtz programme “Supercomputing & Big Data”, will promote research and development for supercomputing and data infrastructures. It is at the heart of truly innovative SBDA.

3.4 Data- and SimLabs

The efficient usage of these infrastructure will be made possible through interlocking the domain-specific SimLabs for scientific computing with domain-specific DataLabs. In this respect, it is important to realise that data analysis, and simulation are not separable. This fact is clearly outlined in one of the recent reports of US Department of Energy that suggests that “computing gets more intertwined with data analysis”\(^{12}\). Many scientific projects show that there is no border between simulation and data analysis, because the HPC-driven data modelling is mandatory for solving grand challenge problems as shown in Fig. 2 while data analysis is equally important for empirical research and theory. While numerical simulations with HPC, based on physical laws or engineering models are key of bridging experiment and theory, SBDA and its full loop provide the “breakwaters for HPC” to safeguard these bridges from collapsing while faced with an ever increasing number of big data waves.

What is more, DataLabs and SimLabs as shown in Fig. 1 have an important role in establishing SBDA as a central element with international dimension promoted by their members. In order to assemble teams with highest competence, the members need to be
recruited based on international reputation and scientific standing. More notably, they have to be enabled to link with their scientific communities in the best possible way. Ideally, as shown in SimLabs by supporting and driving community codes, key scientific and engineering data-intensive algorithms, mostly developed in international collaborations, must be supported and further developed within such DataLabs.

4 Communities and Research Groups

It is the users of the infrastructures, scientific communities and research groups, that define which methods, algorithms, and approaches, are relevant for their domain. Those methods, algorithms, and approaches are the ones to be further developed and improved and are selected as part of the infrastructure provisioning. The SimLabs and DataLabs as installed by the JSC in recent years are the liaison teams that can coordinate the development and can push the transfer of algorithms and tools into the infrastructure. In order to accomplish this objective, SimLabs and DataLabs must be integrated into the respective research communities. The latter condition is of key importance since many techniques and solutions to Big Data challenges will be developed by geographically dispersed research teams, that often lack proper communication and exchange on the synergistic level.

Analysing JSC’s SimLabs activities reveals that several of them are already working on data-intensive aspects. The JSC will strongly foster data science aspects in the existing SimLabs. One can expect to see quite some impact in the following communities served by JSC’s Sim/DataLabs in the next years: terrestrial systems, climate sciences, neuroscience, computational biology, molecular systems, to name a few. Examples of fields, that today demonstrate these trends, can be found in the earth sciences (e.g. hyper-spectral earth observation image data) and in the medical sciences (e.g. high-resolution medical image data).

An important driver of SBDA activities will be the availability of publicly shared datasets. Many large funding organisations (e.g. the European Commission) or major community journals are pushing in the direction to publish not only scientific findings in a journal, but also to make associated datasets publicly available. The technologies to enable full reproducibility of paper findings from such datasets are still in their infancy, but are continuously developed. These technologies and the subsequent larger public data access will profoundly influence the activities of communities and research groups in data-intensive computing in the next decades.

What is more, one can foresee an increasing number of scientific cases where the availability of data across different scientific domains will provide so far unknown research opportunities. This demands that SimLabs and DataLabs from different domains should not work in isolation from each other, but may tackle joint Big Data challenges. Examples would be in the area of earth sciences where climate challenges directly or indirectly influence modelling and data-intensive computing of terrestrial systems.

5 Benefits

5.1 Grand Challenges

The framework sketched for large-scale research including infrastructure activities and users as shown in Fig. 1 will allow to tackle societal and scientific grand challenges in
innovative ways (e.g. solving inverse problems jointly with HPC simulations). In an initial survey throughout the Helmholtz Association, 14 domains were identified including one or more Helmholtz centres each, which encounter major challenges in their scientific data analytics. Among others those domains are climate research, epidemiology, environmental diseases, water research, or polar and marine research. Additional domains and research areas will be identified in the context of research groups at universities and research institutes.

It should be emphasised that methodologies, algorithms, tools, and analysis procedures originating in fundamental research very often are the basis to support solutions of grand challenges pursued in the applied sciences. The interlinked SimLab-DataLab framework is a catalyst to realise this transfer. Examples from energy are areas like Smart Grids, electric mobility, and battery research, in health sciences the DataLab Neuroscience supports, for instance, the development of the three-dimensional model of the human brain.

5.2 Benefits for Industry and Economy

Industry and economy in general analyse data in order to solve issues different from scientific research. However, methodologically, both sides often need to use the same algorithms and tools. The activities in research and development will influence the activities in industry and economy through improved algorithms and methods developed in joint research. Small and medium enterprises can benefit, because they can overcome scaling issues they face while expanding without the need to employ their own data science teams. In addition Sim- and DataLabs are supposed to also support industry and economy through targeted contract research for a limited period, coordinated by a so-called industry hub currently put up by the JSC.

Moreover, SBDA activities have been started such as the German initiative “Smart Data Innovation Lab”\textsuperscript{11}. Here, data-intensive computing challenges are tackled in the four domain areas energy, industry 4.0, smart cities, and personalised medicine. Research organisations in Germany with quite a few companies formed this collaboration in order to jointly tackle problems in industry and economy. While the infrastructure is just getting started to be used by selected scientific cases, one can already observe many options for improvements taking into account major arguments of this paper. Most notably, the current infrastructure is driven by High Throughput Computing (HTC) needs and technologies while solutions based on HPC are equally important to be considered in order to consistently provide benefits for industry and economy, not to forget the quality assuring principle of peer-review.

6 Scientific Big Data Analytics by HPC – Expression of Interest

In order to gain better insights into the demand by communities and requirements for SBDA, the JSC has performed an initial step towards implementing principles as proposed in this paper. The importance of data analytics, management, sharing, and preservation of very big, often heterogeneous or distributed data sets from experiments, observations and simulations is of increasing significance for science, research and industry. This development has been recognised by many research institutions, among them leading HPC centres. They want to advance their support for researchers and engineers using SBDA by HPC.
At the beginning of 2015, the John von Neumann Institute for Computing (NIC) has, for the first time, invited Expressions of Interest (EoI) for SBDA projects using HPC to identify and analyse the needs of scientific communities. The goal is to extend and optimise the HPC and data infrastructures and services in order to provide optimal methodological support. As described above, a peer-review was performed on the EoI submissions in a similar manner as known from HPC calls. The EoIs have been submitted from various domains. They clearly demonstrate in which areas SBDA by HPC is of major importance:

EoI submissions have been received in the field of Biology where HPC knowledge mining of molecular structure data was considered to be an interesting challenge for SBDA. These contributions already showed how intertwined approaches for SBDA, using machine learning and statistical data mining on the one hand, can be successfully combined with HPC technologies on the other hand. This fact is further underpinned with evidence by two more EoI submissions related to HPC simulations: One is on the statistical analysis of high-Rayleigh number turbulent convection data while the second outlines Big Data challenges and opportunities in the area of turbulence databases from direct numerical simulations.

Two EoI submissions in the area of earth sciences are related to each other. Big Data challenges from the SimLab Climate Science raises the demand for a joint atmospheric data repository and processing unit in order to advance in SBDA while the SimLab Terrestrial Systems outlines challenges for the implementation of a high-performance big data storage and analysis framework for large-scale earth science simulations.

A further EoI submission in the field of neurosciences raised the request for the availability of more parallel and scalable SBDA algorithms such as deep learning and unsupervised clustering for analysis of cellular cortical structures in the human brain. While this contribution was focused on statistical data mining aspects, a further EoI contribution described SBDA challenges to solve inverse problems by big data evaluations for a high complexity energy meteorological in situ analytics application. Finally, turning to particle physics, a lattice QCD submission is highlighting several Big Data challenges in the post-processing steps of a large-scale simulation project.

7 Conclusions

The first experiences with SBDA by HPC in the EoI call of the John von Neumann Institute for Computing tell that there is an urgent demand for an SBDA framework concept as provided in this paper. The Helmholtz infrastructure as outlined promises to implement SBDA by HPC in a sustainable manner, with SimLabs and DataLabs as well as autonomous scientific peer-review by community representatives as a cornerstone.
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The Ultra-relativistic Quantum Molecular Dynamics Model (UrQMD) has been updated and applied to explore rare particle probes in nuclear collisions. Such simulation tools allow to explore the dynamics of the strongly interacting matter (i.e., matter described by Quantum Chromodynamics, QCD). The model was supplemented with novel reaction channels to explore the production of multi-strange particle probes in heavy ion collisions. The extended model has been used for simulations of nuclear collisions at beam energies in the 1-2 GeV/nucleon domain to explore the properties and particle production mechanisms in the dense QCD medium created.

1 Introduction

Quantum Chromodynamics (QCD), sometimes also called the strong interaction, is the fundamental theory governing the interactions in the atomic nucleus, i.e., between the protons and neutrons. Also the neutrons and protons themselves are built up from strongly interacting elementary particles, called the quarks and the gluons. While lattice QCD allows to obtain \emph{ab initio} results based on the Lagrangian of QCD, this approach is restricted to static equilibrium conditions and does not allow to model dynamical processes. Unfortunately, dense and hot QCD matter is usually created by the collision of heavy ions, e.g., Gold on Gold collisions, producing a transient state that finally decays into “stable” particles that can be detected by the experiment. Therefore it is necessary to connect the lattice QCD results with a dynamical evolution model of the matter to allow for a comparison with the experimental observables. A well-established approach to simulate the evolution of QCD matter is the Ultra-relativistic Quantum Molecular. This model combines relativistic Boltzmann dynamics for the initial and final stages of the reaction with a hydrodynamic model for the hot and dense stages of the reaction. At lower energies, however, a decoupling of the hydrodynamic stage and the Boltzmann phase is not possible and a direct Quantum Molecular Dynamics simulation is employed to integrate the equations of motion. Within the last years the simulations where updated\textsuperscript{1,2} to describe rare channels of multi-strange particle production to gain important insights into the creation mechanisms of these states and the properties of the matter created.

In Sec. 3 the UrQMD model will be introduced and the main modifications will be outlined. Sec. 4 introduces the topic of subthreshold particle production. Finally, Sec. 5 will then discuss the results for the multi-strange particle production and provide a comparison to the HADES data. The paper will finally conclude and provide some outlook.
2 Motivation

QCD matter under extreme conditions is created in today's largest accelerator facilities, namely the Large Hadron Collider (LHC) and the Super Proton Synchrotron (SPS) at CERN. At lower energies, the relativistic heavy ion collider RHIC at Brookhaven allows to explore the energy excitation function of observables, while GSI and FAIR at Darmstadt will map out the low energy and high density regime. The systems created in such collision has a typical life time of $10^{-23}$ seconds and temperatures above a billion degrees, the densities are similar to those expected in neutron stars. The measured particle spectra generally only allow to reconstruct the emission momenta of the particles and their mass after most of the produced particle have already decayed. A major task is to relate these particle spectra to the properties of the matter, e.g. the temperate and density (the Equation of State), the degrees of freedom during the hottest and densest time and other properties, e.g. viscosities and in-medium spectral functions of hadrons.

Recently two kinds of rare probes have gained a lot attention in the GSI energy regime: I) multi-strange hadron production, i.e. the production of exotic particle consisting of strange quarks like the $\Phi$ meson (a strange-anti-strange state, $s\bar{s}$) or the $\Xi$ baryon, a $sss$ state. II) leptonic probes, here specifically pairs of electrons that are emitted from the reaction zone. The HADES experiment at GSI has recently observed unexpectedly high yields of multi-strange $\Xi$ baryons in Ar+KCl reactions at 1.75 GeV beam energy. This observation could not be explained in terms of statistical models or state-of-the-art transport simulations. A similar situation arose in the recent past with the production of the multi-strange $\Phi$ meson in the same energy range. The observed strong enhancement of both hadron species can now be explained and will allow to probe multi-step processes and new production channels as will be detailed below.

A better understanding of strange particle production is not only relevant for elementary particles, but also servers as input for simulations of exotic hyper matter states, e.g. $^3\Lambda$He and heavier states\textsuperscript{3-5}.

3 The UrQMD Model

UrQMD is based on the solution of a coupled set of Boltzmann equations for the time evolution of each hadron species. The main inputs for the simulation are the properties of the individual hadrons supplemented by the interactions cross section. The cross sections are either fitted to available data, calculated from effective models or taken from the additive quark model. Hadron production in the UrQMD transport model\textsuperscript{6,7} proceeds through different channels: The excitation and de-excitation (decay) of hadronic resonances, the excitation and de-excitation of a string and the annihilation of a particle with its anti-particle. Strangeness exchange processes, which can change the flavour content of a hadron are also included\textsuperscript{1}. The probabilities of the different processes are governed by their reaction cross sections. These cross sections serve as input for the model and are, whenever possible, taken from experimental measurements of elementary (binary) collisions. For example the total and inelastic cross section of binary proton+proton collisions has been measured in many experiments over a wide range of beam energies\textsuperscript{8}. The difference between the total and elastic cross section therefore should correspond to the inelastic cross section.
Here again, many different reactions are possible. In UrQMD the inelastic part of the nucleon+nucleon cross section (up to a certain energy) is described by resonance production channels. The possible channels of resonance excitations are divided into several classes:

1. $NN \rightarrow N\Delta_{1232}$
2. $NN \rightarrow NN^*$
3. $NN \rightarrow N\Delta^*$
4. $NN \rightarrow \Delta_{1232}\Delta_{1232}$
5. $NN \rightarrow \Delta_{1232}N^*$
6. $NN \rightarrow \Delta_{1232}\Delta^*$
7. $NN \rightarrow R^*R^*$

Here $R^*$ could be any excited $N^*$ or $\Delta^*$ state. Since a large part of the channels are not known, or only measured within a limited energy interval one uses an effective parametrisation of the different cross sections.

4 Sub-Threshold Particle Production

If the centre-of-mass energy of the collision is below the threshold for the production of a certain hadron type, these interactions are called sub-threshold. Sub-threshold collisions are therefore prime testing grounds for multiple interactions. When discussing sub-threshold production of $\phi$'s and $\Xi$'s in nuclear collisions one should note that there are two distinct mechanisms which allow for the production of hadrons with masses, higher than what would be energetically forbidden in elementary reactions:

1. One is the fact that in a nucleus, the nucleons acquire a Fermi momentum due to their bound state. Because of the Fermi momenta, the actual energy of two colliding nucleons will not be exactly the beam energy but a smeared out energy distribution. This allows for collisions of nucleons at energies higher than the actual beam energy.

2. Furthermore energy can be accumulated due to secondary interactions of already excited states, produced earlier in the collision\textsuperscript{9,10}.

As an example for deep sub-threshold production of multi-strange hadrons we will first investigate the production probability of resonance states with sufficiently high mass to produce a $\phi$ or $\Xi$ in collisions of Ca+Ca (corresponding to the Ar+KCl collisions studied at the HADES experiment). In such collisions, from the Fermi momenta alone, about two percent of all primary $N + N$ collisions will have an invariant mass large enough to produce a $\phi$ meson, while essentially none has sufficient energy to produce a $\Xi$. Even though a small fraction of initial collisions has sufficient energy to produce a $\phi$, none can be produced at this energy through a string excitation because in the string picture a $\phi$ can only be created together with a $K + \bar{K}$ pair, increasing the effective threshold for $\phi$ production by a string fragmentation by an additional 1 GeV.
Figure 1. Invariant mass distribution of $N^*$ resonances produced in collisions of Ca+Ca at a fixed target beam energy of $E_{lab} = 1.76$ A GeV. We consider events with an impact parameter smaller than $b < 5$ fm, in accordance with HADES experiment specifications. The vertical green dashed line indicates the maximum mass a $N^*$ can have in an elementary $N + N$ collision at the same beam energy. The vertical red line depicts the $\phi$ production threshold mass while the black line corresponds to the $\Xi^+$ + $K + K$ threshold mass.

Fig. 1 shows the calculated invariant mass distributions of $N^*$ baryons produced in Ca+Ca collisions at a fixed target beam energy of $E_{lab} = 1.76$ A GeV and a centrality range of $b < 5$ fm. The vertical green dashed line indicates the maximal $N^*$ mass possible in elementary $NN$ reactions at the same beam energy. It is clear from this figure that a substantial number of $N^*$ resonances with masses larger than the apparent threshold energy is produced in the nuclear collision. We also indicate, as vertical lines, the minimal mass a $N^*$ would need in order to decay into a final state with a $\phi$ (red line) or even $\Xi$ (black line). From this distribution we conclude that a moderate amount of excited states with sufficiently high mass are available that may produce $\phi$ mesons as well as $\Xi$ baryons.

In the following we explore decays of the most massive $N^*$ resonances implemented in UrQMD, namely the $N^* \rightarrow N + \phi$ and $N^* \rightarrow \Xi + K + K$ channels, in order to describe the production of $\phi$ and $\Xi$ particles near and below their elementary threshold energies. In particular we will use the $N^*(1990)$, $N^*(2080)$, $N^*(2190)$, $N^*(2220)$ and $N^*(2250)$ states included in the UrQMD model, as their decay channels are experimentally not well constrained and they have a sufficiently large mass.

Using ANKE data we find, that a branching fraction of $\frac{\Gamma_{N^* + \phi}}{\Gamma_{tot}} = 0.2\%$, for all the above mentioned $N^*$ resonances, provides a very good description of the measured $\phi$ production cross section in proton+proton reactions at ANKE. The new HADES data on $\Xi$ production in p+Pb reactions is used as a proxy for the unavailable elementary collision data to fix the $N^* \rightarrow \Xi + K + K$ branching fraction. To describe the measured production yield of $\Xi^-$'s we obtain a branching fraction $\frac{\Gamma_{N^* + K + K}}{\Gamma_{tot}} = 10\%$ for all $N^*$ states mentioned above, that have a sufficiently high mass for this decay.
Figure 2. Different strange particle ratios from the UrQMD model in its default settings (green squares), compared to our results including the new $N^*$ decays (red triangles). We compare the simulations for Ca+Ca at $E_{lab} = 1.76$ A GeV and $b < 5$ fm with published HADES data\textsuperscript{12–15} for Ar+KCl collisions at the same beam energy (blue diamonds)\textsuperscript{2}.

5 Comparison to HADES Data

Having constrained the branching fractions, we employ this new mechanism to estimate the production probabilities of $\phi$'s and $\Xi$'s in nuclear collisions, particularly at sub-threshold energies. In Fig. 2 we present results on strange particle ratios, in Ca+Ca collisions at $E_{lab} = 1.76$ A GeV. The default calculation with the previously released UrQMD version (v3.4) is shown as as green squares. Compared to the default calculation we show the new results, including the $\phi$ and $\Xi$ decay channels of the $N^*$ as red triangles. A considerable increase in the $\phi$ and $\Xi^-$ production is visible. More importantly when we compare all the obtained strange particle ratios with Ar+KCl data from the HADES experiment (blue diamonds) we observe a very good description of all measured ratios, including the $\phi$ and $\Xi$. Such a good description of the full set of data has not been achieved in any previous study. Hence, we conclude that strange particle production in Ar+KCl collisions at the HADES experiment can be explained, and is in fully consistent, with production cross sections obtained in elementary reactions.

In Fig. 3 we present predictions for the same strange particle ratios shown in Fig. 2, in Au+Au reactions at 1.23 A GeV with the new $\phi$ and $\Xi$ production channels. The red triangles indicate the ratios for Ca+Ca collisions already shown in Fig. 2 for comparison, while the black triangles are the predictions for Au+Au collisions at a beam energy of $E_{lab} = 1.23$ A GeV and $b < 9.5$ fm. Collisions at this energy have been recently investigated at the HADES experiment. Up to now only preliminary data is available for few particle ratios, shown as blue diamonds. Apparently the preliminary $\phi/K^-$ ratio seems to indicate a small difference between data and our model study. It will be very interesting to
Figure 3. The same particle ratios as in Fig. 2 for Au+Au reactions at $E_{\text{lab}} = 1.23$ A GeV, calculated with the UrQMD model, including the new resonance decays. The red triangles correspond to the results for Ca+Ca, already shown in Fig. 2. Preliminary HADES data$^{16}$ is shown as blue diamonds$^2$.

see whether this holds for the final data and whether a similar difference will also be seen for the $\Xi^-/\Lambda$ ratio.

6 Summary

We have implemented novel production channels into the Ultra-relativistic Quantum Molecular Dynamics model. These new channels allow to explain both, the $\Phi$ and $\Xi$ production in sub-threshold reactions studied at GSI-HADES. As next steps we aim to explore the implications of these novel channels for further reactions.

Acknowledgements

This work was partially supported by the State of Hesse via the LOEWE-Center HIC for FAIR. H.P. was supported by the Helmholtz Association.

References

Contact Mechanics and Fluid Leakage Near Percolation

Wolf B. Dapp and Martin H. Müser

John von Neumann Institute for Computing and Jülich Supercomputing Centre, Institute of Advanced Simulation, Forschungszentrum Jülich, 52425 Jülich, Germany
E-mail: {w.dapp, m.muese}@fz-juelich.de

In this work, we present calculations on the leakage of fluid through the gap that forms between a rigid substrate with microscopic roughness and a flat but elastically deformable counter body that is pressed against the substrate. We find that the resistance to flow near the percolation threshold is determined by one, or at most very few constrictions. These constrictions can be described as saddle points and their contact mechanics determine the critical flow rather than the gap topography at large scales.

1 Introduction

The leak rate of simple fluids through an interface formed by a seal and a rigid, randomly rough surface decreases roughly exponentially with intermediate loads \( L \) squeezing seal and surface together\(^1\text{–}^3 \). At very high loads, the flow falls off even more quickly with \( L \) and eventually comes to a complete stop. The accepted picture is that beyond a threshold load, no more percolating open channel exists in which the fluid can pass from one side of the contact to the opposite side\(^4\text{–}^6 \). The analysis of the leak-rate problem has gained recent momentum mainly for two reasons: the contact mechanics theory by Persson\(^7 \) allows one to make quantitative predictions – also for the leakage of seals\(^2\text{–}^4,8 \) – with little numerical effort. Large-scale computer simulations\(^5,6,9\text{–}^{11} \) have likewise progressed due to algorithmic developments and an increase in computing power making it possible to simulate ever more complex systems.

To describe theoretically the leak-rate of (static) seals, Persson and coworkers have pursued two approaches. One\(^2 \) is based on the idea that close to percolation all fluid pressure falls off at the constriction interrupting the last percolating channel at the critical load \( L_c \). The topography of this critical constriction and thus its flow resistance is determined with Persson’s contact mechanics theory. The second approach\(^3 \) is footed on Bruggeman’s effective medium theory. It allows one to estimate the resistance to Reynolds flow from the distribution of interfacial separations\(^12 \). The latter can be deduced to high accuracy from Persson’s contact mechanics theory\(^8,13,14 \).

Although the leak-rate theory of seals has successfully reproduced both experiments\(^2,3 \) and simulations\(^6 \) in the pressure range where flow is suppressed exponentially with \( L \), it is questionable whether it also describes flow close to the percolation point. Investigations on this issue are presented in this contribution. We note that our problem differs from the random (on/off) resistance networks\(^15 \), or simple generalisations thereof, like the Lorentz\(^16 \) or Swiss cheese model, which are often seen as generic models for percolation. In those models, conductivity is finite or zero in a given bond or domain. In our percolation problem, the local conductivity evolves smoothly to smaller values as the load increases and continuously approaches zero when the local gap between seal and substrate closes.
2 Methods

To find a realistic channel geometry, we need to simulate contacts in which roughness scales over at least $2 - 3$ decades of spatial scale. In order to make predictions that can be compared to continuum theory, the smallest lengthscale has to be sufficiently discretised, which adds another decade (away from the percolation threshold) or even more near the percolation point. Thus, in a brute-force analysis of the problem, the linear length of the system can be easily $10^5$ discretisation points long, which boils down to $10^{10}$ surface grid points in a Fourier-based boundary element method like Green’s function molecular dynamics (GFMD)\(^\text{17}\). Modern multi-scale methods that are not based on (fast) Fourier transforms cannot handle the problem more efficiently, due to the complexity of real contact (except at very small contact pressures, when contact is only formed at an isolated mesoscale asperity) and the long-range nature of elastic interactions. Last but not least, solving Reynolds’ thin-film equation on a given domain can entail lengthy computations, whose solution time increases with the complexity of the open channel structure unless efficient solution strategies are pursued. In the following, we summarise the numerical methods we use.

General setup. We consider a system where there is a reservoir of liquid on one side, with a fluid pressure of 1, and on the other there is a sink for said liquid, with a pressure of 0. In the transverse direction the system is periodic. Since the choice of which direction is vertical and which one is horizontal is arbitrary, for each surface we also calculate the flow through the corresponding contact with a transposed surface. In addition, we also compute the flow through a contact where the surface is inverted. We performed these calculations for 6 different surfaces (with different random seeds).

Main aspects pertaining to contact mechanics. The liquid has to pass through channels created by pressing a rigid, randomly rough and a compliant, smooth surface against one another. The surfaces are created by treating the Fourier coefficients of the height spectra as (complex) random numbers whose first moment disappears and whose second moments satisfy

$$\langle \tilde{h}(q)\tilde{h}^*(q) \rangle \propto q^{-2(1+H)}\Theta(q_s - q),$$

where $H$ is the Hurst roughness exponent and $q_s = 2\pi/\lambda_s$ with $\lambda_s$ being the cutoff at short wavelengths. The elastic side is pressed against this substrate but not allowed to penetrate it via a hard-wall constraint. The displacement is considered as a scalar, with all lateral displacements neglected. Details can be found in the literature\(^\text{18}\).

Main aspects related to computing the flow. We calculate the fluid flow using the stationary Reynolds thin-film equation. This means that each point in the interface is assigned a conductivity that scales as the third power of the interfacial separation. The hypre package\(^\text{19}\) together with GMRES (generalised minimal residual) methods\(^\text{20}\) and multigrid preconditioners is used to solve the sparse discretised Reynolds equation. Our in-house code is MPI-parallelised and uses HDF5 for I/O.

Scaling tests. Both GFMD and our Reynolds solver scale well with the number of processors. This is demonstrated in Fig. 1, where we show the extrapolated time it would take
one MPI rank to make one time step per particle or one iteration per grid point as a function of the requested nodes. In GFMD, this time is around $\gtrsim 1.3\,\mu s$ with a cumulative loss of efficiency of a factor of $\lesssim 2$ when increasing the number of cores. The FFTW library decomposes the domain of a 2-dimensional Fourier transform into stripes. We find that below a stripe width of $16$, the efficiency plummets because communication starts to dominate. This, together with the limit of $16\,\text{GiB}$ of memory per JUQUEEN node limits the maximum system size we can tackle to $524,288$ grid cells in linear direction, using $65,536$ cores. A different FFT library with a different domain decomposition may remove this limitation, and allow the GFMD code to scale across the entire JUQUEEN. The number of iterations needed to reach convergence does not depend strongly on the system size, and the complexity of each step scales with $O(N \log N)$. Each grid point requires $\approx 128\,\text{Byte}$ of memory.

The Reynolds solver uses hypre, which is parallelised using a square domain decomposition. We find it ceases to scale well if each processor works on less than $512 \times 512$ grid points. At this workload per processor, compared to larger squares, the efficiency has dropped by only $\lesssim 20\%$. However, the number of steps to reach convergence increases with increasing system size and complexity, and thereby sets limits on the maximum problem size. The memory demands per grid point of the Reynolds solver are greater than that of GFMD by about a factor of $2$ to $4$, depending on the specific solver used.

3 Results

3.1 Flow through Gaps Between Seals and Self-Affine Rough Surfaces

As the initial step of our simulations, we determine the critical load $L_c$, which is the external load $L$ squeezing the seal against the self-affine rough surface, above which no more open fluid channel percolates through the system. We find (for a Hurst exponent of $H = 0.8$, which is a typical value for technical and natural surfaces alike) that $L_c$ is the
load needed to induce a relative (critical) contact area of $a_r^* = 0.413 \pm 0.018$. This result is in line with our previous estimate\(^6\) of $a_r^* = 0.42 \pm 0.02$. While this value may seem remarkably close to the value of $\approx 0.4073$ for a square random site-percolation model, there is no a priori reason why the result should be the same, because the self-affine roughness induces long-range correlations in the surfaces that are not present in a random-site model. Additionally, our contacts live on a continuum, which we represent by resolving the smallest wavelength in our system by many points. Their number increases from 4 far from the percolation threshold to 128 close to it.

Well below the critical load, i.e., at $1 - L/L_c \gg 0.2$, we find that the fluid current drops roughly exponentially with the load. For larger loads, i.e., in the vicinity of the percolation threshold, see also reference\(^{21}\), the fluid current $j$ disappears according to

$$j \propto (L_c - L)^\beta$$

with $\beta \approx 7/2$. The exponent is deduced from data such as that shown in Fig. 2.

![Figure 2](image.png)

To rationalise this behaviour, it is instructive to visualise the fluid flow. This is done in Fig. 3. It shows that the assumption of the critical junction theory appears to be valid, i.e., the fluid pressure drops in quasi-discrete jumps at narrow constrictions. In-between two constrictions, the fluid pressure is essentially constant.

### 3.2 Critical Flow in Isolated Constrictions

To rationalise the critical flow in the previous section, we now focus on isolated constrictions (see also Ref. 22). These are realised by single-wavelength substrate geometries. The
Figure 3. Visualisation of flow passing through the gap between a linearly elastic seal and a self-affine rough substrate (top-down view). A: true contact (black) near the percolation threshold. B: Flow pattern through the seal. Grey colour marks all non-contact regions that do not belong to the percolating fluid channel. Blue and green colours indicate the fluid pressure, which drops from one (blue) on the left border of the interface to zero (green) on the right border. Red and yellow hues indicate the absolute value of the fluid current density. C: Zoom onto the critical constriction.

simplest considered geometry is the square lattice, i.e., a height profile given by

\[ h_{sq}(x, y) = 2 + \cos\left(\frac{2\pi x}{\lambda}\right) + \cos\left(\frac{2\pi y}{\lambda}\right), \]

for which the simulation cell dimensions along \( x \) and \( y \) direction are chosen to coincide with the wavelength \( \lambda \) of the height undulation, that is \( L_x = L_y = \lambda \). For the realisation of the hexagonal and its dual triangular lattice, we refer to the literature22. Here, we only note that their scaling is similar to that of square lattice, although critical contact areas differ quite substantially, as do the load ratios \( r_L \equiv L_c/L_f \), where \( L_f \) is the load needed to go into full contact, while \( L_c \) is the critical load at which the contact area percolates. We found the following numerical values for the relative contact area needed for percolation \( a_c(sq) = 0.40185(6), a_c(tri) = 0.17826(11), \) and \( a_c(hex) = 0.67323(1) \). The load ratios were \( r_L(sq) = 4, r_L(hex) = 30, \) and \( r_L(tri) = 1.4 \).

In Fig. 4, we confirm the critical exponent that we found in the fractal case, and test how well Bruggeman theory describes the flow through an isolated constriction. A mean-field approach cannot reasonably be expected to describe critical behaviour, and indeed, as expected, it fails to predict flow accurately near the percolation threshold.

Since all three investigated saddlepoints have one positive and one negative height curvature, they show universal scaling of width, length, and height of the constriction with
Figure 4. Reynolds flow through a square saddle-point constriction (described by Eq. 3). The inset illustrates the flow, where black is contact and white is a non-zero gap. The power law exponent is the same as for the fractal surface, while the Bruggeman mean field approximation predicts a slightly different scaling.

load

\[ g(l, x, y) = |l|^\zeta g^\pm \left( \frac{x}{|l|^\chi}, \frac{y}{|l|^\upsilon} \right), \]  

where \( l = (L - L_c)/L_c \) is the reduced load and \( g^\pm (\ldots) \) are two master functions depending on whether the critical points is approached from high pressures or low pressures. The scaling exponents turn out \( \zeta = 6/5, \chi = 3/5, \text{ and } \upsilon = 9/20 \), which means that they naturally lead to the observed exponent for the Reynolds flow of \( \beta = 3\zeta + \upsilon - \chi = 69/20 \).

Only the prefactors and scaling factors depend on the ratio of positive and negative surface curvature.

Fig. 5 demonstrates this scaling relation. It shows the contact line in the \( x-y \)-plane (top-down view on the contact) in the left panel, and the shape of the gap in the right panel (\( x-z \)-plane, side-view of the contact), very close to the critical point (\( l \leq 2\% \)). The red and blue solid curves are the master functions \( g^\pm (\ldots) \) of Eq. 4, which both asymptotically approach the critical green curve. Different symbols show different saddle-point geometries, where we omit the hexagonal case, for clarity, and do not overplot the symbols on all legs of the curves. For all negative reduced loads \( l \) (i.e., \( L < L_c \)) and all geometries the points can be scaled to fall exactly on the blue curve, while for positive reduced loads \( (L > L_c) \), the red curve is the pertinent curve. Exactly at the critical point, the green curve is traced by the data.

This universality is the reason why the critical behaviour in the fractal case is the same for any of the random realisations we studied, even though the shape of the last constriction might be very different in every case. We note, however, that the precise magnitude of the leakage current does depend on the local geometry. Hence it remains impossible to predict the prefactor of the flow, just its scaling.
Figure 5. (a) Contact line shape for normal loads below (blue), at (green), and, above (red) the critical load. (b) Gap on the symmetry axis as a function of the distance from the saddle point. Different symbols represent different saddle-point geometries and different colours different reduced loads $l$, as indicated in the caption. Solid areas and lines are obtained from analytical approximations to the contact shape. At a given value of $l$, distances are rescaled according to Eq. 4. Units are chosen such that gap height, length, and width are 1 for $|l| = 0.01$ in the square model. From Ref. 22: Wolf B. Dapp & Martin H. Muser Contact mechanics of and Reynolds flow through saddle points: On the coalescence of contact patches and the leakage rate through near-critical constrictions, EPL 109 (2015) 44001. Reprinted with permission.

4 Conclusions

In summary, we carried out numerical simulations of contact between an elastic body with a rigid substrate with self-affine roughness, and computed the fluid flow through the resulting network of narrow channels. We find that, if one stays far enough away from the percolation point, Persson theory in combination with Bruggeman theory accurately predicts the leakage to be exponentially decreasing with external load. As the critical point is approached, at loads of $L \gtrsim 0.9 L_c$, essentially all fluid pressure drops at a single constriction. Then, the dependence of the current on load becomes a powerlaw, as the last constriction determines the resistance of the entire seal. Unsurprisingly, this is not well described by mean-field theory, and detailed calculations are necessary to compute the flow. We found the powerlaw exponent to be $\beta = 69/20$, and confirmed and rationalised this for single-wavelength saddle-point geometries. Independent on the curvature radius of the constriction, we obtain the same shape of the gap, which causes the universal scaling behaviour of the resistance.

However, the precise magnitude of the current does depend on the geometry, as that sets the prefactor of the powerlaw. As such, it is impossible to predict not only at what mechanical load or pressure a seal (like a faucet) stops dripping but also how it stops dripping unless detailed calculations are carried out for a specific (disorder realisation of the) surface. The situation can become even more complex as the universality class can change when additional features are included into the model such as adhesion between the surfaces or more realistic flow boundary conditions.
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The QCD phase diagram, specifying the form of strongly interacting matter as a function of temperature and density, is important in many disciplines of physics. Finite densities are not amenable to standard Monte Carlo simulations and knowledge of the phase diagram remains scarce. We report from a long term project to determine the phase diagram of QCD with two mass degenerate quark species at zero and imaginary chemical potential, where there is no sign problem, in order to constrain the phase diagram of physical QCD at real chemical potential.

1 Introduction

The fundamental theory of the strong interactions governing the forces between nuclear and subnuclear particles is Quantum Chromodynamics (QCD). Its fundamental degrees of freedom are light $u$- and $d$-quarks, a heavier $s$-quark and gluons. A key feature of the theory is asymptotic freedom with the coupling strength depending on the energy scale of a scattering process. For energies below a few GeV, the coupling is large and quarks and gluons combine into numerous tightly bound states, the hadrons, among them the familiar nucleons proton and neutron. On the other hand, at large temperatures or densities, the average energy per particle is higher and the theory enters a weak coupling regime, where the quarks and gluons form a plasma. The QCD phase diagram determines the form of matter under different conditions as a function of temperature, $T$, and chemical potential for baryon number, $\mu_B$, as sketched in Fig. 1. Whether and where these regions are separated

![Figure 1. The QCD phase diagram as a function of temperature and chemical potential for baryon density.](image-url)
by true phase transitions has to be determined by first principle calculations and experiments. Since QCD is strongly coupled on scales of hadronic matter, a non-perturbative treatment is necessary and Monte Carlo simulations of lattice QCD are the only fully reliable approach. Unfortunately, the so-called sign problem prohibits straightforward simulations at finite baryon density. There are several approximate ways to circumvent this problem, all of them valid for $\mu/T < \sim 1$ only (with quark chemical potential $\mu = \mu_B/3$).

On the other hand, at imaginary chemical potential there is no sign problem. Results from such simulations can be either analytically continued after fitting to power series, or used as a way to constrain the phase diagram at zero and real $\mu$.

The order of the finite temperature phase transition at zero density depends on the quark masses and is schematically shown in Fig. 2 (left), where $N_f$ denotes the number of mass degenerate quark flavours. In the limits of zero and infinite quark masses (lower left and upper right corners), order parameters corresponding to the breaking of a global symmetry can be defined, and for three degenerate quarks one numerically finds first order phase transitions at small and large quark masses at some finite temperatures $T_c(m)$. On the other hand, one observes an analytic crossover at intermediate quark masses, with second order boundary lines separating these regions. Both lines have been shown to belong to the $Z(2)$ universality class of the 3d Ising model\textsuperscript{2–4}. The critical lines bound the quark mass regions featuring a chiral or deconfinement phase transition, and are called chiral and deconfinement critical lines, respectively. The former has been mapped out on $N_T = 4$ lattices\textsuperscript{5} and puts the physical quark mass configuration in the crossover region. The chiral critical line recedes with decreasing lattice spacing\textsuperscript{6,7}: for $N_f = 3$, on the critical point $m_{\pi}(N_T = 4)/m_{\pi}(N_T = 6) \sim 1.8$. Thus, in the continuum the physical point is deeper in the crossover region than on coarse lattices.

An open question to this day remains the order of the transition in the limit of zero light quark masses, called the chiral limit. As explained below, this limit cannot be directly simulated. Consequently, it is still not known whether the chiral phase transition for two quark flavours is of first or second order. Hence an alternative scenario is Fig. 2 (right). Clarifying this question is important because of the proximity of the critical line to the physical point.

Figure 2. Possible scenarios for the QCD phase diagram at $\mu = 0$ as function of quark mass.
2 Imaginary Chemical Potential

At imaginary chemical potential $\mu = i\mu$, the sign problem is absent and standard simulation algorithms can be applied. Because of an exact symmetry $Z(\mu) = Z(-\mu)$, the partition function is a function of $\mu^2$. We can then plot Fig. 2 with a third axis, Fig. 3 (left). The chiral and deconfinement critical lines now become critical surfaces as functions of $\mu^2$, with analytic continuations between real and imaginary $\mu$. The curvature of the chiral critical surface has been computed. In this region of phase space, there is an exact periodic (Roberge-Weiss (RW)) symmetry,

$$Z(\mu) = Z(\mu + 2\pi ik/3), \quad k \in \mathbb{N},$$

with critical values of $\mu_c^k = (2k + 1)\pi/3, (k \in \mathbb{N})$, marking boundaries between adjacent centre sectors of the $SU(3)$ gauge group of QCD. The first boundary constitutes the bottom of Fig. 3 (left) and is shown separately in Fig. 3 (right). First order transition regions for light and heavy quarks are bounded by tricritical lines on which the critical surfaces terminate. Note that at this value of imaginary chemical potential, the first order region for two light quark flavours is large enough so that it can actually be seen in simulations on $N_{\tau} = 4, 6$. In this work, we compute the positions of the tricritical points on the upper $N_f = 2$ line in that diagram on finer $N_f = 6$ lattices using Wilson fermions. We also map out the boundary line of the chiral critical surface in the $N_f = 2$ plane on $N_{\tau} = 4$ lattices.

3 Simulating Thermodynamical Systems in Lattice QCD

The central object in statistical physics is the partition function $Z$ of a system. For lattice QCD it is expressed as a path integral over the gluon fields $U$, including a determinant of the Dirac operator for the quarks. An expectation value of some observable $A$ then reads

$$\langle A \rangle = Z^{-1} \int DU \det D[U] \exp \{-S_g[U]\}.$$

Figure 3. Left: As Fig. 2 with an additional axis for quark chemical potential. Right: Bottom plane of the left.
For our study we used the standard Wilson gauge action $S_g[U]$ as well as the standard Wilson Dirac operator $D[U]$, for detailed expressions see Ref. 11.

The bare parameters are the lattice gauge coupling $\beta = 6/g^2$, and the bare quark mass $m_{u,d} \equiv m$, which is encoded in the hopping parameter $\kappa$

$$\kappa = \frac{1}{2(a m + 4)}.$$

A finite temperature $T$ is specified by the inverse spatial lattice extent

$$T = (a(\beta) N_r)^{-1}. \quad (3)$$

On a lattice with given $N_r$, temperature is tuned by changing the lattice spacing $a$ indirectly via the running coupling $\beta(a)$. On the other hand, a continuum limit at fixed temperature implies $a \to 0$, $N_r \to \infty$, and larger values of $N_r$ imply smaller lattice spacings.

The determinant of the fermion matrix $D$ is expressed in terms of pseudo fermions $\phi$,

$$\det D[U] \sim \int D\phi^\dagger D\phi \exp \{-\phi^\dagger D^{-1}[U]\phi\}, \quad (4)$$

yielding the effective action $S_{\text{eff}}[U, \phi] = S_{\text{gauge}}[U] + \phi^\dagger D^{-1}[U]\phi$. Importance sampling methods are used to evaluate this high-dimensional integral. Using the Boltzmann-weight

$$p[U, \phi] = \exp \{-S_{\text{eff}}[U, \phi]\}$$

as probability measure, an ensemble of $N$ gauge configurations $\{U_m\}$ is generated. Then, $\langle A \rangle$ may be approximated by

$$\langle A \rangle \approx \frac{1}{N} \sum_m A[U_m]. \quad (5)$$

The standard simulation algorithm to generate QCD gauge configurations is the Hybrid Monte-Carlo (HMC) algorithm, where the effective action is embedded in a fictitious classical system evolved over a time $\tau$ according to the Hamiltonian equations of motion.

Since the fermion matrix $D$ is high-dimensional and sparse, iterative Krylov space methods are used. $D^{-1}$ is calculated indirectly out of equations like

$$D\phi = \psi \Rightarrow \phi = D^{-1}\psi. \quad (6)$$
This inversion is the most cost-intensive part of a simulation. Thus, for performance it is crucial to have a well tuned implementation, in particular of the derivative term $\partial$. The numerical costs for the HMC scales like $V^{5/4}$ and $m^{-6}$. This illustrates that LQCD studies are very cost-intensive, especially when going towards the chiral limit, and efficient simulation programs are needed. We thermalised configurations on JUQUEEN. For production we employed our publicly available\textsuperscript{a} OpenCL\textsuperscript{b}-based code CL\textsuperscript{2}QCD\textsuperscript{12}, which is optimised to run efficiently on the GPUs of the LOEWE-CSC\textsuperscript{13} at Goethe-University Frankfurt and the L-CSC\textsuperscript{14} at GSI in Darmstadt. The latter was recently ranked as the most energy efficient computing cluster in the world\textsuperscript{c}. Fig. 4 shows the performance of the $\partial$ on this cluster and underlines the efficient implementation.

4 Identifying Phase Transitions

<table>
<thead>
<tr>
<th>Crossover</th>
<th>1st triple Tricritical</th>
<th>3D Ising</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_4$</td>
<td>3</td>
<td>1.5</td>
</tr>
<tr>
<td>$\nu$</td>
<td>$1/3$</td>
<td>$1/2$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$1$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Critical values of $\nu, \gamma$ and $B_4 \equiv B_4(X, \alpha_c)$ for the universality classes needed here\textsuperscript{16}.

In order to identify the phase transition as a function of the QCD parameters, we use the Binder cumulant\textsuperscript{15} defined as

$$B_4(X, \alpha_1, \ldots, \alpha_n) \equiv \frac{\langle (X - \langle X \rangle)^4 \rangle}{\langle (X - \langle X \rangle)^2 \rangle^2},$$

where $X$ is a general observable and $\alpha_1, \ldots, \alpha_n$ is a set of parameter on which $B_4$ depends. Our observables are the Polyakov loop and the chiral condensate, and the QCD parameters are $\{\alpha_i\} = \{\beta, \kappa, \mu_i\}$. First we find the location of phase transitions by the vanishing third moment of the fluctuations in the observables, $\langle (X - \langle X \rangle)^3 \rangle \approx 0$, for critical parameter sets $\alpha_c$. The nature of the transition then has to be extracted from finite size scaling on those parameter values. Non-analytic phase transitions only exist in the thermodynamic limit $V \to \infty$, for which the Binder cumulant takes different values depending on the nature of the phase transition (see Tab. 1). Even though $B_4$ is a non-analytic step function for $V \to \infty$, at finite volume it gets smoothed out and its slope increases with the volume. Around the critical coupling $\beta_c$, the Binder cumulant is a function of $x \equiv (\beta - \beta_c)N_\sigma^{1/\nu}$ only and can be Taylor-expanded around 0. The first finite-size corrections are

$$B_4(\beta, N_\sigma) = B_4(\beta_c, \infty) + a_1 x + a_2 x^2 + \mathcal{O}(x^3). \quad (7)$$

\textsuperscript{a}See github.com/CL2QCD/.
\textsuperscript{b}See www.khronos.org/opencl for more information.
\textsuperscript{c}See http://www.green500.org/news/green500-list-november-2014.
Close to the thermodynamic limit, the intersection of different curves from different volumes gives $\beta_c$ and the critical exponent $\nu$ takes its value depending on the type of transition. While the value of the Binder cumulant is very sensitive to finite size corrections and in some cases not close to its infinite volume value, the exponents are more stable.

Our strategy to locate the two tricritical values of $\kappa$ is described in detail in Ref. 17. For each simulated quark mass parametrised by $\kappa$, we measured the Binder cumulant around the critical coupling $\beta_c$ and extracted the value of $\nu$ fitting our data according to Eq. 7. Because of the particularly delicate fitting procedure required to extract the critical exponent $\nu$ from Eq. 7, we usually produced four different Markov chains for each value of the coupling in order to acquire statistics in a faster manner and also to better understand if the collected statistics was enough. Ferrenberg-Swendsen reweighting\(^1\) was used to produce additional $\beta$-points and thus to smooth the data. An example is shown in Fig. 5 (left). We then check the consistency of our fitted exponents by replotting the data with the nearest exact critical exponent. To the extent that the data are correctly described by these exponents, they collapse onto a universal curve in the neighbourhood of the critical coupling as in Fig. 5 (right).

5 Results

Fig. 6 shows the critical exponents $\nu$ for QCD with two flavours of Wilson quarks simulated at $\mu_i = \pi T/3$ as a function of hopping parameter and thus quark masses on $N_T = 4$ (left)\(^17\) and $N_T = 6$ (right) lattices. We clearly observe the change from a first order behaviour to second order values and back, passing through tricritical points. These correspond to the tricritical points on the upper boundary of Fig. 3 for two different lattice spacings. As is the case for $\mu = 0$, the chiral first order region is shrinking with growing $N_T$, i.e. as the lattice gets finer. Additional finer lattice spacings are required in future simulations before extrapolations to the continuum can be undertaken and conclusions can be drawn.

In a second set of calculations we have mapped out the critical boundary line in the $N_f = 2$ backplane of Fig. 3 (left)\(^19\), following a recent suggestion to allow for a determination of the nature of the chiral phase transition at $\mu = 0$\(^2\). The situation and its particular interest are shown in Fig. 7 (left). The boundary line coming from the tricritical point at $\mu_i = \pi T/3$ has to terminate in another tricritical point on the $\mu^2$-axis. If the line hits the...
axis at $\mu < 0$, the chiral phase transition at $\mu = 0$ is of second order, whereas if it hits at $\mu > 0$ there is a first order region around the chiral limit. The boundary line is in the 3D Ising universality class and we can again use the Binder cumulant to identify and map it out. Fig. 7 (right) shows the results of our simulations. Note that, in order to be able to compare different lattice spacings as well as different lattice discretisation, the horizontal axis of the figure is the pion mass rather than $\kappa$ or the quark mass. This is because the quark mass receives renormalisation factors specific to a particular choice of discretisation, whereas the pion mass is a renormalisation group invariant physical quantity, that directly depends on $\kappa$ and can be compared between different lattice discretisations.

The figure illustrates that Wilson fermions on coarse lattices clearly feature a large region of first order chiral transitions. Note that this region is much larger than in the case of staggered fermions, which are also shown. This difference must be due to discretisation effects, since the physics in the continuum must be independent of the discretisation scheme chosen. One may speculate that the Wilson results have the larger discretisation effects, since there are already simulations with improved Wilson actions at smaller lattice pion masses which are in the crossover region. The huge discrepancies illustrate the need to go to much finer lattices, and hence require significantly more High Performance Computing time, before any conclusions for the continuum can be drawn.
6 Summary

We have started a systematic investigation of the phase structure of QCD with two flavours of standard Wilson fermions at zero and imaginary chemical potentials. On coarse lattices we find clear evidence for a first order chiral phase transition. However, comparison between different lattice spacings and different discretisation schemes shows huge discretisation artefacts. These have to be removed by future simulations on much finer lattices in order to draw conclusions for continuum physics. This highlights the continued and growing need for High Performance Computing in elementary particle and nuclear physics.
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1 Introduction

Lattice calculations of Quantum Chromodynamics (QCD) are continuously becoming more realistic. Where Ukawa famously concluded only fourteen years ago that simulations including two physically light sea quarks are basically impossible even with today’s computers, algorithmic developments over the last years have changed this situation drastically. Nowadays up and down quark masses light enough to control the chiral extrapolation reliably are standard and also the sea quark effects of strange (and charm) quark are included.

Modern lattice simulations are an intricate interplay between a large variety of numerical methods on one side and the computer hardware on the other side. The main areas of progress have been the solvers used for the Dirac equation, fermion determinant factorisations and better integrators for the molecular dynamics which is at the heart of most algorithms used for QCD simulations.

In lattice QCD simulations the path integral is computed via a Markov Chain Monte Carlo method. In virtually all projects with dynamical fermions a variant of the Hybrid Monte Carlo algorithm is employed to generate the Markov chain, where the fields are updated using molecular dynamics. But there is considerable freedom in how to include the fermion determinant into the simulation. Factorisations of this determinant have been essential in the progress of recent years, being successful in particular together with improved integrators of the molecular dynamics.

The solution of the Dirac equation constitutes the most computer time consuming element of simulations with fermions. The dramatic speedup for small fermion mass due to locally deflated solvers has therefore had a significant impact on what is possible in the simulations. These algorithms have practically eliminated the increase in cost of the solution as the quark mass is lowered.

1.1 Autocorrelations

One of the main difficulties of Markov Chain Monte Carlo is the presence of autocorrelations: subsequent field configurations depend on previous ones and one essential requirement of a correct simulation is that the whole chain is much longer than the modes decorrelating most slowly.

In the study of the autocorrelations it has also become clear that significantly more statistics is required to reach precision results than previously thought. In particular observables constructed from smoothed gauge fields turned out to be particularly sensitive to these long autocorrelations.
Finally, in the standard setup with periodic boundary conditions in space and time a
dramatic critical slowing down of the algorithms has been observed\textsuperscript{8}, i.e. lowering the
lattice spacing the number of update steps to reach an independent configuration in the
Markov chain needed to be increased drastically. This was due to topological modes which
need more and more time to decorrelate. This topological freezing is a property of the
continuum theory which exhibits disconnected sectors in field space labelled by an integer
topological charge.

A way out is to use open boundary conditions in time\textsuperscript{9}. This avoids the sector formation
in the continuum and avoids the presence of exceptionally slow modes in the Markov chain.
These boundary conditions have therefore been adopted in the CLS simulations described
below\textsuperscript{10}. In Fig. 1 it is demonstrated that in simulations with open boundary conditions no
dramatic slowing down is observed, even for quantities know for their sensitivity to slow
modes.

## 2 Status of Dynamical Simulations

By their nature, three principal effects have to be controlled in simulations of lattice QCD:
the effect of the finite lattice spacing $a$, the finite size of the box $L$ and the unphysical
quark masses. Furthermore also the consequences of the finite computer time available,
and therefore a limited statistics of the Monte Carlo estimates, including the problem of
the autocorrelations.

In these simulations, a compromise has to be found between the prominence of these
various sources of systematic error. For example at fixed physical volume smaller light
quark masses will lead to larger volume effects. Equally smaller lattice spacing will lead to
longer autocorrelations – due to the critical slowing down of the algorithms – and therefore
Table 1. The $N_f = 2$ ETMC ensembles, all of which have temporal extent $T = 2L$ with $L/a$ the spatial lattice extend. In addition we give the total number of trajectories $N_T$, the number of thermalised configurations $N_{\text{conf}}$ and the HMC trajectory length $\tau$ and the integrated autocorrelation time of the plaquette $\tau_{\text{int}}(P)$.

<table>
<thead>
<tr>
<th>ensemble</th>
<th>$\beta$</th>
<th>$\kappa$</th>
<th>$a\mu_c$</th>
<th>$L/a$</th>
<th>$N_T$</th>
<th>$N_{\text{conf}}$</th>
<th>$\tau$</th>
<th>$\tau_{\text{int}}(P)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$cA2.09.48$</td>
<td>2.10</td>
<td>0.13729</td>
<td>0.0009</td>
<td>48</td>
<td>6900</td>
<td>2950</td>
<td>1</td>
<td>15(6)</td>
</tr>
<tr>
<td>$cA2.30.24$</td>
<td>2.10</td>
<td>0.13730</td>
<td>0.0030</td>
<td>24</td>
<td>3400</td>
<td>1300</td>
<td>1</td>
<td>3.2(8)</td>
</tr>
<tr>
<td>$cA2.60.24$</td>
<td>2.10</td>
<td>0.13730</td>
<td>0.0060</td>
<td>24</td>
<td>9000</td>
<td>4000</td>
<td>1</td>
<td>3.8(6)</td>
</tr>
<tr>
<td>$cA2.60.32$</td>
<td>2.10</td>
<td>0.13730</td>
<td>0.0060</td>
<td>32</td>
<td>11840</td>
<td>5350</td>
<td>1</td>
<td>2.9(5)</td>
</tr>
</tbody>
</table>

Table 2. The splitting between the charged and the neutral pion is a discretisation effect for twisted-mass fermions. In the new simulations it is much reduced compared to the previously used formulation. †: For $cA2.09.48$, disconnected diagrams have not been computed yet. ††: For the full neutral pion, a study of systematic effects from excited states was not possible due to the poor signal.

require increased length of the simulations.

In the following we will present two sets of such simulations: one by the ETM collaboration using twisted mass fermions, one by CLS with non-perturbatively improved Wilson fermions. Some of the choices of these simulations are similar, some also different and therefore allow for complementary checks concerning the control of systematic effects.

### 2.1 ETMC

Along with the $N_f = 2 + 1 + 1$ simulations pursued by the European Twisted Mass collaboration (ETMC) in recent years, there has been a renewed interest in $N_f = 2$ flavour simulations. The leading discretisation effects of twisted mass fermions at maximal twist come always at $O(a^2)$, but by adding the clover term with a suitably tuned coefficient, their magnitude could be reduced.

The simulation parameters are summarised in Tab. 1. As can be seen from the table, these simulations are so far restricted to one lattice spacing and relatively small volume ($m_{\pi}L \approx 3$ at the physical point), however, varying the lattice size $L$ allows to study the volume effects and give estimates for these effects.

The main effect of the reduction of discretisation effects can be seen in the difference between the mass of the neutral and the charged pion. Where this has been quite noticeable in previous simulations without the clover term, the effect is now significantly reduced as can be seen from the results in Tab. 2.
2.2 CLS

The Coordinated Lattice Simulations (CLS) have a programme to simulate $N_f = 2 + 1$ flavours of non-perturbatively improved Wilson fermions. The project started in 2013 and by now has generated lattices at four different lattice spacings between 0.085 fm and 0.05 fm$^2$. Lattice spacing and pion mass of these ensembles are visualised in Fig. 2, from which it becomes clear that the control over both, the chiral and the continuum limit is an essential part of this project. Both can bring significant corrections with respect to the lattice results. An example of this is given in Fig. 3 where the product of the pion decay constant with the gluonic scale parameter $t_0$ defined through the Wilson flow$^7$ is displayed. As we can see, the accuracy which can be reached in such a quantity is on the level of 1%.

The extrapolation towards the continuum limit agrees with leading scaling violations of $O(a^2)$, as expected for this non-perturbatively $O(a)$ improved theory. From the plot it is also obvious that only the fine lattices used here can lead to such a 1% accuracy – the points at 0.085 fm and 0.065 fm being $O(5\%)$ away from the continuum result.

Also the chiral corrections are well under control as can be seen from Fig. 4. We show

$$f_{\pi K} = \frac{2}{3} (f_K + \frac{1}{2} f_{\pi})$$

along the line of constant sum of quark masses $m_u + m_d + m_s$. In particular in comparison to Fig. 3 it becomes clear that chiral and continuum extrapolations are equally important and to reach per cent level accuracies it is pivotal to control both at a high level of accuracy. It is remarkable that in the full range of quark masses, next-to-leading order chiral perturbation theory describes the effect to the 20% level.

With these lattices the foundation of a large variety of projects has been laid which are currently pursued in a number of European groups.
Anomalous Magnetic Moments

One particular result of the ETMC simulations described above are hadronic contributions to anomalous magnetic moments of the leptons, which give the deviation of Dirac’s leading order value of the magnetic moment of a fermion $g = 2$. Hadronic contributions are the dominant source of uncertainty in the comparison of the quantum field theory prediction of the quantity to experiments which are accurate to eight digits for the electron and
Figure 5. Comparison of the chiral extrapolation of the light quark contributions to the three lepton anomalous magnetic moments obtained from $N_f = 2 + 1 + 1$ simulations to the values at the physical value of the pion mass (black square). The dark green diamonds correspond to $a = 0.086$ fm and $L = 2.8$ fm and the circles to $a = 0.078$ fm, the violet one stands for $L = 1.9$ fm, the blue ones for $L = 2.5$ fm, and the pink for $L = 3.7$ fm. The orange triangle shows the value obtained for $a = 0.061$ fm and $L = 1.9$ fm and the light green triangle denotes $a = 0.061$ fm and $L = 2.9$ fm.

seven digits for the muon anomalous magnetic moments. Since the tau lepton has a very short lifetime $O(10^{-13}$ seconds) there is presently no experimental result for its anomalous magnetic moment. Deriving the anomalous moment from field theory, one may, and does, employ an expansion in the electromagnetic and weak couplings but not in the strong coupling. The hadronic contribution is given by

$$a_t^{\text{hvp}} = \alpha^2 \int_0^\infty \frac{dQ^2}{Q^2} w(x) \frac{Q^2}{m_l^2} \Pi_R(Q^2) ,$$

with $\Pi_R(Q^2)$ the renormalised hadronic vacuum polarisation function and $w(x)$ a known function.

In Fig. 5 a comparison of the previous results in $N_f = 2 + 1 + 1$ flavours at pion masses above the physical point and the new $N_f = 2$ numbers is shown. The two results are consistent. Note that in this plot there is a significant variation of the number of flavours in the sea, the lattice volume, pion mass and the lattice spacing. A mutual agreement between these results is therefore not trivial and suggests that these systematic errors are under control.
4 Conclusion

The ability to simulate QCD on the lattice has progressed significantly over the last years, to the extent that we can now control all systematic effects coming from the finite volume, the non-physical quark masses and the finite lattice spacing to the level of per cent accuracies for a number of observables.

This is due to improved algorithms, computational strategies and codes which exploit the improved hardware resources. Of course challenges remain. Many observables are still not accessible to lattice calculations with the accuracies required to make an impact in the phenomenological analysis of high-energy physics data. And ever changing hardware will also pose new requirements on the algorithms and the software.
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One of the most interesting quests in astrophysics is exploring where we come from, how stars like the Sun and others form and evolve, how the planet system is born and develops. In parallel we obtain every deeper insight from the latest radio telescopes, such as LOFAR, arrays that extend across the entire Netherlands and now much of Europe. LOFAR can observe radio galaxies as well as ultra high energy cosmic rays that traverse the atmosphere, and many other phenomena at low radio frequencies.

Introduction

Observations show clearly that stars have formed already very early in the universe, with the deepest observations now reaching redshift $z \approx 10$, corresponding to 3 percent of the age of the universe, now known to be 13.8 billion years, so 450 million years after the big bang. When star formation really began, we do not know, but it may have been very much earlier even, with some explorative speculations allowing star formation at redshift $z \approx 100$ even, one per mille of the present age of the universe. Observations also show that almost all stars have planets around them, usually revolving in a disk like arrangement, due to angular momentum alignment, as already speculated hundreds of years ago, and the first mathematical theory already more than sixty years ago, called “accretion disk”. In dense star clusters such orbits get heavily disturbed. Our own Solar system is only 4.5 billion years old, corresponding to a redshift slightly less than 0.5 only. How do we explain all these phenomena? At the same time our observational methods are getting better and better, with one now famous example the LOFAR radio array, a telescope by computer, since the phased radio signal is transmitted via high-speed internet, and combined in a supercomputer to image the entire sky at once, and very quickly, so that even transient phenomena can be detected, such as ultra high energy particles traversing the atmosphere.

Stars and Planets

Already in ancient times the planets in our own Solar system were observed in the evening and morning skies, and it was noted later that they all follow essentially co-planar orbits. The first mathematical theory to describe the formation of such an accretion disk was formulated in the early 1950s. Now we have abundant observations of such systems, and go very much deeper into the questions, how stars form out of the interstellar medium, how then planetary systems develop, and do all this in exquisite detail. Three articles here

These explorations show the influence of magnetic fields on the evolution of cloud cores, and proto-planetary disks; however, since instabilities and turbulence greatly reduces the angular momentum transport outwards in the disk by magnetic torques, there is still a fair amount of uncertainty about the quantitative description, as noted by the authors. It is interesting to note, that related physics have been invoked to explain why massive stars explode at all\(^1\), and also there the effect of turbulence is a key that is not yet full explored to date.

New Radio Telescopes

Using amplitude and phase information, much of Western Europe has been transformed into a gigantic low frequency radio telescope, LOFAR, centred on the Netherlands: LOFAR: Calibration and Imaging on JURECA, by M. Hoeft, A. Horneffer, A. Drabent, & S. Fröhlich. This telescope can observe the trails of ultra high energy cosmic rays, and obtain their chemical composition, just as well as the ionosphere, and radio galaxies at cosmic distances. The data analysis requires a supercomputer.

This implies that with LOFAR we can observe one class of sources of ultra high energy cosmic ray particles, and also observe these same particles when they hit Earth, from start to finish. Radio galaxies are the most likely sources of ultra high energy cosmic ray particles, as predicted already 1963\(^2\), via very strong shock waves caused by powerful relativistic jets that in turn also produce the spectacle on the sky, in the case of the radio galaxy Centaurus A 20 times larger than the Moon.

Conclusions

Apart from extreme plasma simulations, nowadays even astronomical data analysis needs supercomputers. In both aspects astronomy follows particle physics. In the case of LOFAR both the acceleration and the final interaction of ultra high energy cosmic ray nuclei on Earth can be observed.
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Molecular clouds, the birthplaces of stars in galaxies, form dynamically from the diffuse atomic gas of the interstellar medium (ISM). The ISM is also threaded by magnetic fields which have a large impact on its dynamics. In particular, star forming regions must be magnetically supercritical in order to accommodate gas clumps which can collapse under their own weight. Based on a parameter study of three dimensional magneto-hydrodynamical (MHD) simulations, we show that the long-standing problem of how such supercritical regions are generated is still an open issue.

1 Introduction

Present day stars form within the densest regions of molecular clouds (MCs) and giant molecular clouds (GMCs), in gravitationally unstable cores and clumps. Our common understanding is that those MCs and GMCs form from the diffuse, atomic (HI) gas within timescales of less than $10 \, \text{Myr}$\textsuperscript{1}. The generation of filaments and substructures within GMCs is primarily controlled by magnetic fields and turbulence\textsuperscript{4}. In particular, magnetic fields are an elemental part of the interstellar medium\textsuperscript{5,6} which have a large impact on the dynamics of the ISM on various spatial scales\textsuperscript{7} as the magnetic energy density is comparable to the thermal energy density of the ISM\textsuperscript{8}.

One long-standing issue is the formation of supercritical clumps and cores. Similarly to thermal pressure, magnetic fields prevent contraction of otherwise (thermally) self-gravitating gas clumps if the magnetic fields are strong enough. Therefore, gaseous overdensities must be magnetically supercritical, quantified by the mass-to-flux ratio, $\mu$, to collapse and to subsequently allow the formation of stars.

Already in 1956, Mestel & Spitzer realised that molecular clouds should be magnetically subcritical assuming field strengths that correspond to the equipartition of magnetic and kinetic energy density within the ISM\textsuperscript{9}. To generate supercritical cloud cores out of those subcritical conditions, they suggested that the non-perfect coupling between charged particles and neutrals, i.e. the ambipolar diffusion (AD) drift, could locally increase the mass-to-flux ratio which allows the cloud to break up and to form stars. For a long time this was the standard theory of star formation out of the magnetised ISM\textsuperscript{5,10}. In this fairly static “standard model” of magnetically-supported, AD-mediated supercritical cores, low-mass stars would form by the slow gravitational contraction of isolated cores containing a very small fraction of the clouds’ mass. This picture would also account for the very low observed global star formation efficiency (SFE) of giant molecular clouds\textsuperscript{11,12}. The slow contraction results from the typical timescale for ambipolar diffusion, $t_{AD}$, which is an order of magnitude larger than the free-fall time, $t_{ff}$, of individual cloud cores (their ratio is about $t_{AD}/t_{ff} \approx 10(x_e/10^{-7})$, where $x_e$ is the ionisation fraction). On the
Figure 1. These observational data summarise the main motivation for our proposed study: How do subcritical (HI) clouds become supercritical (H$_2$) clouds? Our previous studies have shown that it is everything but trivial to build up supercritical clouds out of the magnetised interstellar medium, because the mass-to-flux ratio is fairly well conserved, even in the presence of ambipolar diffusion and enhanced non-ideal MHD setups$^{26,27}$. [From Crutcher (2012)$^5$].

other hand, rather recent observations by Crutcher (2009)$^{13}$ of individual cloud cores including Zeeman measurements to determine their magnetic field distribution indicate that idealised models of ambipolar-diffusion driven star formation are unlikely to be operative. In idealised models with ordered background magnetic fields, efficient ambipolar diffusion would lead to a local increase of the mass-to-flux ratio towards the centre of cloud cores which is not seen in their observed sample$^{13}$ (but see also Bertram et al. (2012)$^{14}$ on the difficulty to interpret those observations).

However, present-day models of star formation also account for the fact that molecular clouds are also pervaded by supersonic random motions, i.e. turbulence$^{15,16}$. Eventually, this resulted in a paradigm shift of the theory of star formation where magnetic fields only play a minor role and supersonic, super-Alfvénic turbulence controls the star formation efficiency within molecular clouds$^{3,17}$. As a consequence, the magnetic fields are expected to be highly disordered rather than being an ordered background field. Hence, idealised models of ambipolar diffusion drift should not apply$^{18}$. Additionally, the AD characteristic timescale is expected to decrease in this case$^{19,20}$ and other diffusive effects like turbulent reconnection might be operative$^{22}$. Indeed, a number of studies have suggested that both MCs$^{23}$ and their clumps$^{24,25}$ are close to being magnetically critical, with a moderate preference for being supercritical. Moreover, recent compilations of observational data show that cloud cores and clumps with column densities of $N \gtrsim 2 \times 10^{21}$ cm$^{-2}$ are essentially all supercritical (see Fig. 1).

Whether those supercritical cloud cores and clumps are the result of ambipolar diffusion together with random motions in the ISM is far from being certain and has to be investigated further. For instance, recently Heitsch & Hartmann (2014)$^{28}$ argued in their
parameter study that ambipolar diffusion in concert with turbulence is unlikely to control the formation of supercritical cores and hence star formation. They again propose an alternative scenario where large scale flows are the main driver to generate supercritical cores. This idea, where supercritical clouds could be assembled from large scale flows was already discussed in Mestel & Spitzer (1956) as an alternative to the AD-mediated scenario and to avoid the “magnetic flux problem”. But only in combination with supersonic turbulence this scenario becomes more feasible because gravitational fragmentation could be suppressed during the assembly of the clouds by those turbulent motions. This accumulation idea would also support a number of recent observations which show that magnetic fields are dynamically important on all scales in the Milky Way and other spiral galaxies. This is particularly evident from Fig. 1: The low column density HI gas is magnetically subcritical, whereas clouds which exceed columns of \( N \gtrsim 2 \times 10^{21} \text{ cm}^{-2} \) are magnetically supercritical.

In the presented numerical parameter study, we investigated the possibility of diffusion mediated generation of supercritical clouds showing that it is unlikely that such unstable clouds can be built up from subcritical HI-clouds.

## 2 Numerical Method and Initial Conditions

For these studies we used the FLASH adaptive mesh refinement (AMR) code. In addition to the basic ideal MHD equations (for which we employ the Bouchut solver) we also used the ambipolar diffusion module developed by Duffin & Pudritz (2008). Additionally, self-gravity as well as heating and cooling processes were included in those simulations. For the latter, we followed the treatment by Koyama & Inutsuka (2002) (an analytic simplification of their detailed calculation in Refs. 37, 39). To capture the build-up of self-gravitating cores within the molecular clouds we used sink particles in addition to the Jeans refinement criterion (i.e. the Truelove criterion). In particular the detailed
sink particle approach allows us to unambiguously identify supercritical, collapsing regions which are important for our studies quantifying the star formation ability from the magnetised ISM.

Our initial setups for those studies are similar to the ones described in Refs. 38, 39 (see also Fig. 2) where the build-up of molecular clouds is modelled by the collision of cylindrical streams of warm neutral HI gas (WNM). Each flow is $l = 112$ pc long and has a radius of $r = 64$ pc. The bulk flows are slightly supersonic with typical Mach numbers of $M_f = 2$. On top of those bulk motions, a turbulent velocity field is superimposed which triggers initial instabilities like the non-linear thin-shell instability (NTSI) and subsequently leads to fragmentation of the cloud. The initially uniform magnetic field has a strength of $B = \{3, 4, 5\}$ $\mu$G corresponding to mass–to–flux ratios of $\mu/\mu_{\text{crit}} \approx 1, 0.7, 0.6$ if the critical value $\mu_{\text{crit}} \approx 0.13/\sqrt{G}$ is applied.

Furthermore, we also studied the impact of an oblique angle of the flows with respect to the background magnetic field (see right panel of Fig. 2). Those oblique flows are more realistic than the head-on flows and could be generated, for instance, by supernova shock waves and by the gravitational potential of spiral arms. The motion of the flow at an inclination with respect to the magnetic field results in enhanced magnetic diffusivity (by numerical diffusion). Again, those flows resemble streams of the WNM in a thermally bistable configuration. The flows are studied with different oblique angles, which are varied from $10^\circ$ to $60^\circ$, different initial magnetic fields strengths and different strength of the initial turbulence ranging from subsonic to supersonic velocity fluctuations. For details on the numerical setup and our initial conditions see Körtgen & Banerjee (2015).

3 Results

As can be seen from Fig. 3, the different initial field strengths have significant implications for the resulting dynamical behaviour of the molecular cloud. The main difference comes about in efficiency to form stars (or not). In the case of a rather weak background field of $3 \mu$G supercritical star forming clumps can be generated whereas in the case of a slightly stronger, but more realistic, magnetic field star formation is fully suppressed. Note that, due to the oblique flows with an angle of $60^\circ$ the effective mass-to-flux ratios are 0.73 in the $3 \mu$G case and 0.44 in the $5 \mu$G case. That means that both cases are initially subcritical, but only in the cases of the weak magnetic field locally supercritical clumps are assembled due to sufficient flux loss.

An interesting point is also the field morphology. In the weak magnetic field case the field structure in the dense regions is clearly separated from the large scale magnetic field, whereas in the strong field case the field morphology is almost unaffected compared to the initial configuration (see the blue stream lines of Fig. 3). From an observational point of view, the field structure and its dynamical importance within molecular clouds is still debated. On the one hand, some multi-scale polarisation data indicate that magnetic fields in GMCs are essentially just dragged in from larger scales and are dynamically important. On the other hand, Zeeman measurements of individual cloud cores together with analyses of numerical simulations indicate rather weak fields that might not be dynamically important. With our subsequent studies on cloud formation on cloud scales including a more detailed modelling of ambipolar diffusion we hope to clarify this issue.

In Fig. 4 we quantify the main results by means of histograms in the $N-B$-plane from
Figure 3. Results from colliding flow simulations investigating the formation of molecular clouds. Here, the flows collide with an oblique angle of $60^\circ$. **Left panel:** The weak field case ($3 \, \mu G$). The **Right panel** shows the same situations in the case of a stronger background magnetic field of $5 \, \mu G$. In the case of a weak magnetic field supercritical cloud cores can form that allow the formation of stars (marked with black dots). Stronger initial magnetic fields prohibit the formation of stars even in the case of large oblique angles of the flows. The blue stream-lines indicate the magnetic field morphology in the projected 2D plane. [From Körtgen & Banerjee (2015)].

our colliding flow studies for various initial conditions. Only in the *initially* marginally subcritical case ($B = 3 \, \mu G$) we observe signs of star formation within supercritical cores\(^a\). For slightly stronger initial magnetic fields ($B \gtrsim 4 \, \mu G$) no supercritical cloud cores are generated, hence there is no star formation activity, regardless whether ambipolar diffusion is active or the flows collide with an oblique angle. Nevertheless the results of those simulations show the observed behaviour in the low column regime ($N \lesssim 1 \times 10^{21} \, \text{cm}^{-2}$), where gas assembles along field lines without changing the field strength by much (see also the latest analysis from PLANCK observations of individual molecular clouds\(^b\)). Only within supercritical, self-gravitating cores the magnetic field gets enhanced by compression due to flux freezing. Furthermore, we observe that star formation is immediately initiated, when the gas becomes supercritical promoting a picture of “rapid” star formation\(^c\).

4 Conclusions

Here, we summarise our recent results from MHD simulations of colliding flows with varying initial conditions on the possible formation of supercritical cloud cores from subcritical initial conditions. Although dense clouds are easily formed within colliding flow scenarios due to thermal instability, the generation of supercritical clumps are largely determined by the initial conditions. Furthermore, increasing initial turbulence lead to lower masses of the cores and clumps because the HI streams become less coherent. Otherwise, increasing magnetic field strengths lead to more massive molecular clouds, which nevertheless do not become supercritical. Oblique flows still lead to cloud cores with masses comparable to

\(^a\)If we assume $\mu_{\text{crit}} \approx 0.13/\sqrt{G}$ for spherical cores\(^3\) we get $\mu/\mu_{\text{crit}} = 0.97 \left(3 \, \mu G/B\right)$ for our head-on colliding flow configurations.
what has been observed recently. But starting with subcritical HI flows, in no case the magnetic flux loss is sufficient to allow the build–up of supercritical cloud cores. Generally, increasing inclination of the flows lead to increasing diffusivity of the magnetic field. Again, regardless of the variation of the inclination, no tendency for faster accumulation of gas or faster transition to thermally dominated regions was seen in our simulations.

We therefore stress the role of magnetic fields in the context of molecular cloud and star formation. We point out the complete lack of supercritical regions for realistic initial field strengths. From the observational side, HI clouds may be supercritical as a whole, but their observed, dense subregions be subcritical.

Hence, the question remains, how magnetically supercritical cloud cores are formed?
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The asteroids\(^a\) and Kuiper Belt objects\(^b\) are left overs of building material for our earth and the other planets in our solar systems from 4.567 billion years ago. Those typically 100 km large objects are called planetesimals, built up from icy and dusty grains. In our current paradigm of planet formation it was turbulent flows and metastable flow patterns like zonal flows and vortices that concentrated mm to cm sized grains in sufficient numbers that a streaming instability and gravitational collapse of these particle clumps was triggered. The entire picture is known as gravoturbulent formation of planetesimals. What was missing until recently was a physically motivated prediction on the typical sizes at which planetesimals should form via this process. Our old simulations on JUGENE in Jülich had only shown a correlation between numerical resolution and planetesimal size and thus no answer was possible. But with the latest series of simulations on JUQUEEN\(^1\) covering all the length scales down to the physical size of actual planetesimals we were able to obtain values for the turbulent particle diffusion as a function of the particle load in the gas. Thus we have all necessary data at hand to feed our back of the envelope calculation that predicts the size of planetesimals as result of a competition between gravitational concentration and turbulent diffusion. Using the diffusion values obtained in the numerical simulations on JUQUEEN predicts planetesimal sizes on the order of 100 km, which luckily coincides with the measured data from both asteroids\(^2\) as well from Kuiper Belt objects\(^3\).

1 Introduction

Planet formation is a beneficial side effect of star formation. It is the gas and dust around young stars that does not get accreted directly during the collapse of a cloud core due to angular momentum conservation that will form a planetary system. The goal of our current research activities is to better understand the properties and diversity of planets around distant stars as well as in our own solar system. Starting with numerical simulations of the star formation process we aim to understand the stages of disk formation and thus via a calibration on actual disk observations the initial mass and angular momentum distribution of disks as initial conditions for planet formation. In these disks we study all possible sources of turbulent disk evolution from self-gravity, via magnetic fields to classical hydrodynamical instabilities. Latest developments in the field include deriving various observables for different sources of turbulence, which in conjunction with simulations of planet disk interaction are used to interpret the wealth of observations coming online from interferometers working with many kilometre sized base-length in the submillimetre band (e.g. the Atacama Large Millimeter Array: ALMA\(^4\)) to modern high resolution and high contrast cameras on the largest optical telescopes (e.g. SPHERE\(^5\)). Lastly we follow all evolutionary steps of planets from small dust grains and snow flakes via planetesimals to

\(^a\)More precisely: objects in the main asteroid belt.
\(^b\)More precisely: objects in the cold classical Kuiper Belt.
rocky and gaseous planets, partly in order to feed population synthesis with better data, partly to better interpret disk observations, and partly to study the chemical composition of planets - a question of special relevance to understand the formation of life on earth and elsewhere.

In a series of papers$^6$–$^8$ we explained the formation of planetesimals via the process of gravoturbulence. Here it is magnetic fields that trigger the formation of zonal flows, which in turn concentrate particles up to dust to gas ratios of order unity. Then a second instability kicks in, based on the feedback of the dust onto the gas - the streaming instability. The action of this instability is twofold: A: it concentrates the dust even further up to values that locally exceed the Roche density$^6$ and B: destroying local particle concentration via turbulent diffusion on small scales. Exceeding the Roche density is the condition that self gravity is locally stronger than the tidal forces from the star, i.e. object or particle clumps of lower density than the Roche density will not collapse but get tidally sheared apart (see Fig. 1 from the PhD thesis of Karsten Dittrich$^{10}$). Also comets are known to break apart once they pass the gravity field of a planet in a way that their internal density is lower than the local Roche density set by the planets mass and the distance from its centre (see the breakup of comet Shoemaker-Levy 9 (SL9)$^9$ and its following impact on Jupiter). In the case that gravity wins, e.g. that the local density exceeds the Roche density, a planetesimal can form. In Fig. 1 one finds that even the initial cloud is sheared apart, it forms fragments, which individually can exceed the Roche density and then form planetesimals. Unfortunately the regions that exceed the Roche density are at the resolution limit of our

---

$^6$Roche density is the density that a gravity bound body needs to withstand the tidal forces of a second more massive body, for instance a close by planet or here: the sun.
numerical grid. Therefore we started looking for a physical criterion on the smallest possible fragments, that would withstand the tidal forces, while still resolving the turbulence of the gas.

A particle clump at Roche density without any internal pressure will collapse on the free fall time $t_{ff} = 0.64\Omega^{-1}$ with $\Omega$ being the local Keplerian frequency around the central star. Yet as particles feel friction with the gas during their gravitational contraction, this time gets longer proportional to the friction time $\tau_f$ defined via $\dot{\varv} = -\frac{\delta \varv}{\tau_f}$. For typical particle sizes in protoplanetary disks the dimensionless friction time is given as the Stokes Number $St = \tau_f \Omega$ with values of about $St = 0.1$ Our numerical simulations on particle growth and disk evolution have shown that larger Stokes numbers, i.e. larger particles will rarely be available, because they either rain out towards the sun, or destroy each other by collisional fragmentation.

In the case of Stokes numbers smaller than unity the particle clump contraction time (or sedimentation time for the case of self gravity) is on the order of $t_s \approx t_{ff} St^{12}$. Yet if the local dust concentration is diffused via the turbulent dust and gas motion with diffusivity $D$, a clump of size $l$ gets diffused on the typical time scale of

$$t_d = \frac{l^2}{D}. \tag{1}$$

If one compares now the time scale of diffusion versus sedimentation $t_d = t_s$ one can derive a size prediction of clumps to withstand internal diffusion at

$$l \approx \sqrt{\frac{D}{St\Omega}}. \tag{2}$$

In combination with the knowledge that the clump had already Roche density one can determine the mass of the resulting planetesimal as

$$m_P = \frac{4}{3}\pi l^3. \tag{3}$$

What remains to be determined is the diffusivity $D$ for typical dust-to-gas-ratios and length-scales at which planetesimal formation is thought to occur.

## 2 High Resolution Studies of the Streaming Instability

Hydro- and magneto-hydro-dynamical instabilities lead to non-laminar flows within protoplanetary disks. Many of those non-laminar features are known to produce dust overdensities via the local trapping of radially sedimenting particles (sedimentation towards the central star), such as zonal flows, and vortices, resulting in axisymmetric and non-axisymmetric structures. Though they are short-lived in terms of viscous disk evolution, they are long-lived in terms of the disk dynamics. In particular, the concentration of dust as well as the collapse of a particle clump to a planetesimal is supposed to occur within a few local orbits. As shown in several papers in the last years particle overdensities are self amplifying over a certain threshold due to the streaming instability (SI), which was numerical investigated at least for the largest possible scales ($\approx 0.1H$).

\[\text{d} \quad \text{The friction time describes the friction between a particle of given mass and size with the surrounding gas. If particles are smaller than the mean free path of the gas, the drag formulae for the Epstein regime have to applied, otherwise the aerodynamic, i.e. Stokes drag is valid.}
\]

\[\text{e} \quad \text{In astrophysics the Stokes Number is defined on the global dynamical time scale of the system, i.e. the orbital frequency of the accretion disk, rather than via the unknown timescale relevant for the dissipation scale. Particles of } St = 1 \text{ are then the fastest radially sedimenting objects in the radially pressure supported accretion disk.} \]
Figure 2. Overview of our parameter study to estimate diffusivities for the streaming instability on small physical length scales $L = 0.1\, H$ to $L = 0.001\, H$. We thereby investigate high dust to gas density ratios $\epsilon$ from 1 up to 1000, to mimic a wide range of phases within a collapsing particle clump. Colour represents the local dust to gas ratio with red high and blue low values.

Following this idea planetesimal collapse must happen in areas where SI is already active and will still be active during the collapsing phase. Here one can expect that for
large dust-to-gas-ratios $\epsilon = \rho_p/\rho_g$ the SI should become weaker, because in the extreme case of having only dust, there are no more hydro-instabilities, and this is indeed what we see for numerical simulation at high $\epsilon$-values.

Thus in a forthcoming paper we investigate if the SI can lead to diffusivities $D$ or diffusion times expressed in local orbits that can delay or even prohibit the collapse to planetesimals via internal diffusion of the clump. Since the dust-to-gas-density-ratio $\epsilon$ will increase to very high numbers in the collapse phase, we will exceed $\epsilon$-values previously investigated about several orders of magnitude see Fig. 2 for our scanned parameter space. Our boxes range from $L = 0.1H$ down to $L = 0.001H$ and the $\epsilon$ values increase from $\epsilon = 1$ to $\epsilon = 1000$. Depending on the local gas density, which is a function of time and space, the Roche density can be reached at values of $\epsilon = 10 - 1000$. Our 3D simulations use typically several Mio. CPU-hours per parameter set, which explains that scanning the necessary parameter space is a very expensive endeavour. We found that for increasing dust-to-gas-ratios the SI was getting indeed a little weaker, but nevertheless did not die out. At the same time the unstable wave-lengths were squeezed to smaller scales, e.g. the scales interesting for the final collapse - sedimentation phase of the planetesimal (see Fig. 4).
3 Size Prediction for Planetesimals

The dust-to-gas-ratio that corresponds to the local Roche density depends on the distance from the star as well as on the actual gas content of the disk as a function of the evolution of the disk. As a typical value we choose $\epsilon = 10$ for distances of about 40 AU (= Astronomical Unit = distance Sun-Earth). The measured diffusivities at the medium scale $L = 0.01H$ in dimensionless units are $D = 2.7 \times 10^{-6}$. This value for $D$ can be plugged into our prediction for planetesimal size $a$:

$$a \approx \frac{H}{0.03} \sqrt{\frac{D}{2.7 \times 10^{-6}}} \sqrt{\frac{0.1}{\text{St}}} \text{88km.}$$

(3)

This result is remarkably close to the measured sizes of the knee in the observed population of both asteroids and planetesimals and a nice support for our theory of planetesimal formation. An improved prediction of the actual gas content of the disk and the Stokes number of the available dust grains can still change the result, yet not by orders of magnitude.

4 Outlook

Of course, we have to refine our methods in several ways. For instance, we have to study the streaming instability for other particle sizes (e.g. St) as well as for entire particle size distributions. We also have to study the effect of particle-particle collisions in a better way, as they will eventually start to dominate, once we resolve the actual dimensions of the resulting planetesimal.
On the other hand we will surely test our back of the envelope estimate for the criterion of planetesimal formation via straightforward 3D numerical simulations of the streaming instability and gravitational collapse along the parameters as predicted from our non-self-gravitating runs. Then a high resolution case of fully developed SI as already obtained (see Fig. 3) will be the initial state, for which we “simply” have to switch on self-gravity and see A: whether the box size allows for collapse, e.g. the unstable wavelength as determined from diffusivity and self gravity fits into the simulation domain and B: whether the resulting planetesimals obey our size prediction, hopefully independent on further increasing the resolution, i.e. reaching convergence with resolution for our simulations. Then we will be able to say how the planetesimals in our solar system can have formed and explain the size of asteroids and Kuiper belt objects.

After that we can start investigating at what rate they were forming in the solar nebula. When did they form at what distance from the start? Where did their building material come from? What kind of planetesimals did form the earth and does it help us to understand the chemical composition of the earth? Finally this leads to the question of what were the chemical conditions on a young earth, which one day started to harbour life.
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The Low Frequency Array (LOFAR) is a novel radio telescope, operating at very low radio frequencies. It uses a large frequency bandwidth and many stations comprising a multitude of simple dipole antennas. LOFAR stations are relatively small, giving them a large field-of-view (FoV). Moreover, the stations are distributed over many European countries, which gives LOFAR a superb image resolution. With its large bandwidth, large collecting area, large FoV, and high spatial resolution LOFAR achieves unprecedented sensitivity, resolution and in particular high survey speed at this little explored frequency range. The LOFAR data processing is realised via digital electronics starting from the signals of individual dipoles. Each station produces a tremendous amount of data to be sent to a central correlator via fast internet connections, which again leads to huge amounts of data to be processed further. For LOFAR the analysis is complicated by the ionosphere which can severely disturb the observations. Moreover, the simplicity of the antenna fields introduces distortions that need to be corrected when processing the data. Traditionally, the analysis of radio interferometer data has been carried out interactively on work stations. The enormous amounts of data produced by LOFAR and the complex data reduction schemes demand much larger computing resources and automated processes. The data reduction, thus, needs to be carried out on supercomputers. Our aim is to adapt the LOFAR software for analysing data on JURECA, to develop a framework which allows astronomers to set up a data reduction including observation specifics. Moreover, with selected observations we demonstrate the feasibility of reducing LOFAR data on general-purpose, multi-user supercomputers such as JURECA. The algorithms developed for LOFAR pave the way to a new generation of powerful radio telescopes at low frequencies.

1 The Low Frequency Array

The Low Frequency Array (LOFAR) is a novel radio telescope, mainly developed and operated by the Dutch Institute for Radio Astronomy, ASTRON. LOFAR observes in the largely unexplored frequency range from 10 to 240 MHz. Instead of having large dishes it consists of simple dipole antennas grouped into stations. With several new stations becoming operational in 2015 (one close to Hamburg, three in Poland) LOFAR now comprises more than 100,000 dipoles distributed over Dutch and international stations. Each station operates as a phased array, i.e. the beam and the direction of the beam is set by delays when combining the signals of the individual dipoles (beam-forming). LOFAR allows us to observe in many directions at the same time, since the delays are set when processing the data: the processes can run in parallel as often as the processing and data transport resources permit. The beam-formed data are sent from each station to a central correlator via fast internet connections, e.g. international stations are equipped with 10 Gbit/s data links. Via cross-correlations and averaging the correlator combines the incoming data to visibility data.

The collecting area and the frequency coverage is maximised to increase the telescope sensitivity. LOFAR samples the signals from each antenna with a rate of 200 MHz, thus...
the maximum frequency window allowed by the Nyquist sampling theorem is 100 MHz. The maximum bandwidth a LOFAR station can transmit is 96 MHz, which can be spread over several directions. On the other hand, a very high frequency resolution is necessary to mitigate Radio Frequency Interferences (RFI) and to avoid smearing out signals on long baselines provided by international LOFAR stations. A typical frequency resolution used in LOFAR observations is 3 kHz. The number of frequency channels, $N_k$, is consequently of the order of 30,000. The collecting area is determined by the number of dipoles used. The diameter of the station determines also the size of the station beam, i.e. the area on the sky visible with one pointing (field-of-view, FoV). The larger the FoV the less pointings are necessary to survey the entire sky. The diameter of each station is chosen as a compromise between survey speed and sensitivity. LOFAR currently uses stations with a diameter of about 50 and 70 metres and 50 stations in total (38 stations in the Netherlands, six stations in Germany, three in Poland, and one in France, UK and Sweden each). The large frequency coverage and the large collecting area allows LOFAR to increase in sensitivity with respect to earlier telescopes by a factor of about 100.

The resolution of the instrument is given by the largest distances between the stations. With stations in UK, France, Sweden and Poland LOFAR has baselines of thousands of kilometres, permitting sub-arcsecond resolution in this frequency regime. Within one observation a FoV of several degrees can be imaged, see Fig. 1, with a resolution even below one arcsecond. The image fidelity also depends on baselines with intermediate distances. Covering baselines from several tens of metres to thousands of kilometres LOFAR allows us to reconstruct the sky brightness distribution with unprecedented imaging capabilities.

The fundamental operation of a radio interferometer is to cross-correlate and average the beam-formed signals of all stations. More precisely, the signals of all pairs of stations are multiplied and averaged by the central correlator. As noted above, the sampling rate for LOFAR is 200 MHz, the typical averaging time is one or two second(s). For each antenna pair, for each frequency channel, and for each averaging time step the correlator computes one complex number (in fact four complex numbers since we have to deal with two polarisations), $V_{ij}(t_n, \nu_k)$, where $ij$ refers to the baseline between the stations $i$ and $j$, $t_n$ refers to the time step $n$, and $\nu_k$ refers to the frequency channel $k$. Initially, a Blue-Gene/L supercomputer, ranking number six in the TOP 500\(^a\) list of the fastest international supercomputers when built, was used as correlator. In 2008 it was replaced with a Blue-Gene/P. The correlation process itself is excellently suited for Graphics Processing Units (GPUs). So when support from IBM for the BlueGene/P ran out, a NVIDIA Tesla K10 cluster, named COBALT, has taken over the task of correlating the LOFAR station signals. The maximum input rate is 240 Gbit/s and the maximum output rate is 80 Gbit/s. The total number of visibilities produced for a typical 12 hours observation is

$$N_{\text{pol}} \times \frac{N_{\text{st}} (N_{\text{st}} - 1)}{2} \times N_n \times N_k,$$

with $N_{\text{pol}}$ the number of polarisations, $N_{\text{st}}$ the number of stations, $N_n$ the number of integration time steps, and $N_k$ the number of frequency channels. In total this implies $10^{13}$ complex visibilities. Data of the order of 100 TByte have to be stored and further processed for one typical LOFAR observation that includes all available stations.

\(^a\)http://www.top500.org/lists/2005/06/
2 Reconstructing the Sky Brightness Distribution

LOFAR is a very flexible instrument, allowing quite different modes of operation. The instrument is primarily operated in the ‘interferometer mode’ as described above with the aim to reconstruct the sky brightness distribution in the frequency range used by LOFAR. In an ideal case the visibility data, as generated by the correlator, depend on the sky brightness distribution, \( I(l,m,n) \), according to:

\[
V_{ij}(u,v,w) = \int \frac{dl \, dm}{\sqrt{1-l^2-m^2}} \sqrt{A_i(l,m)A_j(l,m)} I(l,m) \times e^{-2\pi i [ul+vm+w(\sqrt{1-l^2-m^2}-1)]},
\]

where \( l, m \) gives the sky direction, \( u, v, w \) encodes the separation and direction from station \( i \) to station \( j \), and \( A_i(l,m) \) the station sensitivity into direction \( l, m \), (station beam). In case of \( l, m \ll 1 \) (or \( w = 0 \)) the relation between sky brightness distribution and visibility data becomes very close to a Fourier transform. Therefore, with a planar array, a small FoV, and no distortions we could simply apply a Fourier transform to reconstruct the sky brightness

\[
\text{Visibility} \quad \leftrightarrow \quad \text{Sky Brightness}
\]  

However, there are many aspects which need to be taken into account when reconstructing the sky brightness from LOFAR data.

2.1 Data Preparation

Man-made radio signals may affect or dominate measured visibilities. This RFI typically occurs either at certain times and affect the entire spectrum (broad band RFI), or may be present for long times but only in a small frequency range (narrow band RFI, e.g., transmitters for communication). Often RFI also shows a very complex time-frequency behaviour. It is essential to remove RFI (flagging) before further processing the data since it may significantly distort the sky brightness reconstruction. The size of the LOFAR data prohibit a manual inspection, so RFI needs to be identified automatically with using the high frequency and time resolution as produced by the correlator. For LOFAR the special software (AOFlagger), which allows to automatically flag the data affected by RFI\(^7\), was developed.

One undesired effect of the phased array technique at LOFAR is that the station beams have strong side lobes. Therefore, bright radio sources many degrees away from the actual target may significantly affect the visibilities when located at a side lobe. This causes rapid visibility variation in frequency and time direction. For LOFAR an algorithm called demixing has been developed which allows us to subtract those sources before averaging\(^10\).

2.2 Nobody Is Perfect: Calibration

Signal modifications may be caused by the amplifiers and the processing of the analog signal before it gets digitised. Since each antenna has its own electronics which might be affected by the environment, e.g., variations of temperature or humidity, these distortions
are impossible to predict perfectly. In addition to changing the signal as such, the variations between the dipoles in a phased array like a LOFAR station also affect the shape of the station beam.

At the low radio frequencies used by LOFAR the ionosphere has a significant impact. The electron column density along the line of sight determines the “refraction index” of the ionosphere, with two dominant effects on the waves propagating through the ionosphere: introducing a delay and rotating the polarisation direction. Since the column density varies with time and position, the disturbances of the visibilities are extremely difficult to determine. So correction factors have to be derived from the observations, since the ionosphere cannot be measured directly with sufficient accuracy. These correction factors vary from station to station, with time, and across the field of view.

The signal propagation from the source to the telescope can be represented as a series of $2 \times 2$ complex matrices. Typical parameters are amplitude and phase for each of the two polarisations and a polarisation rotation angle, all for each station, resulting in hundreds of parameters to solve for in each time and frequency interval. Calibrating on the measured data itself requires a reasonable model of the sky brightness distribution. One calibration step is done by solving for parameters in these matrices that can convert this model to the measured values and then inverting the matrices and multiplying them to the measured data.

Calibration of interferometer data usually is direction independent. It uses only one set of parameters for the full field of view. In contrast to many other radio telescopes LOFAR has a large field of view—which increases the survey speed— but in particular the ionosphere introduces disturbances which vary across the field of view. Dealing with these direction dependent effects is done by solving for solutions in the direction of several bright sources within the field of view and then interpolating between those directions or imaging only small facets around the bright sources. Correcting for these direction dependent effects is a major task when processing LOFAR data on JURECA, and is a field of ongoing research.

2.3 Imaging and Deconvolution

As any other radio interferometer, LOFAR measures only visibilities at $u$, $v$, $w$ coordinates determined by the antenna positions. Hence, the $uv$-plane is only sparsely sampled. This can be denoted with a function $B(u, v)$, which is 1 for $(u, v)$ pairs for which a visibility is actually measured and 0 otherwise. In other words, the ‘ideal’ visibilities are masked by the $uv$-coverage $B(u, v)$,

$$\text{Visibility} \times B(u, v) \xrightarrow{\text{FT}} \text{Sky Brightness} \otimes \text{PSF},$$  

where the Fourier Transform of the $uv$-coverage results in the point spread function (PSF), which can be quite complicated. Hence, the brightness distribution obtained after the Fourier Transform can be understood as a convolution of the true sky brightness distribution and the PSF. In order to restore the true sky brightness distribution we ‘deconvolve’ the initially obtained image. A standard deconvolution scheme is the CLEAN algorithm. In its simple version the position of the maximum brightness in the image is successively determined, assumed to represent a point of true sky brightness distribution. The PSF is then subtracted from the residual image at this position. A more precise version inter-leaves minor cycles of simple CLEAN with major cycles in which the new sky brightness
Figure 1. The field of the galaxy cluster Abell 2069 and the Corona Borealis Supercluster observed with LOFAR HBA in May 2014. This map was created by imaging frequency-limited chunks of the whole data and stacking the images afterwards. 100 out of 370 subbands was used. Image resolution is $106'' \times 103''$.

components are transformed to Fourier space and subtracted from the visibilities. The new residual image is then generated by transforming the residual visibilities to image space. Hence, the deconvolution is already a complex process in which the image needs to be computed from the visibilities many times.

Since we work with large amounts of data in all imaging steps a Fast Fourier Transform needs to be applied. The field of view of the LOFAR stations is as large as several degrees. On the other hand the resolution, determined by the longest baselines, can be of the order of arcseconds or even below. Even if one is only interested in a comparatively small object the full field of view needs to be imaged in order to be able to deconvolve all sources, which would otherwise generate image artefacts all over the image. The image size must therefore be of the order of several ten thousand pixels in both directions.

The LOFAR stations have a large field of view, which prohibits to ignore the $w$-term in Eq. 2. Also the beam shape of the stations $A_i(l, m)$ and the polarisation properties of the LOFAR dipoles depend on the pointing direction relative to the station, so they vary
with time when tracking a source on the sky. Therefore, the sky brightness for LOFAR
cannot be obtained via simply Fourier transforming the visibility data. The visibility data
cannot be corrected for direction dependent effects, they have to be corrected in the images,

hence a dedicated imager for LOFAR has been developed, the awimager. The direction
dependent effects are multiplicative in image space but they vary in time and frequency so
correcting in image space would require Fourier transforming many time and frequency
bins separately. They can be corrected for by a convolution in Fourier space, called the
A-projection, and because the effects vary only on large scales in direction this keeps
the support of the convolution kernel small, making it more efficient than many Fourier
transforms. Eq. 2 shows that the $w$-term can be seen as a multiplicative factor in image
space, thus it can also be corrected for by a convolution in Fourier space. Those two
corrections together give the aw-projection.

2.4 The Processing Flow: Selfcal

Usually the sky brightness distribution of the target is not fully known. The calibration fac-
tors for the instrument can be generated by observing and calibrating on a well known and
bright calibrator source, but ionospheric corrections are different for different directions.
Fortunately even calibrating on an imperfect model of the sky (e.g. with low resolution)
results in an improved image. Therefore several calibration–imaging loops are usually
necessary before the sky model converges to a final result. This process is called selfcal.
The exact setup of these loops depends on the data and the scientific objective. E.g., at low frequencies the calibration needs to be done on high time resolution in order to track the changes in the ionosphere, while for the imaging the data can be averaged much more before the image is significantly distorted, so it is useful to add an averaging step to speed up processing.

The major steps of creating a sky image out of the measured visibility data are therefore: (i) flagging of RFI, (ii) demixing of bright sources in the vicinity of the target, (iii) averaging the data, (iv) using calibrator sources to calibrate the absolute amplitude of the measured visibilities, (v) image the data and successively determine variations in time, frequency, and across the field of view of the calibration matrices, and (vi) create the final image of the scientific target. For normal users the first three steps are usually done by the observatory right after observation. This minimises the amount of data to be transferred and stored to typically a few ten TByte for each observation. The computing power at JURECA allows us to do those steps on our own, freeing up computing resources at the observatory for more observations and allowing us to perform a more involved processing.
3 Pipeline Framework and Image Examples

In our project we aim for enabling processing of LOFAR data on JURECA. To get good results it is still necessary to adopt the calibration strategy to a specific observation. Many parameters depend on brightness of the sources in the field and the properties of the actual target, e.g., size, morphology and brightness. Figuring out the best sequence of processing steps is still manual work, but once they are known the steps can be added together into a pipeline that runs without human interaction. To run this pipeline a pipeline framework was developed, that executes several consecutive processing steps and takes care of distributing the workload to the processing nodes and generating checkpoints. The original framework is too cumbersome to adopt to different processing strategies and thus was only used for standard processing by the observatory but not by the astronomers. On the other hand simple scripts do not make efficient use of a supercomputer like JURECA. To ease pipeline development we developed an extension to the framework that allows to specify several processing steps in one configuration file in a user-friendly manner. This makes it possible to rapidly specify a processing strategy and have it executed in an efficient manner.

Fig. 3 shows the Andromeda galaxy at 130 MHz, after only direction independent calibration. The direction independent calibration is insufficient, which can be seen in the ring-like artefacts around strong sources. Currently, within the LOFAR community we are developing a strategy which allows to do direction dependent calibration in an automated fashion. This pipeline determines calibration factors in the direction of many bright sources by subtracting all other sources and working on only a small part of the field, the facet calibration. Due to its large size with extended emission of more than $3^\circ$ adopting this strategy to the observation of the Andromeda galaxy will be a challenge.
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Turbulence and Its Effect on Protostellar Disk Formation
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We analyse simulations of turbulent, magnetised molecular cloud cores focusing on the formation of Class 0 stage protostellar discs and the physical conditions in their surroundings. We show that for a wide range of initial conditions Keplerian discs are formed in the Class 0 stage already. Furthermore, we show that the accretion of mass and angular momentum in the surroundings of protostellar discs occurs in a highly anisotropic manner, by means of a few narrow accretion channels. The magnetic field structure in the vicinity of the discs is highly disordered, revealing field reversals up to distances of 1000 AU. These findings demonstrate that as soon as even mild turbulent motions are included, the classical disc formation scenario of a coherently rotating environment and a well-ordered magnetic field breaks down.

1 Introduction

In our research we investigate the formation of protostars and their associated protostellar disks, the early precursors of planetary systems. During the last decade simulations of collapsing molecular cloud cores have revealed the so-called catastrophic magnetic braking problem: Magnetic fields are able to transport angular momentum by means of toroidal Alfvén waves. Modelling the collapse of rotating molecular cloud cores, simulations have shown that in the presence of magnetic fields with strengths comparable to observational results, the formation of rotationally supported (Keplerian) protostellar disks is largely suppressed\textsuperscript{1,2}. This is due to the fact that angular momentum is removed very efficiently from the interior of the core by the magnetic field. In previous works we could confirm this effect for the collapse of massive (100 solar masses), molecular cloud cores\textsuperscript{3}. This key result of the suppression of Keplerian disk formation during the earliest stages of star formation is in contrast to recent observational results which state that protostellar disks should be present already in the Class 0 stage\textsuperscript{4,5}.

2 Numerical Methods

The simulations presented here are performed with the hydrodynamics code FLASH, which is written in Fortran\textsuperscript{90}. The code solves the 3-dimensional, discretised magnetohydrodynamical equations on a Cartesian grid. Making use of the adaptive-mesh-refinement (AMR) technique, only those regions which are of particular interest for us are resolved with the highest possible spatial resolution whereas other regions of minor interest are
resolved more coarsely. This significantly reduces the number of calculations to be performed and hence the computational time required, thus allowing us to perform the simulations over long physical timescales. We also make use of the sink particle routine to model the formation of protostars.

3 Initial Conditions

Observations of the birth places of stars show a wide range of physical quantities, in particular in their initial mass. As we do not simulate a particular region observed by astronomers but rather aim to understand the systematic influence of the initial conditions, we have to perform a number of simulations in our work covering a wide range of masses and turbulence strengths. This allows us to draw conclusions about the effect of the initial conditions on the formation mechanism of stars. We modelled the collapse of molecular cloud cores with masses ranging from about 2 solar masses up to 1000 solar masses. The cores are threaded by a strong magnetic field along the z-axis and have an additional supersonic, turbulent velocity field as indicated by observations.

4 Results

The results of previous simulations described in Sec. 1 show up in case that highly idealised initial conditions are used for the simulations. In particular the lack of turbulent motions - frequently observed in molecular cloud cores - could have a significant effect on the formation of protostellar disks and outflows. For this reason, in our research we here focus on the influence of turbulence on the formation of protostellar disks and outflows. This work has been performed on JUROPA and other supercomputing facilities. Each of the simulations required a computational time of a few 100 000 CPU-hours with a simultaneous use of up to 1000 CPUs per simulation. A few hundreds of files were produce for each simulation requiring a disk space of a few TB in total.

4.1 Turbulence-Induced Disk Formation

We focus our simulations on the question, how turbulence affects the formation of Keplerian disks\textsuperscript{8-10}. An example result is shown in Fig. 1 showing the protostellar disk in a representative run with a molecular cloud core of 100 solar masses.

As can be seen, in the presence of turbulence rotationally supported disks are re-obtained again, which is in contrast to the previous simulations with comparable magnetic field strengths but no turbulence\textsuperscript{3}. This suggests that the efficiency of the magnetic braking, which is responsible for removing angular momentum from the midplane, is reduced significantly in the turbulent case. Analysing the surroundings of the disks we can show that this is indeed the case. The turbulent surroundings of the disk exhibit no coherent rotation structure (compare Fig. 1). Therefore, an efficient build-up of a strong toroidal magnetic field responsible for angular momentum extraction is hampered. Moreover, the turbulent motions lead to a strongly disordered magnetic field which further reduces the magnetic braking efficiency. Since simultaneously the angular momentum inwards transport remains high due to the presence of local shear flows in the vicinity of the disks, there is a net inwards angular momentum transport towards the centre of the disk. The combination of
these effects results in the observed build-up of Keplerian disks as expected from observations\(^4,5\). Varying the core masses (2.6 - 1000 solar masses) and the turbulence strengths does not change our findings. This clearly demonstrates that the turbulence-induced disk formation mechanism works for a wide range of initial conditions. In particular, we could show that the formation of Keplerian disks does not require a uniform rotation of the core – turbulent motions alone lead to the build-up of Keplerian disks. Moreover, we showed that even for subsonic turbulence, which is usually present in low-mass protostellar cores, the turbulence-induced formation mechanism still holds.

In Fig. 2 we show the 3-dimensional structure of the magnetic field and the gas motions around a protostellar disk in one of our simulations. The magnetic field lines clearly reveal a highly complex structure being far off from well-ordered. Several field reversals up to distances of about 1000 AU from the disk centre can be found. This indicates that the recently observed inclination of magnetic fields with respect to the disc axis\(^11–13\) could simply be the consequence of a spatially unresolved, highly disordered field structure. The anisotropy of the accretion towards the disk is represented by the coloured regions in the figure. Accretion is dominated by a few narrow accretion channels which carry a significant part of the inflowing mass and angular momentum but cover only about 10% of the surface area. We emphasise that we find this anisotropic accretion mode in all of our simulations.

## 5 Conclusions and Outlook

To summarise, our simulations present a richer picture of the process of disk formation, wherein turbulence, filamentary accretion streams, and magnetic field reversals guarantee that the otherwise overwhelming strength of magnetic braking by ordered fields is significantly degraded, allowing Keplerian discs to form. Non-turbulent collapse simulations, on the other hand, might significantly overestimate the efficiency of magnetic braking and thus underestimate the fraction of Class 0 stage Keplerian discs. We suggest that the anisotropic accretion and disordered magnetic field structure found in the environment of protostellar
discs might set the stage for other mechanisms contributing to the formation of discs like (pseudo-) disc warping or non-ideal MHD effects\textsuperscript{14, 15}

For our future research we intend to study the self-consistent ejection of protostellar outflows from the Keplerian disks formed in our turbulence simulations. In order to reach this goal we will have to redo some of our simulations with increased spatial resolution, which will require further large amounts of computing power in the future. Furthermore, we plan to produce so-called synthetic observations. These synthetic observations will allow us to directly compare our simulation results with real observations. Such comparisons allow us to assess what can be inferred from observations - in particular how reliable parameters obtained from real observations are.
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Computational Biology and Biophysics
The continuous development of methods by a large community of scientists over several decades, coupled with the steady advance of the available computational resources, has led to an increasing role of simulation methods in life science and materials science research. In part these achievements were recognised with the 2013 Nobel Prize for chemistry, which honoured the development of multi-scale simulation methods that have been used for decades to elucidate mechanisms of bio-macromolecules. With time, simulation methods have reached an increasing degree of maturity, starting with simulations that were closely tied to the availability of structural data to eventually fill ever larger gaps, which experimental methods could not yet resolve. Molecular simulation methods have been used to fill the static structures obtained from xray crystallography or NMR techniques with life, generating representative trajectories which visualise, but more importantly enable analysis of the dynamics of the macromolecular machinery of the cell.

It has been a paradigm of molecular life-science research that structure determines function. For this reason the determination of biomolecular structure, often as a function of the environment or the presence of interaction partners, has been a hallmark also of molecular simulations. We now recognise, however, that many biological functions are accomplished by intrinsically disordered proteins, which either exist in an ensemble of many conformations or even attain their conformation only when binding to the respective partners. An example of such a study is the work by Abad and Rossetti in this volume, who discussed methods that enable characterisation of the conformational space of intrinsically disordered proteins. Simulations of these systems are complicated by the large conformational space that these proteins can attain, but offer important insights into structural ensembles that are difficult to characterise with ensemble-level experimental techniques which require either a single or a few dominant structures for successful characterisation.

Another hallmark application of molecular simulation has been the study of receptor-ligand interactions, in particular for pharmaceutically relevant protein receptors. In this field early work addressed the complementarity of specific ligands to the protein receptors, which often required suppression of the receptor conformational degrees of freedom for lack of adequate computational resources and simulation techniques. The work by Friege et al. in this volume is another example for the degree of maturity this field of simulation has reached today. Routine sequencing of the human genome, as for instance demonstrated in the thousand genomes project, has led to an unprecedented amount of information of mutations that affect critical metabolic pathways of the cell. As demonstrated in the work reported by Friege et al. simulation methods have now matured to enable explo-
ration of possible treatment of the ensuing disorders through the development of ligands that restore the activity of the damaged enzyme. Further development of such techniques, in combination with modelling of the metabolic pathways and systems biology methods, raises hopes for the development of tools for personalised medicine.

However, applications of molecular simulations are not limited to the life-sciences. The advent of novel two-dimensional materials, such as graphene\textsuperscript{11}, holds great promise for the development of novel materials due to their unique structural and electronic properties. The high demand of such materials, in particular for large-scale industrial application, challenges scientists to develop scalable production techniques of high-quality samples. One of the most promising methods is the development of exfoliation techniques\textsuperscript{12}, where small organic molecules are used to stabilise flakes of these 2-D materials in solution. The design of appropriate stabilisers, such as the perylene molecules discussed in the study of Hollfelder and Gekle in this volume, requires striking a complex balance between the solubility of the molecules and their affinity to the target substrate, as aggregation competes with exfoliation. The work reported here demonstrates how molecular simulation can elucidate the interaction of complex molecules with their solvent environment in order to enable selection or molecular design of optimal solvents.
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Structural characterisation of intrinsically disordered proteins is highly non-trivial. They exist as dynamic, highly flexible structural ensembles that undergo conformational conversions on a wide range of timescales, spanning from picoseconds to milliseconds. Computational methods may be of great help to characterise these proteins. Here we review recent progress from our lab and other groups to develop and apply in silico methods for structural predictions of these highly relevant, challenging systems.

1 Introduction

In the following, we closely follow the more detailed original report in Rossetti, \textit{et al.}\textsuperscript{1} (Copyright Elsevier, 2015). Intrinsically Disordered proteins (IDPs) are an important class of functional proteins with high abundance in nature\textsuperscript{2–4}, specifically in humans, where they represent almost one third of the genome\textsuperscript{5,2–4}. Notably IDPs are extensively associated with human diseases and amyloidosis\textsuperscript{6,7}. Specifically, 79\% of cancer associated proteins, 57\% of the cardiovascular disease associated proteins and 55\% of neurodegenerative disease associated proteins are predicted to contain 30 or more consecutive disordered residues\textsuperscript{8}.

Studying the structural determinants of this class of proteins is the key to understand their role for cellular function and dysfunction in both healthy and altered-disease-associated pathways. Unfortunately, traditional computational and experimental approaches have been hampered so far by a variety of challenges. IDPs do not adopt a well-defined native three-dimensional structure\textsuperscript{9} and they lack stable tertiary and/or secondary structures when isolated in solution under near-physiological conditions\textsuperscript{10} and exist in an ensemble of states both in solution and when unbound to a ligand \textit{in vivo}\textsuperscript{10}. This means that an ensemble of inter-converting conformers is required to describe the conformational behaviour of IDPs\textsuperscript{11}.

Apparently IDPs do not simply occur as filler material amongst functional well-structured proteins, instead they are associated with a variety of biological functions\textsuperscript{2}. IDPs are indeed enriched in signalling and regulatory functions because disorder segments permit interaction with several proteins and hence the re-use of the same protein in multiple pathways\textsuperscript{12,2,13,14}. Moreover, IDPs can apply different molecular recognition mechanisms and functional modes\textsuperscript{15,14} compared to the globular proteins. The majority of IDPs undergo a disorder-to-order transition upon functioning\textsuperscript{16,17}, a structural transition from a partially disordered state into a more highly ordered conformation in the complex\textsuperscript{17,18}, also called folding-upon-binding mechanism (Fig. 1A).
The persistence of natively unfolded proteins throughout evolution may reside in advantages of flexible structure during disorder order transitions in comparison with rigid proteins\textsuperscript{10, 20, 21}. The potential advantages of intrinsic lack of structure and function-related disorder-to-order transitions are:

i) Decoupling of specificity from binding strength. IDPs are capable to combine high specificity with low affinity\textsuperscript{10}. This is due to the fact that folding and binding are coupled for IDPs. Therefore the change in enthalpy is compensated by a much larger loss of conformational entropy as compared to globular proteins. This results in a lower absolute value of free-energy, decreasing the stability of the resulting complex\textsuperscript{22, 3}.

ii) Binding commonality in which multiple, distinct sequences fold differently yet each recognises a common binding surface\textsuperscript{19} (Fig. 1B). These localised interacting regions allow IDPs to have an increased modularity as different binding regions can be incorporated into the same protein without excessively increasing protein length\textsuperscript{23}.

iii) Binding diversity. IDPs may folds differently to recognise differently shaped partners by several structural accommodations at the various binding interfaces\textsuperscript{10, 17, 2, 21} (Fig. 1C). This phenomenon known as one-to-many signalling, illustrate the complexity of the different binding modes of IDPs and enables an exceptional plasticity in cellular responses\textsuperscript{14}.

iv) The creation of very large interaction surfaces as the disordered protein wraps-up or surrounds its partner\textsuperscript{24} making it possible to overcome steric restrictions\textsuperscript{10}, meaning that these proteins utilise a much larger fraction of their accessible surfaces compared to globular proteins\textsuperscript{25}.

v) A increased speed of interaction. IDPs display both faster rates of association by reducing dependence on orientation factors and by enlarging target sizes and faster
rates of dissociation\(^{10}\). The great conformational freedom of IDPs in multidirectional search permits the recognition of distant and/or discontinuous determinants on the target\(^6,^{15}\). Moreover, their extended structure enables them to contact their partner(s) over a large binding surface area, which allows the same interaction potential to be realised by shorter proteins overall\(^{15}\).

All these features collocate IDPs among the major cellular regulators, recognisers, and signal transducers\(^{11}\). Also IDPs reduced life-time in the cell, possibly represents a mechanism of rapid turnover of important regulatory molecules\(^{21}\).

The inherent flexibility of IDPs calls upon new experimental and computational strategies for studying these proteins, since describing the ensemble of conformations of IDP at atomic level remains a considerable challenge.

In this review we will first discuss the computational strategies that have been devised to tackle the conformational plasticity of IDPs, complemented by an application from our lab.

### 2 Computational Methods for IDPs

Computational methods using physics-based empirical molecular mechanics force fields increasingly release critical contributions in providing general insights into the behaviour of IDPs\(^{26,11,22}\). However, the dynamic and heterogeneous nature of IDPs presents substantial challenges, in terms of force field accuracy and of conformational sampling capability. MD simulations are indeed sensitive to the choice of the protein force field, which are typically parameterised to reproduce the behaviours of folded proteins rather than IDPs, and thus they may fail to capture important aspects of IDP conformational ensembles\(^{27}\). We will therefore describe all the different techniques so far used for IDPs.

#### 2.1 Molecular Dynamics and Monte Carlo Simulations

Molecular dynamics (MD) and Monte Carlo (MC) simulations complement experiments by elucidating chemical details underlying the conformational dynamics of biological macromolecules\(^{28}\). Unfortunately, it is extremely difficult to adequately sample the conformational space accessible to IDPs. In details:

- MD in explicit solvent at room temperature is generally insufficient for achieving convergence in simulated structural ensembles of IDPs, due to their large conformational space and the so-called kinetic trapping, i.e., the system tends to be confined to local energy minima\(^{29}\). Such minima are separated by free-energy barriers, whose heights are often much larger than the thermal energy available to the system\(^{29}\). Therefore MD is not always suitable to sample the dynamical behaviour of IDPs.

- In MC approaches, stochastic conformational searches are used to efficiently sample conformations of the protein chain\(^{30}\). MC surmounts energy barriers by moving through successive discrete local minima in the energy landscape. In this way, MC sample all the minima of conformational without seeing the energy barriers\(^{31}\).
2.2 Enhanced Sampling Techniques

These methods achieve a random walk in the potential-energy space, allowing the system to easily overcome the energy barriers that separate local minima. Three well-known approaches for carrying out generalised ensemble MD or MC simulations are the multi-canonical algorithm\(^\text{32}\), the simulated tempering\(^\text{33}\) and the replica exchange method\(^\text{34}\). They are very briefly summarised here.

- The multi-canonical algorithm (MUCA) method\(^\text{32}\) assigns to each state with energy \(E\) a non-Boltzmann weight that is independent of temperature so that a uniform potential energy distribution is obtained ensuring that all the energy states are sampled with the same likelihood. This approach was applied to the coupled folding and binding of an IDP in order to generate the corresponding free-energy landscape\(^\text{35}\).

- The simulated tempering (ST) performs a free random walk in temperature space. This random walk, in turn, induces a random walk in the potential energy space and allows the simulation to escape from states of local energy minima. In ST\(^\text{33}\), the temperature of the system is randomly switched between several predefined values. ST was applied to study the binding mechanism of two IDPs in combination with classical MD\(^\text{36}\).

- The replica-exchange method (REM) uses standard Boltzmann weight factors that are known \(\text{a priori}\)\(^\text{34}\). In this method, a number of non-interacting copies (or replicas) of the original system at different temperatures are simulated in parallel under different conditions\(^\text{34}\); at given time intervals, the simulation conditions are exchanged with a specific transition probability between replica pairs\(^\text{34}\). A variation is the replica exchange solute tempering method, REST2\(^\text{37}\), in which only the protein and the ions (i.e. the solute) are simulated at different effective temperatures by applying an appropriate potential energy function to each replica. REM could also be coupled with Monte-Carlo simulations, (REMC)\(^\text{38, 39}\) to explore the conformation space of IDPs (see a recent application from our lab below).

New generalised-ensemble algorithms could be obtained by combining the merits of the above three methods (reviewed in Ref. 40). Another particularly attractive approach to overcome the sampling bottleneck is to combine large numbers of equilibrium and/or generalised ensemble simulations using network methods based on MC algorithms like Markov State Models recently applied also to IDPs\(^\text{41, 42}\).

2.3 Solvent Representation

In all the methods discussed in the previous sections, the solvent can be represented either as a continuum model, or as explicit molecules. Traditional explicit solvent protein force fields arguably provide the most realistic description of solvent, but also significantly increase the system size leading to prohibitive computational cost to sufficiently sample the immense conformational space of IDPs\(^\text{43}\). Moreover, explicit solvent force fields are known to have a tendency to over-stabilise helices\(^\text{44}\) and overestimate the strength of protein-protein interactions. A substantial reduction in the computational cost could be obtained using implicit solvent models\(^\text{45}\). Recently important advances have been made to greatly
improve the efficiency and achievable accuracy of implicit solvent models based on generalised Born (GB) approximation, however they do not properly describe short-range effects where the detailed interplay of a few non-bulk-like water molecules is important and might be further limited by the specific methodology for calculating the solvation free energy as well as the physical parameters of the solvation model. Despite these caveats, implicit solvent force field has been successfully applied to simulation of regulatory IDPs.

3 Applications from our Lab

A REMC-derived approach based on an implicit-solvent all-atom potential was recently applied on the disordered N-terminal domain of Prion Protein (PrP). We were able to predict the conformational ensemble of the wild type (WT) and mutated mouse PrPC N-terminal domain. Importantly, the work shows how pathogenic mutations (PMs) affect the PrPC binding to functional interactors and/or the translocation. In Dibenedetto et al., we proposed a computational protocol based on classical MD simulations for investigating how the conformational space of the IDP alpha-synuclein (AS) is affected by the binding of an anti-aggregation drug, dopamine (DOP). Specifically, we analysed the conformational ensemble of AS, alone and in the presence of the drug, with a newly developed tool based on the dihedral angle distributions visited during MD. The latter allows interpreting 2D 1H-15N Heteronuclear multiple-quantum correlation (HMQC) spectra of AS in the presence of the anti-aggregation drug by distinguishing variation of chemical shifts due to direct contacts with the drug from the ones due to conformational changes of the AS induced by long-range effects of the binding. Very recently [under review], we have extended this protocol for the study of the physiological, N-terminally acetylated form of alpha-synuclein (AcAS). We have employed the REST2 method exposed in Sec. 2.2, with the same force field as in the work of Dibenedetto et al. Realistic starting geometries from this previous work underwent 15 ns of REST2 simulations with 32 replicas after manually adding the acetyl group to the N-terminus. The obtained ensemble compares well with experimental measurements of local properties (NMR-chemical shifts) as well as global properties (hydrodynamic radius, circular dichroism spectra).

4 Conclusions

We have presented recent computational investigations regarding proteins of biological relevance, whose structure determination poses challenges to experimental techniques. Our studies of IDPs suggest, as already pointed out, that methods at different resolution might give important insights in their biological function as well as ligand binding, a process which is so far not well understood.
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Glutamine synthetase (GS) is an essential enzyme in nitrogen metabolism and catalyses the ATP-dependent ligation of glutamate and toxic ammonia to glutamine. So far, three GS mutants with clinically relevant pathologies are known. These mutations lead to hyperammonemia and a global glutamine deficiency. Recently, we investigated the molecular mechanisms underlying these mutations. However, an adequate treatment for a patient carrying the R324S mutation, now eleven years old, remains elusive. Here, we investigate by means of unbiased molecular dynamics simulations if and how the compatible solute betaine, successfully used for the treatment of liver diseases, can restore GS catalytic activity in the case of R324S GS. Upon free ligand diffusion, betaine enters the R324S GS binding site and forms hydrogen bonds with S324 and weak electrostatic interactions with ATP. Thus, betaine could act as a non-covalently bound ATP binding-enhancer in the case of R324S GS.

1 Introduction

The human glutamine synthetase (GS, EC 6.3.1.2) is a homodecamer in which ten subunits form two pentameric rings that stack onto each other (Fig. 1A)¹. GS catalyses the conversion of glutamate and ammonia to glutamine under the use of adenosine triphosphate (ATP)². Thus, GS contributes to glutamate and ammonia detoxification³, 4, as well as to glutamine formation, which makes GS essential for the human nitrogen metabolism⁵, 6. Two GS mutations, R324C and R341C (sequence numbering of human GS¹), were linked to a reduced GS activity and led to severe brain malformations and multiorgan failure, which results in neonatal death⁹, 10. Another GS mutation, R324S, was identified in a boy, who is neurologically compromised due to the lack of ammonia detoxification and glutamine synthesis¹¹. The boy had been initially treated with glutamine supplementation¹². However, the treatment was stopped after the patient showed an increased irritability. Thus, no adequate medication is currently available to treat inborn GS deficiency caused by the R324S mutation. Recently, we showed that ATP binding is hampered in the R324S mutant because a salt-bridge interaction between R324 and ATP is lost in the case of the R324S mutant¹³. Additionally, the R324S mutant results in a gap between the S324 sidechain and ATP¹³.

In search of a treatment of this rare disease, we aim at identifying small molecules that can act as ATP binding-enhancing molecules, thereby restoring GS activity in the R324S mutant. Here, we focus on trimethyl glycine (betaine, Fig. 1B) as one such molecule. From a structural point of view, betaine could bridge the gap between S324 and ATP by
forming hydrogen bonds and electrostatic interactions with S324 and ATP, respectively. From a clinical point of view, betaine is a safe, well tolerated, and inexpensive drug, and dietary betaine supplementation improved serum levels of liver enzymes in the context of fatty liver diseases\(^\text{14}\). We assessed if the GS binding site is accessible for betaine by means of unbiased molecular dynamics (MD) simulations of betaine diffusion in the presence of R324S GS. Moreover, we determined, if betaine simultaneously interacts with S324 and ATP and stabilises ATP binding.

2 Methods

To investigate if the R324S GS binding site is accessible for betaine, we performed unbiased MD simulations of R324S GS in the GS\(_{\text{apo}}\) state in the presence of \(\sim 150\) mM of betaine (the preparation of the GS\(_{\text{apo}}\) state is described in Ref. 13). We randomly placed 92 betaine molecules around the R324S GS using PACKMOL\(^\text{16}\). Furthermore, to test whether a single betaine molecule can stably span the interaction between S324 and the phosphate groups of the GS substrate ATP, we generated an additional model with betaine and ATP bound to R324S GS (further referred to as GS\(_{\text{ATP}}\) state; for preparation of the GS\(_{\text{ATP}}\) state see Ref. 13). The coordinates of R324 atoms C\(\delta\), N\(\epsilon\), and C\(\zeta\) were assigned to the betaine atoms C1, C2, and N1 such that the betaine’s carboxyl function is oriented towards S324 and the quaternary ammonium function towards ATP (Fig. 1D). After neutralising both the GS\(_{\text{apo}}\) and GS\(_{\text{ATP}}\) systems by adding sodium ions, the systems were placed in a truncated octahedron of TIP3P\(_\text{15}\) water. Following thermalisation, both systems were subjected to
three independent MD simulations of 100 ns length using *Amber14*\(^\text{17}\) (simulation parameters are described in Ref. 13). Results are expressed as means. Mean standard error (MSE) is $< 0.02 \, \text{Å}$, unless specified differently. A one-sample Student’s t-test was performed using the *R* software\(^\text{19}\).

### 3 Results and Discussion

To test if betaine can enhance ATP binding to the R324S mutant of GS and restore GS activity that way, we performed three unbiased MD simulations of 100 ns length of the GS\(_{\text{APO}}\) state of the R324S mutant in the presence of $\sim 150$ mM of betaine (Fig. 1C). Initially, we assessed whether the R324S GS\(_{\text{APO}}\) model is stable in the presence of betaine. The mean backbone root mean square deviation (RMSD) of R324S GS is $< 2.9 \, \text{Å}$, but some conformations showed RMSD values close to 5.0 Å (Fig. 2A). Visual inspection of the trajectories revealed that those regions of the dimer are highly mobile where adjacent subunits would be located in the decamer\(^\text{13}\). Excluding these regions from the RMSD calculations (resulting in what is termed GS\(_{\text{core}}\) below) yielded backbone RMSD values that are largely constant and $< 3.0 \, \text{Å}$ with mean RMSD values for the GS\(_{\text{core}}\) $< 2.0 \, \text{Å}$ (Fig. 2B). As the catalytic site is located at the interface between the two subunits of the dimeric model (Fig. 1A) and, hence, in the centre of GS\(_{\text{core}}\), we conclude that the dimeric GS\(_{\text{APO}}\) model is appropriate for investigating putative effects exerted by betaine at the catalytic site. Considering the first 20 ns as an extended equilibration phase, further analyses focused on the 20 - 100 ns interval.

Next, we analysed if betaine can enter the catalytic site of R324S GS because this will be a prerequisite for any direct betaine effect on ATP binding. For this, we computed density maps from the MD trajectories showing the frequency of interactions of betaine on the surface of R324S GS. Regions of high betaine density across all three trajectories are labelled a to f in Fig. 2C. Additional regions are visible in one or two of the MD trajectories only, suggesting that sampling of the unbound state of betaine is not converged after 100 ns of MD simulations. One region was identified where betaine is frequently present within the ATP binding site (Fig. 2D). Monitoring the minimal distance between the two carboxylate oxygens of betaine and the sidechain oxygen of S324 reveals for one MD trajectory that the betaine molecule enters the binding site after $\sim 30$ ns and then remains there for the remainder of the trajectory, reaching a minimal distance to S324 of 6.2 Å (Fig. 2D). As an explanation, betaine immediately binds to one of the Mg\(^{2+}\) ions within the binding site that would interact with ATP; the Mg\(^{2+}\) ions are important for GS activity\(^\text{20}\). In agreement with the slow exchange kinetics of first shell ligands of Mg\(^{2+}\),\(^\text{21}\) no unbinding of betaine from Mg\(^{2+}\) is observed during $\sim 70$ ns of MD simulations. We hypothesise that the bound betaine will be displaced from the Mg\(^{2+}\) by subsequent binding of ATP; due to the low likelihood of observing two simultaneous binding events within the accessible time scale of MD simulations, we are at present unable to validate this hypothesis, however. Additional regions of high betaine density close to the glutamate binding site were identified in all three trajectories (Fig. 2E). However, no betaine molecule finally entered the glutamate binding site. This is likely because glutamate binding to GS is highly regulated by an ATP-dependent opening and closing mechanism of the glutamate binding site\(^\text{1}\). As we disregarded ATP during MD simulations, the glutamate binding site is shielded by several loop regions (Fig. 2E), preventing betaine from entering it.
Figure 2. Unbiased MD simulations of betaine diffusion in the presence of R324S GS. A: Backbone RMSD of R324S GS in the GS<sub>apo</sub> state for three trajectories. Mean values are provided in the legend. B: Backbone RMSD for GS<sub>apo</sub> residues of R324S GS in the GS<sub>apo</sub> state for three trajectories. Mean values are provided in the legend. C: Overlay of density maps (depicted as isocontour mesh; contour level is 80 sigma) showing the frequency of betaine interactions on the surface of R324S GS<sub>apo</sub> (white cartoon representation) of trajectory 1 (orange), 2 (green), and 3 (magenta). Labels a to f depict regions of high betaine density coherently found in all trajectories. D: The top panel shows a close up view of the ATP binding site with regions of high betaine density. The lower panel shows the minimal distance between the two carboxylate oxygens of the respective betaine molecule and the sidechain oxygen of S324 for the 20 - 100 ns interval of trajectory 2. E: Close up view of regions of high betaine density close to the glutamate binding site. For panels D and E, ATP (blue ball-stick model) and glutamate (yellow ball-stick model) were added only to visualise their location; both molecules were not present during the MD simulations. Residue S324 is depicted in magenta.

Next, to probe if betaine stably binds between S324 and ATP, thereby bridging the gap between the amino acid’s side chain and ATP, we performed three additional MD simulations of 100 ns length in which a single betaine molecule was initially placed in the gap
To analyse hydrogen bond formation with S324 and formation of an electrostatic interaction between the positively charged trimethylamine function in betaine and the negatively charged phosphate groups of ATP, we measured four distances (Fig. 3A). Distance 1, measured as minimal distance between the two carboxylate oxygens of the betaine molecule and the sidechain oxygen of S324, is rather constant in trajectories 2 and 3 with mean distances of 2.73 Å and 2.74 Å (Fig. 3B). In these trajectories, a hydrogen bond (using a distance of 3.2 Å between the two donor and acceptor atoms and an angle (donor atom, H, acceptor atom) of 120° as cutoff criteria) is present between both functional groups in at least 90% of all conformations. The smallest distances between the geometric centre of the quaternary ammonium group in betaine to one of the oxygens of the α, β, and γ phosphate groups in ATP, respectively, show the overall smallest mean values across all three trajectories in the case of the β phosphate group (values between 4.10 Å and 4.89 Å). In the case of trajectory 3, a small mean value of 4.01 Å is found with respect to the α phosphate group, too. Considering that the radial distribution function between nitrogen atoms of the choline cation and oxygen atoms of alanine anions revealed favourable interactions between both groups in a distance range from 4.00 Å to 6.0 Å, we suggest that such interactions also exist between betaine and at least the β phosphate group of ATP. Together with the hydrogen bond analysis above, our results suggest that betaine can bridge the gap between S324 and ATP and, thus, enhance ATP binding.

To investigate whether betaine has a stabilising effect on ATP binding to R324S GS, we calculated the root mean square fluctuation (RMSF) of ATP in the presence of betaine after superimposition of backbone atoms of residues within 5 Å of ATP in the starting structure (Fig. 3C, blue bar). We compared values to those extracted from MD simula-
tions of R324S GS in the GS_{ATP} state without betaine, which were described in Ref. 13 (Fig. 3C, white bar). The RMSF value decreases from 0.61 Å (± 0.03 Å) without betaine to 0.52 Å (± 0.04 Å) in the presence of betaine (Fig. 3C); the difference is weakly significant (p = 0.11). As the RMSF is a measure of atomic mobility, this indicates that betaine weakly stabilises ATP binding in the R324S GS binding site, in agreement with the above geometric analysis of intermolecular interactions.

4 Conclusion and Outlook

The clinically relevant R324S mutation is suggested to reduce catalytic activity of GS\textsuperscript{12}, which leads to hyperammonemia and a global glutamine deficiency\textsuperscript{11}. Previously, we found that ATP binding is hampered in the R324S mutant\textsuperscript{13}. Here, we investigated by MD simulations of in total 600 ns length if betaine can act as an ATP binding-enhancing molecule. Our results show that betaine can enter the ATP binding site of R324S GS_{APO} state and come close to S324. In the GS_{ATP} state, betaine simultaneously forms hydrogen bonds with S324 and electrostatic interactions with at least the β phosphate group of ATP. In agreement, betaine binding reduces the mobility of ATP in R324S GS. In all, this indicates that betaine weakly stabilises ATP binding in the R324S GS binding site.

From our results, several suggestions arise for how to strengthen an ATP binding-enhancing effect. First, the interactions with the phosphate group may be strengthened if, instead of the bulky trimethylammonium group of betaine, a positively charged group such as an amidino or guanidine moiety is chosen that can form salt bridge interactions with the phosphate oxygens in addition. Glycocyamine (2-guanidino acetate), a metabolite of glycine, or creatine (2-[amidino(methyl)amino]acetate), a methyl derivative of glycocyamine, which are both used as dietary supplements to treat creatine deficiency\textsuperscript{23, 24}, contain such guanidine groups. Second, the negatively charged carboxylate group of betaine, which results in disfavourable electrostatic interactions with the phosphate groups, may be replaced by a neutral hydroxymethyl group, resulting in the positively charged molecule choline. Choline is used as a dietary supplement\textsuperscript{25} and in the treatment of liver diseases\textsuperscript{26}. We intend to investigate these alternatives further by MD simulations and experimental validation in order to aid in the identification or development of ATP binding-enhancing molecules by which the R324S GS mutant can be repaired extrinsically\textsuperscript{27}.
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Using the power of present-day supercomputers makes it possible to solve Newton’s equations of motion numerically, even for large systems. Molecular Dynamics provides a powerful simulation method to get insight in the behaviour of molecules under many conditions when considering atoms as charged solid spheres and hiding the quantum mechanics in effective potentials. We use this method to characterise the physical properties of different systems, e.g. polymers, water, organic and inorganic molecules.

As an example of our work, we present a model of the π-π stacking dynamics of a perylene bisimide molecule when solvated in aromatic solvents. Our calculations show that the transition from the open (unstacked) to the stacked configuration is hindered by a small free energy barrier of approx. 1 k_BT in the aromatic solvent toluene. The origin of this barrier is traced back to π-π interactions between perylene and the aromatic solvent which are very similar in nature to those between two PBI monomers. The stacking process proceeds in three phases via two well-defined transition states: (i) in the first phase, the two PBI molecules share part of their respective solvation shells forming the first transition state. Further approach needs to squeeze out the shared solvent layer thus creating the energy barrier. (ii) After removal of the separating solvent the two PBIs form a second transition state with one monomer located at a random position in the other’s solvation shell. (iii) Finally, the two PBIs slide on top of each other into their final stacked position.

1 Introduction

Newton’s equations of motion cannot be solved analytically for large systems. The term large system is, however, misleading since every system above two particles must be considered of this type. Therefore, modelling atoms as solid and charged spheres in the framework of Molecular Dynamics leads only to new results if one takes the possibility of numerical calculations into account. Nowadays supercomputers allow us to solve the equations of Molecular Dynamics simulations for truly large systems, e.g. number of atoms above 20,000, within finite time.

Using the computation time granted by the John von Neumann Institute for Computing (NIC) and provided on the supercomputer JUROPA at Jülich Supercomputing Centre (JSC) we model different molecules, e.g. polymers, organic and inorganic molecules, water, and derive models of interaction or calculate physical properties of these molecules. This article gives a brief summary of our work and presents as an example results obtained from numerical calculations of an organic dimer consisting of two covalently linked perylene bisimide molecules (PBM) using highly parallelised supercomputers^1.

Sec. 2 summarises the motivation of our investigations. After introducing briefly the methods in Sec. 3, we use Sec. 4.1 to characterise the structure of the solvation shell around a single PBM when solvated in toluene as a typical aromatic solvent. In Sec. 4.2 we then
present the free energy profiles for the dimer solvated in toluene which governs the stacking transition. In Sec. 4.3 we describe the full stacking pathway which proceeds from the open to the stacked configuration via two well-defined transition states.

2 Motivation

Molecules based on derivatives of perylene are a widely used material for many different purposes: they have useful optical properties because their emission colour can be adjusted over a wide range of the visible spectrum, they are used as highly sensitive sensors and show n-type conduction making them suitable for organic transistors and optoelectronic devices in general. Furthermore, molecules based on perylene derivatives are considered a promising candidate for building highly efficient organic solar cells.

Given these numerous applications, perylene derivatives have been intensively investigated both experimentally and computationally in the recent past. One of their salient characteristics is a tendency to form large tower-like aggregates (stacks) of molecules as has been demonstrated by experiments and ab initio molecular dynamics simulations. This stacking behaviour can be traced back to the interactions of the π-orbitals and has great influence on the properties of the materials as it dramatically changes, e.g., the efficiency of energy and charge transfer processes. The static structure of these stacks has been well characterised: in the stacked state the perylenes remain mostly planar with the distance between the two planes being around 0.35 nm; the perylene axes are tilted by approx. 45° with respect to each other and the free energy gained from stacking is of the order of 15 kJ/mol depending on the exact chemical structure of the perylene derivative as determined by linear free energy relationships in conjunction with UV/Vis spectroscopy.2

A systematic investigation of the dynamic transition pathway from the open (unstacked) to the stacked state, however, has not been conducted so far. Here, we have
investigated the transition dynamics considering a perylene bisimide dimer solvated in toluene by Molecular Dynamics (MD) simulations. The investigated structure consists of two perylene bisimide monomers (PBM) and is shown in Fig. 1 (a). Both monomers are connected by an alkane chain containing furthermore oxygen, nitrogen and two aromatic rings. On the other side of the PBM two C7H15 chains are present. We consider the solvent toluene representing a prototypical aromatic solvent. The toluene-solvated system has recently been investigated by fluorescence spectroscopy.3, 4 The unstacked (OPEN) and stacked (STACK) configurations are well reproduced by our MD simulations as shown in Fig. 1 (b) and (c). We find the distance of the planes defined by the (almost perfectly) planar PBMs to be 0.36 nm which is in good agreement with values obtained from experiments and earlier MD simulations5.

3 Simulation Methods

Classical Molecular Dynamics simulations were run with Gromacs and the Gromos 53a6 force field was used. This means that the parameters of the bonds, harmonic spring constants, Lennard-Jones parameters etc. follow a parameter set of typical bonding values and interactions which is itself consistent. Building new molecules reduces to combining the correct parameters for the bonds between the atoms and assigning charges to the atoms. These force field topologies were automatically calculated for the perylene derivatives using Automated Force Field Topology Builder (ATB) and Repository. The force field file for the solvent toluene was calculated using PRODRG. United-atom force field topologies were used for the simulations which means that hydrogen atoms and carbon atoms, e.g. for alkane chains, are combined to super-atoms to reduce the necessary computation time. The visual analysis of the molecular structure files and trajectories was carried out using VMD.

For the simulations the dimer was solvated in a rectangular box with 1000 toluene molecules. After energy minimisation and NVT equilibration, the final runs were simulated as NPT ensembles at 300 K and 1 bar. In order to investigate the general behaviour and stacking of the dimer, simulations were started with different starting configurations of the atoms’ positions and velocities. Every simulation was stopped as soon as stacking occurred.

For the free energy calculations in Sec. 4.2 we use umbrella sampling where the distance between the centres of mass of the PBMs was chosen as a reaction coordinate and different states along that coordinate were created using the Gromacs pull code. After equilibration the simulations were simulated as NPT ensembles for each window at 300 K and 1 bar. For the bias potential the umbrella potential implemented in the Gromacs package was used and simulations with different spring constants were started. The free energy profile was calculated using the Weighted Histogram Analysis Method implemented in Gromacs as g_wham.

4 Results and Discussion

4.1 Static Solvation Shell for Toluene

We first analyse the static structure of the toluene solvation shell around a single PBM of the dimer in the OPEN state. We find a clear first solvation shell whose time averaged
density is, however, rather inhomogeneous as shown in Fig. 2 from different perspectives. Since the monomers are fairly stiff they remain almost perfectly planar during the entire simulation time.

In Fig. 2 (a), which corresponds to a view from the top, alternating regions of high and low densities can be distinguished. The distance from the monomer’s centre of mass (COM) to the high density spots on the y-axis is approximately 0.65 nm. Near the partially charged oxygen atoms we observe regions of fairly low solvent density. In Fig. 2 (b), which represents a head-on view, one can see two rather homogeneous ellipsoidal rings formed around the monomer by the solvent. The side view, Fig. 2 (c), illustrates four clear spots of high solvent density right above and below the PBM. The distance between the spots right above and below the PBM and the PBM itself is in z-direction 0.40 nm corresponding to the well-known stacking distance between perylene molecules. This confirms the existence of a $\pi$-$\pi$-interaction between the perylene and the aromatic solvent very similar in nature to the $\pi$-$\pi$ interaction in perylene stacks. This interaction strongly influences the stacking dynamics as we will show further below.

### 4.2 Free Energy of Stacking

As a first step towards understanding the stacking pathway of the dimer in aromatic solvent, we present in Fig. 3 the free energy profile as a function of the distance between the COMs of the two monomers for toluene. The profiles are calculated using umbrella sampling as described in the methods section. Any stacking pathway needs to proceed from the plateau region at the right of Fig. 3 corresponding to the OPEN state towards the minimum located at 0.38 nm corresponding to the STACK state at the very left. Note that the distance between the COM considered here is slightly larger than the plane-plane distance of 0.36 nm in the STACK state due to the tilting of the monomers with respect to each other.

There is a clear energy barrier with a height of approx. 1 k$_B$T separating the STACK and OPEN states from each other in the solvent toluene. The barrier is rather broad, starting at 1.40 nm and extending down to 0.8 nm. From the top of the barrier the free energy drops sharply towards its minimum. Around 0.50 nm we observe a turning point marking
a change in the curvature of the free energy curve. Finally, for distances smaller than 0.38 nm the free energy rises steeply which is caused by unfavourable squeezing of the PBMs during the stacked state.

The free energy difference between the minimum identified with the STACK state and the OPEN state with constant free energy for distances beyond 1.40 nm is approximately 5.2 k_B T corresponding to 13 kJ/mol. This is in good agreement with values obtained from UV/Vis experiments for the aggregation of perylene bisimide: for a slightly different structure of the PBMs (two additional benzene molecules and no connecting carbon chain) the free energy change was obtained as 15.8 kJ/mol for the solvent toluene.

The density profiles of the toluene solvation shells around the monomers (Fig. 2) allow a physical interpretation of the distinct features observed in the free energy profile in the transition region between 1.4 nm and 0.8 nm. Noting from Fig. 2 (b) and (c) that the solvation shells are located at distances between 0.40 nm in $z$-direction and 0.65 nm in $y$-direction, the first contact of the solvation shells is expected to occur for distances between 0.8 nm and 1.3 nm (depending on the relative orientation of the PBMs during approach) which corresponds closely to the width and position of the energy barrier for toluene. After contact, further approach of the PBMs is only possible if (at least) one of the PBMs loses part of its solvation shell and the two PBMs further on “share” solvent molecules. Scraping off the solvation shell clearly requires energy in the case of the solvent toluene thus explaining the observed energy barrier. For distances smaller than about 0.7 nm the PBMs start interacting directly leading to a rapid drop towards the STACK state which represents the absolute minimum of the free energy.

![Figure 3. Free energy change as a function of the centre of mass (COM) distance between both PBMs of the dimer for the solvent toluene (red). The states STACK/OPEN and the energy barrier for toluene are marked and the energy profiles are shifted against each other for clarity.](image-url)
4.3 Dynamic Stacking Pathway of Perylene Bisimide in Toluene

We now turn to the actual stacking pathway for toluene as an example of an aromatic solvent. Fig. 4 (a) shows the COM distance of the two monomers as a function of time for a typical trajectory before and during the stacking process. The origin of time at \( t = 0 \) ns has been located at the stacking transition which clearly separates the STACK from the OPEN configurations. Before the actual transition, however, the distance decreases several times to values between 0.80 nm and 1.00 nm (marked spots) without causing a change to the stacked state STACK which is characterised by an average COM distance of about 0.38 nm. (b) Histogram over COM distances for the transition from OPEN to STACK in the solvent toluene. Only frames < 2000 ps before stacking are taken into account. The peak around 1.00 nm corresponds to the transition state TS1, the second one around 0.50 nm to TS2 and the third one around 0.38 nm to the state STACK.

The picture that thus emerges is a stacking pathway consisting of three consecutive phases. In the first phase both PBMs approach each other closely until the respective solvation shells first come into contact and subsequently merge to form the first transition state TS1. In this state, which is illustrated in Fig. 5 (a), the two monomers share part of their respective solvation shell (green solvent molecules). Further approach would require the
complete removal of the shared solvent molecules which is connected to the energy barrier as observed in Fig. 3. In most cases, the dynamics continues without transcending the barrier and the PBMs separate again (corresponding to the “failed attempts” in Fig. 4). In some cases, however, the energy barrier can be overcome by adequate thermal fluctuations and the dynamics continues to the second phase.

In the second phase, the solvent between the PBMs is expelled, the PBMs approach more closely, and the first monomer becomes part of the second monomer’s solvation shell (and vice versa). In TS2 there are still some solvent molecules present as shown in Fig. 5 (b) by the green solvent molecules. These stabilise TS2 by their π-π interactions with the perylene. The existence of TS2 furthermore reflects itself in the slightly flatter part of the free energy profile around 0.50 nm in Fig. 3. Both monomers arrange themselves such that the normal vectors to the PBM planes are parallel. For the position of the two PBMs relative to each other we find the most probable angles around 47° of the connecting COM and the normal vector showing that the monomers approach each other via a well-defined “channel” through the point marked A in Fig. 2 (b). The time span during which TS2 exists strongly varies with the second monomer’s exact location and the stabilising solvent molecules. Once TS2 has been reached, however, the system is already situated on the steep downward slope of the free energy which makes final stacking inevitable.

In the third and final phase, the second monomer revolves around the first one in order to find its final stacked position with the two PBM planes lying right on top of each other, possessing the well-known COM distance of 0.38 nm and a joint solvation shell as shown in Fig. 5 (c).

5 Conclusion

In conclusion, we have elucidated the dynamic stacking pathway of perylene bisimide dimers solvated in toluene using Molecular Dynamics simulations in combination with free energy calculations. In toluene, the stacked and unstacked states are well separated by a free energy barrier of approx. 1 k_BT which is due to the fairly rigid solvation shells that the aromatic solvent forms around each perylene bisimide monomer. During the stacking
transition this barrier is overcome in three phases: (i) after the initial approach and the first contact of the solvation shells, the two monomers form a metastable first transition state (TS1) in which they share part of their respective solvation shells. Further approach requires the removal of the shared region of the solvation shell thus explaining the observed energy barrier. (ii) If thermal fluctuations allow the system to overcome this energy barrier, the system forms a second transition state (TS2) in which the interjacent solvent of the shared solvation shell is expelled and substituted by one of the perylene monomers themselves which, loosely speaking, “solvate themselves” in this state. (iii) In the last step the monomers revolve around each other until the two planes lie on top of each other which represents the final stacked configuration.

A central result of our investigations is that the stacking pathway is mainly determined by the ability of the aromatic solvent to form π-π-interactions with the solute very similar to those formed between the perylenes themselves. This leads to an energy barrier which must be overcome before the system can form the familiar stacks.
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Computational Chemistry
Due to a combination of methodological advancement, continuous improvement of program packages, and powerful supercomputers such as the ones at the NIC and GCS computing facilities, *Ab initio* Molecular Dynamics (AIMD) simulations and first principles studies of electron dynamics have reached system sizes and time scales that permit the investigation of complex chemical processes in novel materials and fundamental insight into biomolecular systems. The present proceedings of the NIC Symposium 2016 show three beautiful examples of such state-of-the-art simulations in the chemistry world.

In their contribution *Ab Initio Molecular Dynamics Simulations of Ionic Liquids* Martin Thomas, Iris Sancho Sanz, Oldamur Hollóczki, and Barbara Kirchner report on extensive AIMD simulations of two ionic liquids systems, using the CP2K program package. The authors compare the two systems regarding the formation of hydrogen bonds, and they analyse the systems in terms of pair correlation functions and higher order distribution functions where distance-angle correlations are considered. Based on these data the microheterogeneity in the sample is analysed, which results from the microscale segregation of polar and nonpolar regions in the molecular structure.

In *Prebiotic Chemistry in Nanoconfinement* Daniel Muñoz-Santiburcio and Dominik Marx combine AIMD with the metadynamics technique to carry out a mechanistic and energetic study of peptide synthesis reactions with the long-term goal to test the “Iron-Sulfur-World” origin of life hypothesis. The authors have carried out AIMD simulations of nanoconfined water in a slab between two layers of mackinawite, an iron/sulfur mineral that occurs at hydrothermal vents. They find that moderately nanoconfined water in contact with these surfaces has dielectric and proton-conducting properties that make it a good medium for prebiotic peptide synthesis. Following up on these results, the authors have extended their earlier simulations of the prebiotic peptide cycle to nanoconfined hot-pressurised water and come to the conclusion that extreme conditions and nanoconfinement with the resulting steric, entropic and dielectric effects make the investigated environment highly suitable for prebiotic polypeptide synthesis.

In *Simulation of Electron Transfer and Electron Transport in Molecular Systems at Surfaces* Pedro B. Coto, Chriszandro Hofmeister, Veronika Prucker, Dominik Weckbecker, and Michael Thoss show results of combined first-principles electronic structure calculations with quantum dynamics simulations to investigate electron transfer processes in systems of organic molecules on metal surfaces. They have studied, which factors control the electron injection dynamics in nitrile-substituted alkanethiolate self-assembled monolayers on the Au(111) surface. The authors have also simulated electron transport in single molecule junctions of organic molecular bridges. They show that these molecules can be
used as a nanoswitch after a proton transfer reaction is triggered by an external electrostatic field. The results suggest exciting new options for the design of nanoelectronic devices.

These three chemistry articles give an excellent impression of the scales and complexity that can be reached by \textit{ab initio} quantum chemistry and first-principles atomistic calculations. It is now possible to study interactions that govern structure formation or solvent effects on chemical reactions on an electronic structure level, and one can simulate electron transfer in organic electronic devices.
We present \textit{ab initio} molecular dynamics simulations of the ionic liquids 1-butyl-3-methylimidazolium trifluoromethanesulfonate and 1-butyl-1-methylpyrrolidinium trifluoromethanesulfonate. We compare the trajectories regarding the formation of hydrogen bonds and the microheterogeneity due to polar and nonpolar phases.

1 Introduction

In the last decades, ionic liquids (ILs) became an extensively investigated type of substances due to their excellent properties as solvents that allow for a wide range of interesting applications\textsuperscript{1–3}. The structure of ILs is governed by a large variety of interaction forces such as electrostatic attraction and repulsion\textsuperscript{4}, dispersion interaction\textsuperscript{5,6}, and directional atom contacts as in hydrogen bonds\textsuperscript{7,8}. A theoretical model has to take into account all these effects to be able to make reasonable predictions about the properties of ILs\textsuperscript{9}. On the one hand, static quantum chemical calculations, which explicitly treat the electronic structure of the system on the basis of the Schrödinger equation, can accurately describe the wide range of interaction forces for a particular molecular configuration. On the other hand, molecular dynamics simulations, which rely on empirical force fields to propagate the atoms in the system according to classical mechanics, are able to provide insight into the highly dynamic nature of the interaction network. To benefit from the advantages of both approaches, they can be combined in \textit{ab initio} molecular dynamics (AIMD)\textsuperscript{10,11}, where classical mechanics is used to describe the propagation of the atoms, but a quantum chemical electronic structure method is employed to obtain the forces. Due to its good cost-performance ratio, density functional theory (DFT) is usually applied for this purpose today. Still, such AIMD simulations require very large computational resources and, thus, they are often carried out in supercomputing facilities.

In this article, we present AIMD simulations of two ILs: 1-butyl-3-methylimidazolium trifluoromethanesulfonate ([Bmim][OTf]) and 1-butyl-1-methylpyrrolidinium trifluoromethanesulfonate ([Bmpyr][OTf]). After a description of the computational setup in Sec. 2, we analyse the trajectories in Sec. 3. In particular, we compare these two ILs regarding the formation of hydrogen bonds by investigating radial distribution functions (RDFs) and combined distribution functions (CDFs). Furthermore, we apply our recently developed domain analysis\textsuperscript{12} to study the microheterogeneity, which is a known property of ILs due to the segregation of polar and nonpolar phases on a microscopic level\textsuperscript{13}.

2 Computational Details

For both ILs, 32 ion pairs were simulated under periodic boundary conditions (see Fig. 1 for representative snapshots of the simulations cells). The AIMD was performed using
Table 1. Simulation parameters.

<table>
<thead>
<tr>
<th>Composition</th>
<th>[Bmim][OTf]</th>
<th>[Bmpyrr][OTf]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell size (pm)</td>
<td>2281.4</td>
<td>2313.5</td>
</tr>
<tr>
<td>Density (g/cm³)</td>
<td>1.29</td>
<td>1.25</td>
</tr>
<tr>
<td>Equilibration time (ps)</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Physical time (ps)</td>
<td>77.0</td>
<td>74.0</td>
</tr>
</tbody>
</table>

Figure 1. Representative snapshots of the simulation cells; left: [Bmim][OTf], right: [Bmpyrr][OTf], blue: cations, red: anions.

Figure 2. Atom numbering of [Bmim]+, [Bmpyrr]+, and [OTf]− used throughout this article.

the CP2K program package. DFT was employed as electronic structure method, utilising the BLYP exchange-correlation functional with Grimme’s dispersion correction. The molecularly optimised double-zeta basis set MOLOPT-DZVP-SR-GTH was applied to all atoms together with the corresponding Goedecker–Teter–Hutter pseudopotentials and a plane wave cutoff of 280 Ry. A timestep of 0.5 fs was chosen, and the temperature was adjusted to 350 K by a Nosé–Hoover chain thermostat. The sizes of the cubic simulation cells, the resulting densities, and the simulation times are shown in Tab. 1. The trajectories were analysed using our trajectory analysis software package TRAVIS. The atom numbering to present the results is given in Fig. 2.
The starting structures for the AIMD simulations were created by classical molecular dynamics carried out using LAMMPS. Force constants for bonds, angles, dihedral angles, and improper torsions, as well as Lennard-Jones parameters were taken from the general AMBER force field and from the force field for imidazolium-based ILs by Liu et al. Atomic partial charges for electrostatic interactions were derived from a restrained electrostatic potential fit. The AIMD simulations were equilibrated by massive thermostatting with a coupling time constant of 10 fs for about 2.5 ps and running with a single thermostat chain for additional 2.5 ps. During the second equilibration phase and in the production run, the thermostat coupling time constant was set to 100 fs.

3 Results and Discussion

On the basis of the RDFs, for the [Bmim][OTf] IL, the most intense interaction is coordinated through the ring hydrogen atoms (see Fig. 3 (A)). The most acidic one, placed between the two nitrogen atoms (H2), is the biggest, presenting an intensity of 2.9 for a H–O bond distance of 230.6 pm. This is followed by the other two hydrogen atoms of the ring (H4–5) which present a similar peak with an intensity of 2.2 at a H–O distance of 228.4 pm. The hydrogen atoms of the methyl residue (H10), as well as those from the first carbon atom of the butyl chain (H6) also show sizable peaks with intensities of 1.7 and 1.6, respectively, and longer H–O distances of 257.1 pm for H10 and 256.0 pm for H6. Thus, applying the criteria established by G. A. Jeffrey, the two first hydrogen bonds from H2 and H4–5 could be considered of medium strength, with an interaction type mostly electrostatic, and the ones where H10 and H6 are the donors are weak hydrogen bonds with an electrostatic interaction type. When looking into the RDFs of [Bmpyr][OTf], the most intense interaction is also observed through the ring hydrogen atoms close to the nitrogen atom (H2, H5) with a H–O distance of 248.8 pm (see Fig. 3 (B)), following, as above, the rule “Better acid – Better donor”, although its intensity of only 1.9 is one unit less than the one depicted by the H2 of [Bmim]+. The hydrogen atoms of the first position in the butyl chain (H6) present almost the same peak with an intensity of 1.9 and a distance of 246.3 pm for the hydrogen bond. Finally, the methyl hydrogen atoms (H10) (see Fig. 3 (B)) are better donors than the other ring hydrogen atoms (H3, H4) with a H–O distance 15 pm shorter (244 pm vs. 259 pm) and 0.3 more intense (1.7 vs. 1.4). The four interac-
Figure 4. Combined distribution functions showing C–H–O angles against the corresponding H–O distances for [Bmim][OTf] (A, C) and [Bmpyr][OTf] (B, D).

...tions considered here are of an electrostatic nature, leading to weak hydrogen bonding. The acidity of the hydrogen bond donor can be related to the $pK_a$ of the donor molecule. It is known that electron-withdrawing groups enhance the donor strength, as it opens the possibility of a cooperation through double bonds (namely, $\pi$ cooperativity) as is shown by $o$-nitrophenol or formamide, just to mention some. Having these two concepts in mind, it is easy to understand our results: in the [Bmpyr]$^+$ cation, which has no aromaticity, the hydrogen atoms H2, H5, H10, and H6 are two bonds away of the electronegative nitrogen atom while H3 and H4 are three bonds away. In the case of the [Bmim]$^+$ cation, the ring aromaticity allows the $\pi$ cooperativity, enhancing the hydrogen bond ability of the ring hydrogen atoms.

According to the CDFs, the oxygen atoms of the triflate anion are oriented almost $180^\circ$ towards the most acidic ring hydrogen atoms, both in [Bmim][OTf] (H2) and in [Bmpyr][OTf] (H2, H5) (see Fig. 4 (A, B)). In the CDF corresponding to the hydrogen bond between H2 in [Bmim]$^+$ and the oxygen atoms in the anion (Fig. 4 (A)) we see...
the highest occurrence at a distance of 215 pm and a linear angle corresponding with the oxygen pointing towards H2. This peak has a neighbour with a H2–O distance of 438 pm and a hydrogen bond angle of 180° too which corresponds to the other two oxygen atoms in the triflate anion. With a bond distance of 620 pm we encounter another peak showing C2–H2–O angles between 0° and 45°, these ones correspond to distances and angles between H2 and oxygen atoms that are coordinated to H4 and H5, almost coplanar with H2. At a distance of around 825 pm we can see the neighbour of this peak, with almost the same range of angles and less occurrence. H2 and H5 in [Bmpyr]⁺ (Fig. 4 (B)) present a similar CDF but with less definite peaks. The one with the highest intensity can be seen at a H–O distance of 230 pm and an angle of 180°. The other two oxygen atoms of the triflate anion are reflected in the neighbour peak at 440 pm, which presents even less intensity. Another interaction with angles between 0° and 45° can also be observed in this graph with irregular peaks that blend together due to the variety of hydrogen atoms H3–4. These peaks, as seen above, clearly show the distances and angles of an oxygen atom coordinated to H3 or H4. The CDFs plotting the hydrogen bonds formed with H10 are shown in Fig. 4 (C, D). The peaks in [Bmim][OTf] are less distinct and this can be related to the flexibility of C10 and H10 and the weaker hydrogen bonding. The most intense peak appears at a H10–O distance of around 220 pm and with a C10–H10–O angle between 135° and 180°. The second peak in occurrence, which has almost the half of the first one, appears at around 430 pm in the H10–O distance and with an angle between 75° and 0° corresponding to the other hydrogen atoms of the same methyl group. In the [Bmpyr]⁺ plot (D), the peaks are much more distinct. The highest peak is shown at a H10–O distance of around 220 pm and angles between 140° and 180° with a secondary peak due to the other two oxygen atoms with the same angle and at around 440 pm. The second peak in intensity can be seen at 430 pm with an angle between 90° and 15°, corresponding to the other hydrogen atoms of the same methyl group again.

The results of the domain analysis are shown in Tab. 2. In both ILs, the nonpolar domains are defined as the butyl chains without the methylene group connected to the ring, so they contain the carbon atoms C7, C8, and C9 with the attached hydrogen atoms, while the polar domains consist of all other atoms. Both ILs show a similar behaviour: the polar moieties form one single domain during the whole simulations, but the nonpolar side chains are sometimes split into several distinct domains, leading to average domain counts of 1.33 and 1.16, respectively. This indicates that the polar groups form an extended network that ranges through the whole simulation cells while the butyl chains tend to form aggregates in between. It has to be noted that a system size of 32 ion pairs is too small to fully observe this aggregation of the nonpolar side chains. The interpretation is supported by the neighbour matrices in Tab. 3 and Tab. 4, which show the average contact area and the average neighbour count between different groups. For this purpose, the polar domains are split into the anions and the head groups of the cations (“ring”). It is clearly apparent that the cations’ rings are primarily surrounded by anions and vice versa, supporting the picture that they form an extended network which is stabilised by hydrogen bonding. The self contacts of the side chains seem to be quite low, but it has to be kept in mind that a certain contact area to the rings and the anions the latter interacts with is simply enforced due to the covalent bond.
Domain analysis in [Bmim][OTf] and [Bmpyr][OTf]: average number of domains $n$, average domain volume $V$, and average domain surface area $A$.

<table>
<thead>
<tr>
<th>Domain</th>
<th>IL</th>
<th>$n$</th>
<th>$V$ / Å³</th>
<th>$A$ / Å²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polar</td>
<td>[Bmim][OTf]</td>
<td>1.00</td>
<td>8813</td>
<td>3259</td>
</tr>
<tr>
<td></td>
<td>[Bmpyr][OTf]</td>
<td>1.00</td>
<td>9434</td>
<td>3155</td>
</tr>
<tr>
<td>Nonpolar</td>
<td>[Bmim][OTf]</td>
<td>1.33</td>
<td>2568</td>
<td>2734</td>
</tr>
<tr>
<td></td>
<td>[Bmpyr][OTf]</td>
<td>1.16</td>
<td>2718</td>
<td>2907</td>
</tr>
</tbody>
</table>

Table 2.

Neighbour matrix in [Bmim][OTf]: average contact areas in Å², neighbour counts in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>Anion</th>
<th>Ring</th>
<th>Nonpolar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anion</td>
<td>18.6 (4.1)</td>
<td>89.8 (6.1)</td>
<td>48.2 (5.4)</td>
</tr>
<tr>
<td>Ring</td>
<td>89.8 (6.1)</td>
<td>31.5 (5.2)</td>
<td>53.7 (5.1)</td>
</tr>
<tr>
<td>Nonpolar</td>
<td>48.2 (5.4)</td>
<td>53.7 (5.1)</td>
<td>25.4 (3.2)</td>
</tr>
</tbody>
</table>

Table 3.

Neighbour matrix in [Bmpyr][OTf]: average contact areas in Å², neighbour counts in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>Anion</th>
<th>Ring</th>
<th>Nonpolar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anion</td>
<td>18.3 (3.5)</td>
<td>92.7 (6.1)</td>
<td>43.7 (5.0)</td>
</tr>
<tr>
<td>Ring</td>
<td>92.7 (6.1)</td>
<td>40.5 (5.7)</td>
<td>54.9 (5.0)</td>
</tr>
<tr>
<td>Nonpolar</td>
<td>43.7 (5.0)</td>
<td>54.9 (5.0)</td>
<td>24.6 (3.1)</td>
</tr>
</tbody>
</table>

Table 4.

4 Conclusion

We have presented a study of the ILs [Bmim][OTf] and [Bmpyr][OTf] in which we show how the cations’ rings are surrounded by anions and vice versa. The strongest hydrogen bond is formed between H2 and O in [Bmim][OTf]. Every other polar hydrogen in the cation coordinates to the oxygen with less intensity and larger distances. Due to the π cooperativity the hydrogen bonds formed in [Bmim]+ are more intense than those formed in the analogous [Bmpyr]+ IL which presents no aromaticity in its heterocyclic ring. The domain analysis indicates a similar degree of microheterogeneity in both ILs due to the aggregation of the butyl chains, but larger system sizes would be needed to observe this effect more clearly.
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Prebiotic Chemistry in Nanoconfinement
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Water presents extremely different properties depending not only on conditions like temperature and pressure but also on the local environment (bulk vs. interfacial water), which in turn profoundly affects chemical reactions in solution. Here, we present the results of extensive *ab initio* molecular dynamics and metadynamics simulations in which we study some properties of nanoconfined water in mackinawite and a whole pathway for prebiotic peptide synthesis via glycine and COS condensation. It is shown that the special chemistry observed in this system is the result of the interplay between the steric and entropic effects intrinsic to nanoconfinement and the different dielectric properties of nanoconfined water compared to the bulk. The results show that prebiotic peptide bond formation is enhanced in nanoconfined water, while peptide hydrolysis is hindered, thus making this environment highly suitable for prebiotic polypeptide synthesis.

1 Introduction

The emergence of life is of special interest for mankind. Even though great advances in science and technology have been achieved, the answer to this fundamental question remains to be found. Various ideas have been developed and innovative experiments have been performed to explain how organic molecules might have been synthesised in a prebiotic “inorganic” environment, and how they organised themselves to form biomolecules of contemporary complexity\(^1,2\). A two–dimensional scenario like the mineral surface is now considered to be a possible prebiotic stage where such reactions had taken place\(^3,4\). One of the most acclaimed hypotheses in this respect is that suggested by Wächtershäuser\(^5,6\).

Wächtershäuser proposes a chemo-autotrophic origin of life\(^5,6\), which has been called the “Iron–Sulfur–World” (ISW) scenario. The main assumption in the ISW scenario is that prebiotic reactions like condensations of amino acids are catalyzed by iron–sulfur minerals located near deep sea hydrothermal vents\(^7,8\), i.e. in a high temperature and high pressure environment. Several experimental studies provide support for a possible ISW scenario\(^9–12\) as well as offer mechanistic insight into the peptide polymerisation\(^13\). Up to now, our computations on JUQUEEN (and previously on JUGENE and even on JUBL, being the first Blue Gene platform in Germany)\(^14\) have identified very important mechanistic and energetic details of peptide synthesis reactions and thus the underlying “Iron–Sulfur–World” origin of life scenario. We have already established that extreme thermodynamic conditions have a dramatic impact on both mechanisms and energetics for prebiotic peptide synthesis\(^15–17\), due to the change of the dielectric properties of water upon rising temperature and pressure, which makes it essentially a different solvent when compared to water at ambient conditions. Now, we determine the impact of nanoconfinement on chemical reactions in solution, which is of utmost importance for prebiotic chemistry. It has been found that an important iron/sulfur precipitate, namely mackinawite, can be produced at hydrothermal vents under ISW conditions\(^7,18\). This mineral presents a layered structure, and its loosely bonded FeS sheets can be intercalated by water thus obtaining a nanocon-
fined water lamella between FeS plates. Taking into account that the dielectric properties of interfacial water are remarkably different from those of bulk water\textsuperscript{19}, nanoconfined water (being purely interfacial water) reveals itself as a new and different medium for chemical synthesis as we will show in the following.

2 Nanoconfined Water in Mackinawite

We designed a model system consisting of two Fe\textsubscript{32}S\textsubscript{32} mackinawite layers that are intercalated by either 32 or 49 H\textsubscript{2}O molecules, being these our setups for “extreme” and “moderately” nanoconfined water (Fig. 1), respectively.

Our \textit{ab initio} simulations of nanoconfined water\textsuperscript{20} showed that, while extremely nanoconfined water in mackinawite is “arrested water” and the diffusivity is too low to consider it a suitable medium for chemical synthesis, moderately nanoconfined water presents liquid-like properties and is thus a good medium for prebiotic peptide synthesis. Further \textit{ab initio} simulations in which we studied the excess proton in nanoconfined water\textsuperscript{21} revealed most efficient proton transfer. As in bulk water, the excess proton can be considered as a fluxional charge defect even at extreme confinement, being fully incorporated into the hydrogen bond network as a topological defect. The transfer of this excess proton along the hydrogen bond network occurs through the well-known Grotthuss mechanism (Fig. 2) and it is an almost barrierless process, which implies most efficient proton migration even at extreme nanoconfinement conditions.

Figure 1. Model system for “moderately nanoconfined” water in mackinawite. Fe atoms are show as brown spheres, S as yellow spheres, and H\textsubscript{2}O molecules as balls-and-stacks. The edges of the simulation box are shown in green, and the periodic images along the \textit{z} axis are also displayed.
Our findings not only suggest that, indeed, thin water films confined by such mineral sheets are efficient nanoreactors for prebiotic reactions in Nature, but they might also lead to the design of improved setups for fuel cell membranes.

3 Peptide Synthesis in Nanoconfined Water

In previous stages of the long-term project “*In Silico* Exploration of Possible Routes to Prebiotic Peptide Synthesis by *Ab Initio* Metadynamics”, we simulated full peptide synthesis via N-carboxyanhydride (NCA) activation at three different thermodynamic conditions (see Fig. 3): ambient bulk water at 300 K and 0.1 MPa (ABW), hot–pressurised bulk water at 500 K and 20 MPa (HPW), and water at an iron-sulfur mineral interface at 500 K.
and 20 MPa. Based on free energy calculations and dissecting the detailed reaction mechanisms, our previous studies have concluded the importance of extreme conditions and mineral surfaces for the primordial peptide synthesis\textsuperscript{15–17,22}. Moreover, these calculations have identified activation pathways of an amino acid.

The situation of a growing pyrite surface was simulated by surface defects at the interface to the bulk water. Hydrothermally-formed iron sulphide chimneys that are nowadays found at volcanic vents consist of mostly pyrite (FeS\textsubscript{2}). However, it is assumed that pyrite is a reaction product in the sense that it precipitated as the monosulphide (FeS) mackinawite\textsuperscript{7,18}. As exposed before, being a layered structure it is conceivable that water can enter easily at high pressure and temperature conditions thus producing water/FeS interfaces in a local ‘lamella geometry’ resulting into confinement. Incidentally, there are other layered minerals capable of hosting such water lamellae in their interlayer space, some of which like fougèrite (or ‘green rust’) may be of paramount importance for prebiotic chemistry as they have been proposed as part of a primordial pyro-phosphate synthetase nanoengine\textsuperscript{23}.

Taking up these thoughts, we carried out the investigation of the prebiotic peptide cycle in nanoconfined hot–pressurised water (500 K and 20 MPa, NCW). Our simulations reveal remarkable differences in energetics and mechanisms compared to bulk water. These can be traced back to a unique combination of factors, namely the different dielectric properties of interfacial water w.r.t. the bulk\textsuperscript{19} as well as entropic and steric factors intrinsic to nanoconfinement which make nanoconfined water a whole new medium for chemical synthesis.

The way in which extreme conditions influences the reactions comprising the peptide cycle had been successfully studied by us in previous periods of this project\textsuperscript{15–17}. It is well established that the dielectric constant of water is remarkably reduced\textsuperscript{24} when raising temperature and pressure from ambient to extreme conditions. This reduction is by more than a factor of two in our previously studied cases (from $\epsilon \approx 80$ at AMB to $\epsilon \approx 32$ in HPW\textsuperscript{24,25}, thus essentially making HPW another solvent than at ambient conditions. In consequence, charged species are much favoured in ambient conditions, while extreme conditions discourage the formation of these and stabilise the neutral form of reactants and intermediates. In stark contrast to what is observed in the limit of bulk solvation, our recent results show that charged species are again stabilised in NCW. This can be explained with an increase in the dielectric constant of water in nanoconfinement w.r.t. the bulk. It has been shown that the parallel component of the dielectric tensor in interfacial water is higher in the interfacial region than in the bulk-like region.\textsuperscript{26,19}. This higher dielectric constant of interfacial compared to bulk water is responsible for the lower relative free energy of charged species and transition states in NCW compared to HPW. This is clearly realised in the zwitterionic equilibrium of glycine (reaction A in Fig. 3): while the neutral form was stabilised in HPW compared to AMB conditions, in NCW the equilibrium is again displaced towards the zwitterionic form (Fig. 4). In some other reactions of the peptide cycle, this stabilisation of charged species results in changes of the reaction mechanism: from concerted in HPW to stepwise in NCW. Such is the case in reaction steps C’ (Fig. 5) or D (Fig. 6), which in NCW proceed via the charged intermediates 3.2 and 4.1, respectively, while these intermediates are only transition states in HPW.

In addition to this change in the dielectric properties of water, other factors determine the chemistry observed in the nanoconfined water lamella. These are mainly steric and entropic in nature: while addition (like B or E) or cyclisation reactions (like C’ or D) are
Figure 4. Snapshots for the reaction step A (protonation equilibrium of glycine). In nanoconfined hot–pressurised water, the neutral form of glycine (left) is much less stable than the zwitterionic form (right), just like in bulk, ambient water; while in bulk hot–pressurised water the neutral form is stabilised compared to those two conditions.

Figure 5. Snapshots for the reaction step C. From left to right: Carbamate 3, charged intermediate 3,2 and SH$^-$ + isocyanate 4.

quite facilitated compared to HPW, elimination reactions are not quite affected. For addition reactions, the reduction in accessible space intrinsic to nanoconfinement limits the diffusive modes, forcing the reactants to have more reactive encounters; while for cyclisations it discourages stretched conformations and favours compact foldings which results in intramolecular bond formation. On the contrary, elimination reactions do not benefit from this reduced size of the reaction chamber, thus being less affected by nanoconfinement.

In the special case of the peptide hydrolysis reaction, the peptide bond is protected against water attack thanks to the sterical hindrance provided by the confining mackinawite sheets and the side chains of the dipeptide. This renders peptide hydrolysis unfavoured in NCW when compared to AMB or HPW conditions, while peptide elongation is not penalised as it involves the reaction of the terminal amino group of the dipeptide with a compact NCA molecule, which should not suffer as much steric hindrance as the water attack on the less accessible peptide bond. Because of this, polypeptide formation should be facilitated in nanoconfinement in comparison with bulk water. The implications of this
result can be quite deep as it supports some hypotheses: it has been proposed that layered minerals like mackinawite could have acted as inorganic templates for the formation of peptide α-sheets or amyloids, which after incorporating metal atoms or inorganic clusters could have become protoenzymes\(^ {23}\).

### 4 Outlook

As we have exposed, the subtle interplay between the peculiar properties of nanoconfined water and the steric and entropic factors intrinsic to nanoconfinement determines the very special chemistry observed in such systems. From this starting point, new paths are now open for future lines of research: first, the nature of the reactants may have a great influence on the reactions, since for instance the hydrophobic/hydrophilic character of the aminoacid residues will impose different arrangements of the solvating waters, which is very likely to have a deep impact on both mechanisms and energetics. Second, these findings can be generalised to other systems capable of hosting such nanoconfined water lamellae like green rusts\(^ {23}\), and it would be of great interest to observe how the specific confining surface affects the reactions taking place therein. Finally, nanoconfined water is ubiquitous in biological systems, as it can be found in the crowded regions inside cells or in water pockets and tunnels in biological macromolecules\(^ {27}\). Hence, we expect that the study of the distinct properties of nanoconfined water will result not only in unravelling several yet poorly understood phenomena, but also in new and exciting applications for chemistry, biology and materials science.
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We have investigated electron transfer and transport processes in several molecular systems adsorbed at metal surfaces using a methodology that combines first-principles electronic structure methods with quantum dynamics and transport approaches. Specifically, we have analysed the molecular factors that control electron transfer in a series of nitrile-substituted alkanethiolate self-assembled monolayer models adsorbed at the Au(111) surface that differ in the size of the aliphatic spacer chain. In addition, we have analysed the possibility of using a proton transfer reaction triggered by an external electrostatic field as a novel mechanism for switching a molecular junction. To demonstrate the feasibility of the process, we have investigated electron transport in a junction containing a molecular bridge that can exist in two tautomeric forms, [2,5-(4-hydroxypyridine)] and 2,5-[4(1H)-pyridone], that exhibit very different conductance properties.

1 Introduction

The transfer or transport of electrons is a key step in many processes in physics, chemistry, biology, and technology\(^1\). Examples range from intramolecular charge transfer in donor-acceptor complexes in solution\(^2\) over ET in sensory proteins or photosynthesis\(^3\) to charge transport processes in single-molecule junctions\(^4\). From the point of view of the design of nanoelectronic devices or new materials with improved characteristics, understanding the fundamental mechanisms of ET at the molecular level is all important. In this respect, theory and simulation can assist the interpretation of experimental results and provide additional information on the underlying ET mechanisms that is not straightforwardly obtained from experiment.

In the following, we discuss the theoretical methods employed and the results obtained in the simulation of ET processes involving organic molecules adsorbed at metal surfaces. Specifically, we report the results obtained in the investigation of the mechanism of ET in a series of nitrile-substituted alkanethiolate self-assembled monolayer (SAM) models adsorbed at the Au(111) surface that have aliphatic spacer chains of different size. In addition, we detail the results obtained in the characterisation of the transport properties of a single molecule junction with an organic molecular bridge that can exist in two tautomeric forms, [2,5-(4-hydroxypyridine)] and 2,5-[4(1H)-pyridone], characterised by very different conductance properties and discuss the possibility of using this device as a molecular switch.
2 Electron Transfer in Molecular Systems Adsorbed at Surfaces

In this section, we outline the results obtained in the theoretical investigation of the mechanism of electron transfer (ET) in molecular systems adsorbed at metal surfaces. We begin by a concise description of the theoretical methods employed and continue with the discussion of the results obtained in the simulation of the electron injection dynamics in a series of nitrile-substituted alkanethiolate SAM models adsorbed at the Au(111) surface.

2.1 Theoretical Methods

In the investigation of the dynamics of heterogeneous ET processes at metal surfaces we used a theoretical methodology that combines first principles electronic structure methods with quantum dynamical approaches.

The first step of this methodology is the characterisation of the most stable adsorption structure of the molecule at the surface. In this respect, the systems investigated in this work were modelled employing density functional theory (DFT) calculations with periodic boundary conditions in the low coverage limit using a slab model approach for the description of the molecule-surface system. These computations strongly benefit from the use of massive parallel computing environments like those provided by Jülich Supercomputing Centre. Specifically, the periodic DFT calculations were carried out employing the Perdew-Burke-Emzerhof (PBE) exchange-correlation functional, and the projected augmented wave method using VASP. For the systems investigated, accurate k-point meshes (10×10×1) and energy cut-off (415.0 eV) for the plane wave basis sets were used.

In the second step, the thus obtained optimised geometries were used to build cluster models of the different systems investigated. The size of the clusters was selected to minimise the artifacts that boundary effects may have in the simulation of the dynamics of the electron injection process. Specifically, we used slab and cluster models featuring five layers of Au atoms (comprising a total of 125 atoms) and the respective adsorbed molecules. The electronic structure calculations for the cluster models were performed using TUBOMOLE at the DFT level of theory employing the PBE functional and the def-SV(P) basis set. The core electrons of the Au atoms were described using an ECP. We use the Kohn-Sham matrix to build the ET model Hamiltonian and obtain the donor and acceptor states, their energies, and the donor-acceptor coupling terms employing a method that is based on the projector operator approach to resonant electron-molecule scattering. In this method, the ET model Hamiltonian is built according to the following procedure. First, the Hilbert space associated to the problem is partitioned into donor (organic molecule) and acceptor (Au(111) surface) subspaces using a localised basis. Second, the Hamiltonian is partitioned accordingly. Third, a separate diagonalisation of the donor and acceptor blocks of the Hamiltonian is carried out. The ET model Hamiltonian \( H \) obtained reads

\[
H = \begin{pmatrix}
E_{d,1} & 0 & \cdots & V_{da} \\
0 & E_{d,2} & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
V_{ad} & 0 & \cdots & E_{a,1}
\end{pmatrix},
\]

(1)
where the diagonal blocks of $H$ contain the energies of the $i$ ($E_{d,i}$) and $j$ ($E_{a,j}$) states of the donor and acceptor moieties, respectively. The eigenvectors of these blocks are identified with the localised states of the donor ($|\psi_d\rangle$) and acceptor ($|\psi_a\rangle$) fragments and the matrix elements of the off-diagonal blocks, $V_{da}$, are identified with the donor-acceptor electronic coupling terms. To incorporate the effects of the extended nature of the Au surface in the model ET Hamiltonian, we used a model inspired by the surface Greens function approach\textsuperscript{15}. In this model, the self-energy (which accounts for the effects of the part of the infinite surface not included in the cluster models) is approximated by a complex absorbing potential (CAP)\textsuperscript{16} that is added to $H$ and that has the form

$$V_{\text{CAP}}(R) = \begin{cases} -i\alpha(R-5)^\delta & \text{if } R > 5 \text{ bohr} \\ 0 & \text{if } R \leq 5 \text{ bohr} \end{cases}$$

where $R$ is the distance between the considered Au atom and the sulphur atom of the nitrile-substituted alkanethiolate moiety (see Fig. 1) and $\alpha$ and $\delta$ are constants with values $1.0 \times 10^7$ hartree/bohr$^4$ and 4, respectively, that were obtained after testing.

The aforementioned theoretical protocol provides the necessary information to obtain the time evolution of the population of the donor state, $P_d(t)$ given by

$$P_d(t) = |\langle \psi_d | e^{-iHt} |\psi_d \rangle|^2,$$

which we have used for the characterisation of the electron injection dynamics.

### 2.2 Application to Electron Transfer at Molecule-Metal Interfaces

The methodology detailed above has been applied to investigate the electron injection dynamics in a series of nitrile-substituted alkanethiolate SAM models (C\textsubscript{2}, C\textsubscript{3}, C\textsubscript{4}, and C\textsubscript{8}) having aliphatic spacer chains with an increasing number of methylene bridge groups ($-(\text{CH}_2)_2-$, $-(\text{CH}_2)_3-$, $-(\text{CH}_2)_4-$, and $-(\text{CH}_2)_8-$, respectively). We investigated the ET dynamics of the donor states $\pi_1^*$ and $\pi_2^*$ (see Fig. 2) corresponding to the two $\pi^*$ resonances of the CN group whose electron injection dynamics has been studied using core-clock hole spectroscopy\textsuperscript{17,18}. The motivation underlying the selection of these systems was twofold. On the one hand, they provide a way to investigate the role that the symmetry of the donor state has in the ET process. On the other hand, the use of systems with...
aliphatic linkers of different size provides information about the roles that their electronic and chemical structures have in the ET mechanism.

The results obtained show that for all systems investigated, the most stable adsorption geometry was the bridge-fcc like position with the adsorbed molecule tilted against the surface normal with values ranging from 68.8° in C4, over 70.7° in C2, to 73.6° in C8. For C3, the only system having an odd number of methylene bridge groups, the tilting angle obtained was 10.3° (see Fig. 2). Regarding the electron injection dynamics, for all systems investigated the donor states $\pi_1^*$ and $\pi_2^*$ exhibit different ET times. In particular, electron injection times from the $\pi_1^*$ donor state of C2, C3, and C4 were found to be ultrafast, with characteristic times of $\tau_{1/2} = 1.0$ fs, $\tau_{1/2} = 2.1$ fs, and $\tau_{1/2} = 2.2$ fs, respectively. On the other hand, the electron injection times from the $\pi_2^*$ donor state were found to be systematically slower [$\tau_{1/2} = 12.3$ fs (C2), $\tau_{1/2} = 15.1$ fs (C3), and $\tau_{1/2} = 80.5$ fs (C4)]. For C8, the electron injection time scales obtained are too long to be correctly described with the CAP method employed in the simulations. The results obtained can be rationalised on the basis of the symmetry of the donor state and the molecular structure of the spacers. Specifically, in all systems investigated the $\pi_1^*$ donor states are more delocalised than the corresponding $\pi_2^*$ donor states (see Fig. 2). This leads to larger molecule-substrate coupling $V_{da}$ and therefore, faster electron injection dynamics, a result in qualitative agreement with the experimental data. On the other hand, there is a systematic slowdown of the ET process with the increase in size of the aliphatic spacer chain in all systems investigated for both donor states. The reason for this behaviour is the increase of the distance between the donor and acceptor moieties, which leads to a decrease in the magnitude of $V_{da}$ and therefore to slower electron injection dynamics.

3 Electron Transport in Single Molecule Junctions

In this section, we discuss the results obtained in the simulation of ET in single molecule junctions. After a brief outline of the theoretical methods employed in the simulation of electron transport in molecular junctions, we report the results obtained in the characterisation of the transport properties of a junction with an organic molecular bridge that can exist in two tautomeric forms, [2,5-(4-hydroxypyridine)] and 2,5-[4(1H)-pyridone], and the possibility of using this device as a molecular switch.
3.1 Theoretical Methods

In the simulation of electron transport in single molecule junctions we have used the model Hamiltonian

\[
H = \begin{pmatrix}
H_L & H_{LM} & 0 \\
H_{ML} & H_M & H_{MR} \\
0 & H_{RM} & H_R
\end{pmatrix},
\]

(4)

that describes a single molecule junction consisting of a molecular bridge (M) and two leads (L and R) where the bridge is coupled to both leads and there is no direct coupling between the latter (\(H_{RL} = H_{LR} = 0\)). The parameters needed for the construction of this model Hamiltonian have been obtained employing a partitioning technique similar to that described in Sec. 2.1. Specifically, the overall system was divided into two parts. The molecule and part of the leads were described explicitly using first-principles electronic structure methods. For the systems investigated, we used DFT employing the B3LYP hybrid exchange-correlation functional\(^{20-22}\), and a SV(P) basis set\(^{11}\) (88 Au atoms were described using the ECP-60-MWB pseudopotential\(^{12}\)). The remaining part of the leads was described using self-energies\(^{15}\). After adding the corresponding self-energies to the left and right leads the current-voltage characteristic can be obtained using the Landauer formula\(^{23}\)

\[
I(V) = \frac{2e}{h} \int_{-\infty}^{\infty} T(E)[f_L(E) - f_R(E)]dE
\]

(5)

where \(f_L(E)\) and \(f_R(E)\) are the Fermi distributions of the left and right leads, respectively, and \(T(E)\) is the transmission function that can be expressed as\(^{24}\)

\[
T(E) = \text{tr}_M[\Gamma_L(E)G_M(E)^\dagger\Gamma_R(E)G_M(E)]
\]

(6)

where \(G_M(E)\) is the molecular Green’s function, \(\Gamma_{L/R}(E)\) the broadening of the molecular states that results from the coupling to the continuum of states of the Au leads, and the trace is taken over the electronic states of the molecule (M)\(^{25}\).

3.2 Switching the Conductance of a Molecular Junction using a Proton Transfer Reaction

A single molecule junction may be used as a nanoswitch if the molecular bridge has at least two stable states with different conductance that can be reversibly transformed into each other by means of a mechanism that can be externally controlled. We have analysed the possibility of using a proton transfer reaction triggered by an external electrostatic field as a novel mechanism for switching a molecular junction. As an example, we have investigated this possibility using single molecule junctions containing tris[2,5-[4(1H)-pyridone}] (T2PY) and tris[2,5-(4-hydroxyopyridine)] (T2HP) as bridges (see Fig. 3). Both tautomers were functionalised for binding to the Au leads with 3,4-dimercapto-(1H)-pyridine and 3,4-dimercaptobenzenone, and 3,4-dimercaptopyridine and 3,4-dimercaptophenol, respectively. To demonstrate the feasibility of the process we have investigated the transport properties of these junctions. Fig. 3 depicts the current-voltage characteristics of T2PY and T2HP. The results show that T2PY exhibits a rather low current for the range of \(V\) investigated whereas T2HP exhibits larger current, in particular for bias voltages \(|V| > 0.5\) V. This different behaviour originates from the differences in
the electronic structures of both tautomers, specifically the degree of delocalisation of the $\pi$ bond network. As shown in Fig. 3, the molecular orbitals associated with the most relevant structure of the transmission function of T2HP, the peak at $E = 1.25$ eV, are $\pi$-like orbitals that extend over the molecule while in the case of T2PY the most relevant feature, the peak at $E = -1.4$ eV, is associated with a $\pi$-like orbital that has most of its density localised in the centre of the molecule. Therefore, for a given bias voltage the two tautomers show different conductance and can be associated with the “on” (T2HP) and “off” (T2PY) states of a molecular switch. The second condition necessary for a functional switch is the existence of a mechanism for the reversible transformation between the stable minima. In the case investigated the tautomers can be interconverted via a proton transfer. To explore this possibility, we have studied the relative stability of both T2HP and T2PY in the presence of a constant external electrostatic field oriented in a direction along the axis of the junction (see Fig. 3). The results obtained show that it is possible to obtain an inversion of the relative stabilities of T2HP and T2PY by increasing the strength of the external electrostatic field applied, therefore providing a proof of principle that a reversible interconversion between T2HP and T2PY using this mechanism is possible.
4 Concluding Remarks

We have described a theoretical methodology for the investigation of electron transfer and transport processes in molecular systems adsorbed at surfaces that combines first-principles electronic structure methods with quantum dynamics and electron transfer approaches. Using this methodology we have investigated the factors controlling the electron injection dynamics in a series of nitrile-substituted alkanethiolate SAM models adsorbed at the Au(111) surface. In addition, we have explored the possibility of using a proton transfer reaction triggered by an external electrostatic field as a novel mechanism for switching a molecular junction, providing a proof of principle of the feasibility of the process. The results obtained may pave the way for the design of new nanoelectronic devices.
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Elementary Particle Physics
The projects in the field of elementary particle physics are aimed at questions in fundamental physics, concerning the constituents of matter and their interactions. For example, one of these questions is about the mass difference between protons and neutrons. These particles are the constituents of atomic nuclei. The small difference between their masses plays an important role for the formation of nuclei after the big bang and for the abundance of elements in the universe. If the mass difference were only slightly different from its value in nature, the formation of stars and planets and the conditions for the possibility of life would drastically differ from the actual situation. The mass difference between protons and neutrons depends on fundamental constants of nature, in particular on the masses of quarks and on the strength of the electromagnetic forces. This dependence can be investigated in the framework of the theory of strong interactions of elementary particles, Quantum Chromodynamics (QCD), combined with Quantum Electrodynamics (QED). An ab initio calculation, avoiding approximations of unknown accuracy, requires numerical simulations of QCD plus QED, regularised on a space-time lattice. This has been achieved by Borsanyi et al. in their project. Careful studies of systematic and statistical errors were necessary to obtain reliable results on the delicate parameter dependence of the proton-neutron mass difference. Their results show that small variations of the parameters in the percentage range would lead to significant changes in the mass difference.

In general, the goals of numerical investigations in the area of lattice field theory have shifted in recent years. Whereas in earlier years issues concerning the foundations and basic properties of models and their numerical simulations have been in the focus, present projects concentrate on detailed questions of experimental and phenomenological relevance. Also, problems of nuclear physics, that previously were difficult to approach, have become feasible with present methods and computer resources. Direct ab initio calculations of many-nucleon systems in lattice QCD still exceed the possibilities. However, using an intermediate approach, in which effective field theories, including complicated interaction terms, are simulated on space-time lattices, it has become possible to attack demanding problems of theoretical nuclear physics. In this way Meißner et al. have investigated production rates of carbon and oxygen, which are essential for the formation of life, in their dependence on fundamental constants of nature. In addition they have studied interesting issues concerning the structure of nuclei. Related methods have been applied by Gezerlis et al. to study problems in nuclear physics. Their investigations reveal the importance of three-body forces for the structure of nuclei. Taking the detailed form of these interactions into account, and employing methods from renormalisation group theory, they are able to obtain insights into the nature of exotic nuclei and neutron matter, that are of astrophysical relevance.
Back to the realm of elementary particles, the inner structure of hadrons like protons or neutrons is studied with lattice QCD in the project of Schäfer et al. They calculate probability distributions characteristic for the dynamics of quarks inside hadrons, which can be related to experimental results from particle accelerators. Employing appropriate boundary conditions they are able to avoid obstacles resulting from the topology of gauge fields.

The behaviour of hadronic matter at high temperatures and densities is of great interest for astrophysics and cosmology. Costly experiments at heavy ion colliders at CERN and Brookhaven are designed for its study. From the theoretical side the thermodynamical phase diagram of hadronic matter can be studied in lattice QCD. Combining theoretical methods from statistical physics with numerical methods, Karsch et al. obtain results on the phase transition from hadrons to the quark-gluon plasma, in particular about freeze-out parameters that can be compared to experimental results.
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We report on a large scale calculation of the origin of the mass difference between the proton and the neutron that was carried out to a large extent on the JUQUEEN computer.

1 Introduction

To our current knowledge, the strong nuclear force is described at a fundamental level by quantum chromodynamics (QCD)\textsuperscript{1}, a quantum field theory of quarks and gluons that is strongly coupled at low energies\textsuperscript{2,3}. The strong coupling, which gives the theory its very rich dynamical content is at the same time responsible for the failure of conventional perturbative approaches that are the usual tool for solving quantum field theories: A small perturbation on top of the unperturbed “free” theory of quarks and gluons will never be able to even reproduce the hadrons, i.e. the particles connected to the strong nuclear force that we observe in experiment like protons and neutrons.

A direct numerical solution of the theory is possible if one discretises it on a space-time lattice\textsuperscript{4}. This lattice approach has matured over the last decade into a reliable tool to compute otherwise unattainable predictions of QCD\textsuperscript{5}. A few years ago, it has eventually been demonstrated\textsuperscript{6}, using lattice techniques, that QCD indeed does give the correct masses to the most common hadrons within a few percent accuracy (see Fig. 1).

With the validity of the approach thus confirmed, one can start to ask more subtle questions. One of these questions is the origin of the mass difference between proton and neutron. Although this difference is relatively tiny – the neutron is only 0.14\% more massive than the proton\textsuperscript{7} – it does have profound consequences for the evolution and existence of the universe as we know it. As the more massive particles, neutrons can decay into protons (plus an electron and a neutrino), but since the mass difference is tiny, the process is relatively slow: Free neutrons have a half life of about 15 minutes. These properties are rather crucial, as a more massive proton in a hydrogen atom would decay into a neutron, obviously leading to an entirely different universe. When the nuclei that predominantly populate our universe today formed during the first twenty minutes after the big bang, the value of the neutron half-life and thus the proton neutron mass difference also determined
what fraction of the primordial protons would fuse to helium nuclei. A smaller mass difference and thus longer half-life would have left little hydrogen as fuel for stars.

It is therefore very interesting to note, that the mass difference between proton and neutron actually results from a cancellation of two competing effects. On the one hand, the proton as a charged particle has a higher electromagnetic self energy and thus mass than the neutron. This effect is however overcompensated by the neutron consisting of one additional “down” quark as compared to the protons “up” quark. We know that the “down” quark is slightly more massive than the “up” quark and we also know that this is an exceptional situation, as the second and third generation “down” type quarks (the “strange” and the “bottom”) are actually lighter than their respective “up” type counterparts (the “charm” and “top”).

While these qualitative features are well understood, the complex dynamics of QCD makes any quantitative understanding of the proton-neutron mass difference in terms of the fundamental theory extremely difficult. We report here on a recent calculation that computed the proton-neutron mass splitting and related quantities ab initio utilising a lattice formulation of QCD and the quantum field theory of the electromagnetic interaction (QED) which was mostly carried out on the JUQUEEN supercomputer of Forschungszentrum Jülich.

2 Computational Challenges

In order to compute the mass difference between proton and neutron, one has to eliminate two approximations that are usually done in a lattice calculation: The equal mass of up and down quark (usually called the isospin limit) and the neglect of electromagnetic effects.
Figure 2. Inverse iteration number for each ensembles with the smallest quark mass at each lattice spacing.

2.1 Nondegenerate Up and Down Quarks

In typical lattice computations of QCD, the mass of the up and down quark are usually set to be equal. Although the up quark mass is known to be less than half that of the down quark

\[ \frac{m_u}{m_d} = 0.46(2)(2) \]  

the approximation is well justified by the fact that both up and down quark masses are substantially smaller than the dynamical scale of the theory

\[ m_u, m_d \ll \Lambda_{QCD} \sim 300\text{MeV} \]  

For the \textit{ab initio} calculation of the mass splittings, however, we had to lift this degeneracy. In principle this is straightforward to achieve by using different masses in the update algorithm. In practice however, the smallness of the up quark mass poses a technical challenge. At the core of the update algorithms are inversions of large, sparse matrices whose condition number is inversely proportional to the quark mass minus a fluctuating offset (see e.g. Ref. 11). In the worst case, the condition number could diverge leading to a so-called exceptional configuration. Because the size of the fluctuations of this offset are related to the quality of the lattice discretisation (more precisely to the chiral symmetry of the fermion operator, see e.g. Ref. 12) an efficient lattice discretisation is essential. We have chosen a highly efficient discretisation that specifically suppresses the couplings of long range physical modes to short range lattice artefacts\textsuperscript{13,14}. As demonstrated in Fig. 2, the
Figure 3. The measured mass of the neutral kaon (top) and the mass square difference between the neutral and charged kaon (bottom) plotted as a function of inverse lattice size. Blue points are lattice data while the lines represent our analytical predictions in leading (LO), next to leading (NLO) and third order (NNLO) in $1/L$.

The measured inverse iteration number remains safely above 0 even for our ensembles with the smallest quark masses and we are thus clear of exceptional configurations.

### 2.2 QED on the Lattice

The second major challenge one faces when computing the proton neutron mass splitting is the inclusion of electromagnetic effects into the lattice calculation. At first sight this difficulty might seem odd: After all, the quantum field theory of the electromagnetic interaction, quantum electrodynamics (QED) is much better understood and typically simpler than the theory of the strong interaction, QCD. On a fundamental level however, QED poses some conceptual problems that QCD successfully avoids. First of all, the flip side of the strong QCD coupling at low energies is a vanishing coupling at high energies, also known as asymptotic freedom. In QCD this property guarantees that at short distances no additional dynamics appears and thus a finer and finer lattice discretisation will ultimately reproduce the continuum theory. In QED the opposite is true: at smaller distance the coupling diverges and no continuum limit exists in principle. We are dealing with an effective theory that is only valid down to a certain distance scale. This scale fortunately is very small so that it can be neglected in our calculations, but it does pose a limit on the electromagnetic coupling we were able to simulate.

A second, potentially more severe problem results from the massless photon present in QED. While the strong interaction is also carried by a massless particle – the gluon – in QCD, these particles can never be observed outside bound states, which are always mas-
sive. Since the propagation of a particle over a long distance is exponentially suppressed by its mass, a massive particle usually does not feel the finite extent of its spacetime lattice very strongly. The massless photon on the other hand induces severe self interactions of particles winding around the entire lattice. The most severe of them with vanishing momentum $\vec{p} = 0$ have to be removed in order to render the theory consistent. We demonstrated analytically and numerically that the resulting theory is well defined and computed the remaining finite volume effects to third order in the inverse box length $1/L$ unearthing on the way some subtleties of a nonrelativistic effective description (see Fig. 3).

The long range correlations induced by the massless photons also have a negative effect on the update algorithm. In a standard molecular dynamics based hybrid Monte Carlo (HMC) algorithm, long range modes have huge autocorrelations. To counter these effects, we designed a momentum space version of this algorithm that drives modes with different momenta $k$ with a force proportional to $1/k^2$. The resulting speedup is documented in Fig. 4.

There is a further subtlety involved when trying to answer the question of QED contributions to a certain effect like the neutron-proton mass difference. The general strategy to compute QED contributions is to simply switch off the electromagnetic interaction and check for the difference. Although it is easy enough to simply turn off the electromagnetic interaction in our simulations, there is no easy answer to the question of which quantities should be kept constant while doing so to reproduce “nature without QED”. Nature can not guide us here since we can not simply turn off electromagnetic interactions between elementary particles. What we can do however is taking a sensible quantity that we do
expect to vary very little while changing the electromagnetic coupling and simply define that it stays precisely constant during that process. We could demonstrate\textsuperscript{9} that the mass difference between a positively and negatively charged $\Sigma$ particle is a suitable quantity that, within our statistical accuracy, is not expected to be affected by changing the electromagnetic coupling and consequently used it to define our “nature without QED” point.

### 3 Data Sets and Analysis

We generated a total of 41 ensembles of lattice discretised QCD+QED gauge fields at different parameter values with four non-degenerate dynamical quarks. Ground state masses were extracted and a statistical analysis of the pertaining fit quality ensured the absence of excited state contaminations. The parameters themselves were chosen such that a safe interpolation and extrapolation to the physical point was possible and the total error of the procedure was minimised. Interpolations to the physical point were carried out in the electromagnetic coupling constant and the strange and charm quark masses. Extrapolations were performed in the lattice spacing, the box size and the light quark mass. All interpolations and extrapolations were performed with a variety of ansätze that covered the possible influence of effects that our data were not accurate enough to discern and thus give a reliable estimate of the possible systematic errors of our analysis procedure. The spread of the results thus obtained, properly weighted by the quality and estimated information content of the respective fit, was used as an estimate of the systematic error.

For further details we refer the interested reader to the supplementary material provided in Ref. 9.
Figure 6. The figure shows a contour plot of the proton neutron mass difference as one varies the electromagnetic coupling (x-axis) and the difference between the “down” and the “up” quark mass from 0 to twice their physical values. The physical point, designating the values actually realised in nature, is marked by a green cross. The red region corresponds to a mass difference between neutron and proton that is less than the mass of the electron. In such a world, the hydrogen atom would not be stable as it would be favourable for the proton in its core to capture the electron and transform into a neutron.

4 Results

Fig. 5 displays the main result of our computation, the small mass differences between some closely related hadrons compared to experimentally known values where available. The leftmost point, $\Delta N$ is the mass difference between neutron and proton, which we could confirm to be correctly described by QCD+QED. Our calculations also give a prediction of the mass splittings between the doubly charmed baryons $\Xi^{++}_{cc}$ and $\Xi^{+}_{cc}$, which have not clearly been observed in experiment yet.

Coming back to the original question of quantifying the contribution to the neutron-proton mass difference of electromagnetic effects versus the mass difference of “up” and “down” quarks, Fig. 6 displays a contour plot of the neutron-proton mass difference when hypothetically varying both the electromagnetic coupling and the difference of “down” and “up” quark mass between zero and twice their physical values respectively. This figure illustrates how much wiggle room nature had in choosing the fundamental parameters before our universe would be dramatically different.
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We report about ongoing work to determine the chiral transition line in 2+1 flavour QCD for small values of the light quark chemical potential. The curvature of this line can be derived from a scaling analysis of the chiral condensate and its derivative with respect to the chemical potential. We outline the method and show results as available.

1 Introduction

One of the central goals of the physics program of the present and future heavy ion colliders is the exploration of the phase diagram of Quantum Chromo Dynamics (QCD) the theory of the strong interactions of quarks and gluons. At high temperatures and/or baryon densities the theory undergoes a transition from a confined, hadron phase where chiral symmetries are spontaneously broken to the so-called quark gluon plasma which is characterised by deconfinement and restored chiral symmetries. The general picture of the phase diagram is such that at small densities the two regions are presumably separated by a second order phase transition line in the chiral limit of vanishing quark masses. For small quark masses the transition happens along a pseudocritical line and is a rapid crossover. At sufficiently large densities or, equivalently, chemical potentials the transition could turn into a first order phase transition. It is the aim of the work presented here to shed more light on the location and the properties of the transition lines and perhaps provide some means to study the Critical End Point separating the first order line from second order/crossover.

In the experimental studies of the QCD phase diagram mentioned above the analysis of conserved charge fluctuations, the correlation between fluctuations of different charges and their higher moments, play an increasingly important role; not the least because experiments start to be able to measure them with rising reliability. In particular higher order cumulants of net baryon number, net electric charge and net strangeness carry information on the phase structure of strong interaction matter as function of the corresponding chemical potentials. At present there are thus major on-going efforts undertaken to measure observables related to these higher-order non-Gaussian fluctuations in various heavy-ion collision experiments¹⁻⁵.

Cumulants of conserved charge fluctuations characterise the thermal conditions in a heavy ion collision at the time of freeze-out, i.e. at the time when partons have recombined again and formed hadrons and when inelastic scatterings have seized to change the particle
decomposition of the expanded fireball. Large deviations of these fluctuation observables from
a non-critical baseline model, e.g. the hadron resonance gas (HRG) model, will occur in the vicinity
of a phase transition. The hope is that experiments may detect a non-monotonic behaviour of cumulants of charge fluctuations at zero or non-zero values of the chemical potentials which, on the one hand, would be indicative for critical behaviour in the vicinity of the chiral phase transition at small $\mu_B$ and, on the other hand, would provide evidence for the existence of the QCD Critical End Point (CEP)\textsuperscript{7–10} at non-zero chemical potential. While the former may be studied at the highest energies at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory as well as at the Large Hadron Collider (LHC) at CERN in its lead-lead collision mode, the latter may be found with the Beam Energy Scan (BES) program at RHIC.

This critical point, if it exists, is likely to be connected to the chiral phase transition at zero chemical potential for two degenerate light ($l$) and a strange ($s$) quark flavour. In fact, in the chiral limit the CEP will be a tri-critical point at which the line of second order chiral transitions turns into a line of first order transitions. An important aspect of the theoretical analysis of the chiral transition is the quantitative determination of the chiral transition line at moderate, non-zero values of the chemical potential. In this context, it is an important issue to determine the relation between the QCD transition temperature $T_c$ at non-zero quark chemical potential $\mu_q$, and the experimentally determined freeze-out curve because the experimental success may depend crucially on the relative position of these two lines.

The determination of the QCD phase diagram clearly is a non-perturbative problem. As such it invites to be tackled by a numerical evaluation of the QCD path integral on space time lattices i.e. lattice QCD. However, at non-vanishing baryo-chemical potential the QCD action becomes complex such that standard Monte Carlo methods to compute the path integrals stochastically don’t work anymore. This is the famous sign problem. Various ways have been invented to by-pass this problem at least at small densities. Here, in order to determine the crossover transition line at non-zero chemical potential, we follow an approach that is based on Taylor expansion around $\mu_q = 0$ and a scaling analysis relating a pseudocritical line (crossover) at non-zero quark masses to the true critical line in the chiral limit.

2 The Method

A theoretically sound and attractive approach to determine the pseudocritical (crossover) line in the QCD phase diagram at nonvanishing quark masses is based on a scaling analysis which relates this line to a true critical line in the chiral limit. We have worked out this method\textsuperscript{19} and sketch it in the following.

At leading order in the quark chemical potential $\mu_q$ the variation of the transition temperature with chemical potential is parametrised in terms of the constant $\kappa_q$

$$\frac{T_c(\mu_q)}{T_c^0} = 1 - \kappa_q \left( \frac{\mu_q}{T} \right)^2 + O \left( \left( \frac{\mu_q}{T} \right)^4 \right).$$

Here $T_c$ is the phase transition temperature in the chiral limit. This constant $\kappa_q$ can be determined by analysing the dependence of the light quark, chiral condensate $\langle \bar{\psi}\psi \rangle_l$ on the quark chemical potential. Of course, at vanishing light quark mass one would simply
determine the temperature at which \((\bar{\psi}\psi)_{v}\) vanishes. At non-zero but small values of the quark mass this information is encoded in scaling functions.

Scaling functions arise from the partition function or, equivalently, the free energy density \(f\). In the vicinity of a critical point regular contributions \(f_{r}\) to the partition functions become negligible in higher order derivatives and the singular behaviour of response functions will generally be dominated by contributions coming from the singular part \(f_{s}\) of the free energy density\(^a\)

\[
f(T, m_{l}, m_{s}, \mu_{q}) = f_{s}(T, m_{l}, m_{s}, \mu_{q}) + f_{r}(T, m_{l}, m_{s}, \mu_{q}) .
\]  

(2)

The singular part of the free energy density depends on the parameters of the QCD Lagrangian, e.g. the quark masses, and the external control parameters, temperature and chemical potentials, enter only through two relevant couplings. These scaling variables, \(t\) and \(h\), control deviations from criticality, \((t, h) = (0, 0)\), along the two relevant directions, which in the case of QCD characterise fluctuations of the energy and chiral condensate, respectively. To leading order the scaling variable \(h\) depends only on parameters that break chiral symmetry in the light quark sector, while \(t\) depends on all other couplings. In particular, \(t\) will depend on the quark chemical potential

\[
t \equiv \frac{1}{t_{0}} \left( \frac{T - T_{c}}{T_{c}} + \kappa_{q} \left( \frac{\mu_{q}}{T} \right)^{2} \right),
\]

\[
h \equiv \frac{1}{h_{0}} \frac{m_{l}}{m_{s}} ,
\]

(3)

The curvature parameter \(\kappa_{q}\) appearing in the above expression for \(t\) is the same as in Eq. 1 as the (pseudo) critical line \(T_{c}(\mu_{q})\) is determined by \(t = 0\). Note that the strange quark mass has been chosen to render the magnetic field like parameter \(h\) dimensionless, and \(t_{0}\), \(h_{0}\) are non-universal scale parameters.

Since the singular part of the free energy, \(f_{s}\), is a homogeneous function of its arguments it can be rewritten in terms of the scaling variable \(z = t/h^{1/\beta}\) as

\[
f_{s}(t, h) = h^{1+1/\beta} f_{s}(z, 1) \equiv h^{1+1/\beta} f_{s}(z) .
\]

(4)

where \(\beta\), \(\delta\) are known critical exponents of the three-dimensional \(O(N)\) universality class\(^{21,22}\), \(\beta = 0.349\) and \(\delta = 4.780\) for three-dimensional \(O(2)\) models and \(\beta = 0.380\) and \(\delta = 4.824\) for \(O(4)\), respectively. All parameters entering the definition of \(t\) and \(h\), i.e. \(t_{0}\), \(h_{0}\) and \(T_{c}\), may depend on the strange quark mass, but are otherwise unique in the continuum limit of \((2+1)\)-flavour QCD. Just like the transition temperature \(T_{c}\), however, also \(t_{0}\) and \(h_{0}\) are cut-off dependent and will need to be extrapolated to the continuum limit.

The universal critical behaviour of the order parameter, \(M \sim \partial f / \partial m_{l}\), which in QCD is the chiral condensate, is controlled by a scaling function \(f_{G}(z)\) that arises from the singular part of the free energy density after taking a derivative with respect to the light quark mass,

\[
M(t, h) = h^{1/\delta} f_{G}(z) .
\]

(5)

\(^a\)For systems belonging to the 3-dimensional \(O(2)\) or \(O(4)\) universality classes this does not hold for the thermal response function (specific heat) as the relevant critical exponent \(\alpha\) is negative in these cases.
Also the scaling function $f_G(z)$ is well-known for the $O(2)$ and $O(4)$ universality classes through studies of three-dimensional spin models\textsuperscript{21}.

To extract information about the curvature $\kappa_q$ it suffices to consider the leading order Taylor expansion coefficient of the chiral condensate,

$$\frac{\langle \bar{\psi} \psi \rangle_l}{T^3} = \left(\frac{\langle \bar{\psi} \psi \rangle_l}{T^3}\right)_{\mu_q=0} + \frac{\chi_{m,q}}{2T} \left(\frac{\mu_q}{T}\right)^2 + O\left((\mu_q/T)^4\right),\quad (6)$$

the mixed susceptibility $\chi_{m,q}$

$$\frac{\chi_{m,q}}{T} = \frac{\partial^2 \langle \bar{\psi} \psi \rangle_l/T^3}{\partial (\mu_q/T)^2} = \frac{\partial \chi_q/T^2}{\partial m_l/T},\quad (7)$$

which may also be viewed as the quark mass derivative of the light quark number susceptibility $\chi_q$. By means of the scaling relations the mixed susceptibility is immediately proportional to $\kappa_q$,

$$\chi_{m,q} \equiv 2\kappa_q T \frac{T}{l_0 m_s},\quad (8)$$

where $f_G'(z) \equiv df_G(z)/dz$ is easily obtained from $f_G(z)$ by using the parametrisations for the latter given in Refs. 21, 23. The way to proceed thus is to compute $\chi_{m,q}$ as a function of $T$ and $m_l$ numerically and extract $\kappa_q$, exploiting the knowledge on $\beta, \delta$ etc..

### 3 Some Technical Remarks

As pointed out in the previous section the first task is to determine the non-universal parameters $t_0, h_0$ and $T_c$ at a given value for the lattice spacing, $a$, from the scaling properties of the chiral order parameter. For QCD this order parameter is (related to) the chiral quark condensate. However, owing to QCD being a Quantum Field Theory, the order parameter receives multiplicative as well as, at non-vanishing quark masses, additive renormalisations. The multiplicative renormalisation can be taken care of by using the renormalisation group invariant quantity

$$M_b = m_s \langle \bar{\psi} \psi \rangle_l.\quad (9)$$

The quadratically divergent additive correction $\sim m_l$ can in addition be subtracted according to

$$M = m_s \left(\langle \bar{\psi} \psi \rangle_l - m_l/m_s \langle \bar{\psi} \psi \rangle_s\right).\quad (10)$$

Multiplication by $N^4_{\tau}$, where $N_{\tau}$ is the lattice extent in the temporal direction related to temperature by $aT = 1/N_{\tau}$, renders both quantities dimensionless. The difference between those two definitions becomes irrelevant in the chiral limit. Alternatively it can be accounted for by scaling correction terms.

On the lattice the quark condensate is obtained from the inverse of the Dirac matrix $M_f$ for a given quark flavour $f$, 

$$\langle \bar{\psi} \psi \rangle_f = \frac{1}{4N^2_fN_{\tau}} \langle \text{Tr} M_f^{-1} \rangle\quad (11)$$
by taking the trace $\text{Tr}$ over Dirac and space-time indices. Similarly, the mixed susceptibility is obtained from traces over expressions involving $M_i$,
\[
\frac{\chi_{m,q}}{T} = \frac{1}{N^2} \left( \langle \mathcal{C}_2 \rangle + 2 \langle \mathcal{C}_1 \mathcal{D}_1 \rangle + \langle \mathcal{C}_0 \mathcal{D}_2 \rangle - \langle \mathcal{C}_0 \rangle \left( \langle \mathcal{D}_2 \rangle + \langle \mathcal{D}_1^2 \rangle \right) \right)
\] (12)
where
\[
\mathcal{C}_n = \frac{1}{4} \frac{\partial^n \text{tr} M_i^{-1}}{\partial \mu^n} \bigg|_{\mu=0}, \quad \mathcal{D}_n = \frac{1}{2} \frac{\partial^n \ln \det M_i}{\partial \bar{\mu}^n} \bigg|_{\bar{\mu}=0},
\] (13)
with the shorthand notation $\bar{\mu} = \mu_q a$ for the chemical potential expressed in units of the lattice spacing. The different traces are obtained from stochastic estimators: given vectors of random numbers satisfying $\langle r_i^* r_j \rangle = \delta_{ij}$ in the average over the random vectors, one repeatedly solves $M X = r$ to obtain e.g. the quark condensate as $\langle r_j^* X_j \rangle$. Recycling the solutions $X$ and applying them as part of the right hand side in e.g. $M' Y = M' X$ where $M' = \partial M / \partial \bar{\mu}$ delivers $C_1 \sim \text{Tr} M^{-1} M' M^{-1}$ as $\langle r_i^* Y_i \rangle$. Thus, quite a few right hand sides are needed to obtain all requested traces so that deflating the Krylov space of the Conjugate Gradient inverter from $O(100)$ pre-calculated low eigenmodes of $M$ is applied.

4 Results

The analysis path sketched in Sec. 2 has been suggested and worked out by us in Ref. 19. As a proof of principle of the method it was applied there to lattice regularised QCD in the p4 discretisation scheme. As a prerequisite, in Ref. 18 we had studied the scaling behaviour on $N_\tau = 4$ lattices down to a light to strange quark mass ratio of $m_l / m_s \leq 1/20$. With the strange quark mass at its physical value this corresponds to a Goldstone pion as low as 75 MeV. As can be read off Fig. 1 the data is in agreement with $O(N)$ scaling in the chiral order parameter. Here we show results for both definitions of the parameter, Eqs. 9 and 10, for light quark masses smaller than 1/20 of the strange quark mass. The figure further reveals that on the basis of the condensate $O(2)$ is not distinguishable from $O(4)$. 

---

Figure 1. Fit of the $O(2)$ scaling function to numerical results for the light quark condensate. This analysis has been performed within the p4 discretisation with light quark masses $m_l / m_s \leq 1/20$ on $N_\tau = 4$ lattices. From Ref. 18.
It turned out that the scaling region was entered already at $m_l/m_s = 1/10$. At this and larger light quark mass values besides the singular part two regular terms were needed to obtain a good fit. As a byproduct this study provides evidence for the Goldstone effect in QCD at high temperature which consists of a $1/\sqrt{m_l}$ divergence of the disconnected susceptibility $\chi_{\text{on}} \sim \partial \langle \bar{\psi} \psi \rangle_{\text{l}} / \partial m_l$ in the chirally broken phase, giving further support that the scaling machinery works consistently. In Ref. 19 we added the analysis of $N_c = 8$ configurations, yet only light quark masses down to $m_l/m_s = 1/20$ were available. We found again agreement with scaling also at this finer lattice. A separate scaling fit for only the lightest quark masses was beyond the scope of this paper, and the non-universal scaling parameters were determined from a combined fit to all data in this case.

While these results are based on the p4 discretisation, in Ref. 20 we applied successfully the $O(N)$ scaling relation to HISQ configurations, an action with the smallest taste violations of all known staggered type actions, and obtained very good descriptions of the data on chiral observables. These were used subsequently in chiral interpolations of the quark condensate in order to determine the pseudocritical temperature $T_c$.

Whereas in all these studies agreement with $O(N)$ critical behaviour was observed, we want to stress that the nature of the chiral phase transition is not a question settled yet; other scenarios e.g. suggest a first order transition, see Ref. 26 for a recent paper. Thus, in the ongoing project we are carrying out a dedicated scaling analysis within the HISQ discretisation, with quark masses reaching down to values that lead to smaller than physical pion masses. The scaling parameters are then input to the combined analysis of the transition line.

Once the results on the non-universal scaling parameters $t_0, h_0$ are at hand, the curvature constant $\kappa_q$ can be extracted from the mixed susceptibility, Eq. 8. This is shown in Fig. 2 taken from our pilot study. Note that $\kappa_q$ is the only free parameter and the fit is completely fixed otherwise. As far as the value for $\kappa_q$ is concerned a phenomenologically motivated approach has obtained a result very close to our value from that study while a recent analysis based on simulations at imaginary chemical potential suggests a larger curvature. It is the aim of the present project to reduce the systematic errors and greatly improve the prediction of that curvature at real chemical potentials.

## 5 Concluding Remarks

We have sketched a procedure to determine the curvature of the chiral transition line of QCD in the temperature - chemical potential plane at small baryon densities by means of numerical simulations of lattice QCD. This method is based on the analysis of the scaling behaviour of QCD in the vicinity of the chiral transition. We have demonstrated the feasibility of this procedure by providing quantitative results for the curvature in a pilot study. The present project is aiming at establishing these results at decreased systematic uncertainties.

Being of high interest on its own, the curvature result obtained so far has been used to compare the chiral transition line in the $T - \mu$ QCD phase diagram with the freeze-out curve, see Fig. 3. Here, for the first time the freeze-out parameters $T_f$ and $\mu_f$ were obtained by comparing experimental results from heavy ion collisions on fluctuations and correlations of conserved quantum numbers with lattice computations of the same quantities. While in such comparisons care must be taken that effects of conservation laws due to finite system sizes, acceptance cuts etc. do not invalidate grand canonical statistics, an
The scaled mixed susceptibility as function of the scaling variable \( z = t/h^{1/βδ} \). The data from simulations with the \( p_4 \) action are compared to the \( O(2) \) scaling curve. The band shows a 10% error on this curve which arises from statistical errors on the calculated observables as well as from the errors on the scaling parameters \( t_0 \) and \( z_0 \). From Ref. 19.

 Freeze-out temperatures \( T_f \) and baryon chemical potentials \( \mu_f \) obtained through direct comparisons between lattice calculations and the preliminary STAR and PHENIX data for cumulants of net charge and net proton fluctuations at two different beam energies \( \sqrt{s_{NN}} = 200 \text{ GeV} \) and 62.5 GeV. The shaded region indicates the present lattice results\(^{19,15} \) for the pseudocritical temperature \( T_c \) as a function of \( \mu_B \). From Ref. 24.

 approach which does not rely on model assumptions certainly deserves further work. At present it is very interesting that the results for the freeze-out line \( T_f(\mu_f) \) are close to the chiral/deconfinement crossover, raising the hope that the collision experiments may signal the presence of criticality in the phase diagram.
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We review the recent highlights of nuclear lattice effective field theory, which is continuing to push the boundaries of ab initio nuclear many-body calculations, both in terms of nuclear structure and nuclear reactions. Significantly, this provides a deeper understanding of key nuclear processes that produce the elements necessary for life as we know it, such as carbon and oxygen. This remarkable progress has been made possible by recent dramatic increases in HPC resources, as well as advances in computational methods and algorithmic improvements.

1 Introduction

Recent advances in high-performance computing (HPC) has enabled nuclear physics to enter a new and exciting era. Calculations of nuclear structure and reactions that were once considered nearly impossible are now being readily performed. The research performed by the NLEFT (Nuclear Lattice Effective Field Theory) collaboration is at the forefront of this development. Such calculations are ab initio in the sense that they use nuclear forces derived from the chiral effective Lagrangian of Quantum Chromodynamics (QCD), which is the underlying theory that describes the interactions of quarks and gluons. For few-nucleon systems, the chiral effective field theory (EFT) for the forces between two, three and four nucleons have been worked out to high orders in the chiral power counting. This force consists of long-ranged exchanges of one or more pions, and shorter ranged multinucleon contact interactions. By combining these EFT forces with Monte Carlo methods developed by the lattice QCD community, the NLEFT collaboration has successfully studied the properties of p-shell nuclei (such as 12C and 16O). These nuclei have formed the calculational boundary of more traditional nuclear many-body techniques, such as Green’s function Monte Carlo.

With recent advances in the methods and algorithms of NLEFT, this boundary has been pushed further by recent ab initio calculations of nuclei in the sd-shell. Furthermore, the NLEFT formalism has been developed and adapted to include the treatment of nuclear reactions. This ongoing line of research is now rapidly addressing key questions related to the formation of elements, including those that enable life as we know it. In the following, we briefly review the motivation and methodology behind the NLEFT formalism. We also present recent highlights of our research and conclude with an outlook on future progress.
2 Theoretical Background of NLEFT Simulations

Nuclei are self-bound systems of nucleons (protons and neutrons). As the nucleons themselves consist of quarks and gluons, and hence are not fundamental degrees of freedom, the forces between nucleons are not completely given in terms of two-body interactions, but include three-body and higher terms. Computing the properties of multi-nucleon systems presents a very difficult challenge. The complicated structure of the interaction coupled with the quantum mechanical nature of such systems leads to an exponential growth in the computational effort as a function of the number of nucleons $A$. For $A \leq 4$, bound state energies and scattering phase shifts have traditionally been calculated by exact (numerical) solution of the Lippmann-Schwinger or Faddeev-Yakubowsky equations. For $A \geq 5$, well established many-body techniques have been developed, such as the no-core shell model and coupled-cluster methods. These ultimately rely on the direct diagonalisation of a large matrix $M$ in order to solve a problem of the form $Mx = b$. As the size of $M$ increases exponentially, the memory and processing power of currently available HPC systems are quickly exhausted, which confines such methods to systems with $A \leq 12$. In order to push beyond $A = 12$, simplifications to the interaction between nucleons as well as other ad hoc assumptions become necessary.

In the context of QCD, systems of quarks and gluons also exhibit exponential scaling in the number of degrees of freedom, but instead of relying on direct diagonalisation in order to calculate observables, methods have been developed to stochastically estimate observables. The quarks and gluons are placed on a discrete space-time lattice, and Monte Carlo sampling of the propagation of the particles is performed in order to capture the most relevant contributions to a given observable. Such “lattice QCD” calculations provide a much reduced calculational complexity. Moreover, lattice QCD calculations are fully non-perturbative and provide the only known rigorous way to compute the properties of QCD in the non-perturbative (low-energy) regime. Still, it should be kept in mind that the stochastic nature of lattice QCD induces an associated uncertainty in each calculated observable, in addition to possible issues arising from numerical sign oscillations (the “sign problem”) or from an unfavourable signal-to-noise ratio.

While a formalism similar to lattice QCD is used in NLEFT calculations, in the latter case the nucleons form the degrees of freedom that propagate on the space-time lattice, such that the interactions between nucleons are provided by chiral EFT. The stochastic nature of the Monte Carlo importance sampling of the nucleons’ trajectories provides a softer scaling of computational complexity with $A$. This, in turn, is what allows NLEFT to push the boundaries of ab initio calculations beyond those reached by more traditional methods.

3 Nuclear Physics on a Space-Time Lattice

In NLEFT simulations, Euclidean space-time is discretised on a torus of volume $L_s^3 \times L_t$, where $L_s$ is the side length of the (cubic) spatial dimension, and $L_t$ denotes the extent of the Euclidean time dimension. The lattice spacing in the spatial dimensions is denoted $a$, analogously to $a_t$ in the temporal dimension. The maximal momentum on the lattice is thus $p_{\text{max}} \equiv \pi/a$, which serves as the UV regulator of the theory. Nucleons exist as pointlike particles on the lattice sites, and the interactions between nucleons (pion exchanges and
contact terms) are treated as insertions on the nucleon world lines via auxiliary-field representations. The nuclear forces have an approximate spin-isospin SU(4) symmetry (Wigner symmetry) that is of fundamental importance in suppressing numerical sign oscillations that plague any Monte Carlo simulation of strongly interacting fermions at finite density. This is in contrast to lattice QCD, where any finite baryon chemical potential renders the Monte Carlo simulation unfeasible.

We compute the properties of multi-nucleon systems by means of the transfer matrix projection Monte Carlo method. There, each nucleon is treated as a single particle propagating in a fluctuating background of pion and auxiliary fields, the latter representing the multi-nucleon contact interactions. Due to the very strong binding between four nucleons occupying the same lattice site, we find that the convergence of the chiral EFT expansion can be greatly accelerated by means of smeared LO contact interactions. We start the Euclidean time projection from a Slater determinant \( \Psi_A \) of single-nucleon standing waves for \( Z \) protons and \( N \) neutrons (with \( A = Z + N \)) in a periodic cube. We then use a Wigner SU(4) symmetric Hamiltonian as a computationally inexpensive filter for the first few Euclidean time steps, which also suppresses sign oscillations dramatically. Finally, we apply the full LO chiral EFT Hamiltonian and calculate the ground state energy and other properties from the correlation function

\[
Z(t) \equiv \langle \Psi_A | \exp(-tH) | \Psi_A \rangle,
\]

in the limit of large Euclidean projection time \( t \). Higher-order contributions, such as the Coulomb repulsion between protons and other isospin-breaking effects (due to the light quark mass difference), are computed as perturbative corrections to the LO amplitude. The properties of excited states are obtained from a multi-channel projection Monte Carlo method. In our LO lattice action, the nucleon kinetic energy and momentum-dependent smearing factors of the contact interactions are treated using \( O(a^4) \) improvement. Moreover, all lattice operators are included up to \( O(Q^3) \), where \( Q \) denotes the momentum transfer between pions and nucleons. This includes operators related to the breaking of rotational symmetry on the lattice. The strengths of such operators can be tuned to eliminate unphysical effects, such as the mixing of the \( ^3D_3 \) partial wave into the \( ^3S_1-^3D_1 \) channel.

4 Recent NLEFT Results

We shall now discuss the highlights of selected recent NLEFT calculations, which demonstrate both the strengths of the NLEFT approach as well as recent algorithmic developments. These include the sensitivity of the triple alpha process to the variation of the fundamental physical parameters, and the \( ab \ initio \) demonstration of alpha clustering in \( ^{12}\text{C} \) and \( ^{16}\text{O} \). On the algorithmic side, we report recent results on the restoration of rotation symmetry on the lattice, as well as a new method for ameliorating sign oscillations in Monte Carlo simulations of NLEFT.

4.1 Variation of the Fundamental Physical Parameters

A significant advantage of an \( ab \ initio \) approach to nuclear physics is that we can determine the sensitivity of key nuclear processes to changes in the fundamental physical parameters, such as the light quark mass \( m_q \) (or, equivalently, the pion mass \( M_\pi \)) and the
electromagnetic fine-structure constant $\alpha_{\text{em}}$. The only additional input required for such a calculation is knowledge of the $M_\pi$-dependence of the coefficients of the contact terms in the chiral EFT interaction between nuclei. Such knowledge enables us to determine the level of “fine-tuning” that occurs in nuclear physics, and in particular address “anthropic” questions related to the formation of life in the Universe. The production rate of carbon and oxygen via the triple-alpha process and alpha capture on carbon are of particular anthropic significance, since these elements appear to be essential to life as we know it. The only known environment where the required density, temperature, and timescale for the production of such elements exists is within the cores of red giant stars. Our NLEFT simulations have revealed that the production rates of carbon and oxygen are likely to remain stable under perturbations smaller than $\simeq 2 - 3\%$ in $m_q$ or $\alpha_{\text{em}}$. This result is shown in Fig. 1, together with current knowledge of the $M_\pi$-dependence of the chiral EFT interaction.

4.2 Alpha Clustering in Light and Medium-Mass Nuclei

Alpha clustering within light and medium mass nuclei is an important physical phenomenon that is captured in our NLEFT simulations. Our NLEFT simulations of $^{12}$C and $^{16}$O, for example, provide insight into the exact configuration of alpha clustering. In the case of $^{12}$C, the $0^+_1$ ground state corresponds to a configuration of alpha clusters in the shape of an equilateral triangle (on the lattice an isosceles right triangle), while the $0^+_2$ “Hoyle state” appears to closely resemble an obtuse triangle similar to the ozone molecule. In Fig. 2, we show the alpha clustering realised in the analogous states of $^{16}$O. The alpha clustering picture which emerges from NLEFT simulations is also strongly supported.
Figure 2. Illustration of alpha cluster states with tetrahedral and square configurations. The tetrahedral configuration is found to have large overlap with the $0^+_1$ ground state of $^{16}$O, while the square configuration corresponds closely to the excited $0^+_2$ state.

Figure 3. NLEFT simulation of the ground-state energy of $^{20}$Ne to NNLO in the EFT expansion. From left to right, the contributions are the LO energy, the isospin-symmetric NLO correction, the electromagnetic and isospin-breaking (EMIB) corrections, and the three-nucleon force (3NF) correction. Contributions of NLO and higher order are treated perturbatively. The curves show a correlated fit to four different choices of the Wigner SU(4) symmetric Hamiltonian, in terms of a spectral density given by a sum of three energy delta functions. The physical results are found by extrapolation $t = \infty$.

by our results for the electromagnetic transitions between the states in question, as these are sensitive probes of the structure of the underlying wave functions. The same NLEFT simulations have also enabled the ab initio study of nuclei within the sd-shell, including the medium-mass nuclei $^{20}$Ne, $^{24}$Mg and $^{28}$Si. Our NLEFT simulation results for $^{20}$Ne are shown in Fig. 3, including the full structure of the chiral EFT force up to NNLO in the EFT expansion. The extent of the Monte Carlo data in Euclidean time is limited by sign oscillations, which necessitates an extrapolation in order to obtain the final result for each observable.

165
4.3 Restoration of Rotational Symmetry on the Lattice

On the lattice, rotational invariance is broken from the full SO(3) rotational group to the cubic group. Hence, observables computed on the lattice will in general be affected by rotational symmetry breaking effects. In particular, the unambiguous identification of excited states and the computation of transition amplitudes may suffer significantly due to the relatively large lattice spacings of $a \simeq 2$ fm in present NLEFT simulations. Hence, it makes sense to carefully determine the sources of rotational symmetry breaking in actual NLEFT simulations, and search for methods that minimise their impact on physical observables. We have therefore used a simplified alpha cluster model to study the lattice matrix elements of irreducible tensor operators as a function of $a$.

In order to minimise the effects of rotational symmetry breaking, we have introduced the “isotropic average” which consists of a linear combination of the components of a given matrix element, such that each component is weighted according to the Clebsch-Gordan coefficient with the associated quantum numbers. This method, which is equivalent to averaging over all lattice orientations, enables the unambiguous computation of matrix elements even at large lattice spacings. In Fig. 4, we illustrate the effect of isotropic averaging on the mean square radius of $^8$Be within the alpha cluster model.

![Figure 4. Mean square radii $\langle r^2 \rangle$ for the lowest $2^+$ multiplet of $^8$Be states within a simplified alpha-cluster model calculation. The reduced lattice matrix elements all merge in the limit $a \rightarrow 0$, while at finite $a$ the matrix elements depend on the quantum number $\alpha$, $\beta$ and $\gamma$, which is indicative of rotational symmetry breaking. Such effects are nearly eliminated in the isotropic average, especially when $a \leq 1.7$ fm.](image)

4.4 Combating the Sign Problem in NLEFT Simulations

While the Monte Carlo approach to NLEFT exhibits relatively mild scaling of the computational effort as a function of $A$, the applicability of NLEFT simulations is potentially limited by the fermionic sign oscillations inherent to the chiral EFT interaction, especially when $N \neq Z$. As already noted, the approximate Wigner SU(4) symmetry of our trial wave functions greatly alleviates the sign oscillations, which are also found to be minimised for
the alpha nuclei. Likewise, the momentum-dependent smearing of the LO interactions and the perturbative treatment of NLO and higher order corrections allow the sign problem to be circumvented further. Nevertheless, substantial extrapolation in Euclidean time remains necessary, which introduces additional uncertainties into the results. In order to reliably access larger nuclei as well as neutron-rich halo nuclei, we have developed a systematic approach called “Symmetry-sign extrapolation” (SSE) which allows us to perform NLEFT simulations for nuclei for which the sign problem is more severe.

In the SSE method, Monte Carlo simulations are performed for the Hamiltonian $H_{\text{SSE}}$, given by

$$H_{\text{SSE}} \equiv d_h H_{\text{phys}} + (1 - d_h) H_{\text{SU}(4)},$$

where $H_{\text{phys}}$ is the full NLEFT Hamiltonian, $H_{\text{SU}(4)}$ is an SU(4) symmetric Hamiltonian which (for most cases of interest) is free of a sign problem, and $0 \leq d_h \leq 1$ is an adjustable parameter. By taking $d_h < 1$, we can always decrease the sign oscillations to a tolerable level, at the price of introducing an extrapolation $d_h \to 1$ in addition to $t \to \infty$. An additional constraint is provided by the requirement that the limit $d_h \to 1$ be independent of the choice of $H_{\text{SU}(4)}$. In Fig. 5, we show how the SSE method allows us to extend the
region in Euclidean projection time accessible to Monte Carlo simulations. Clearly, SSE provides us with a valuable tool for extending the boundaries of NLEFT simulations to the regime of neutron-rich halo nuclei and to nuclei near drip lines.

5 Future of NLEFT Simulations

At this time, NLEFT has matured into a well-established *ab initio* framework at the forefront of modern theory of nuclear structure and reactions. The ongoing development of both theory and algorithms is expected to provide further insight into a number of key problems, and to further extend the applicability of NLEFT to heavier nuclei. For example, NLEFT is well placed to address the issue of possible $P$-wave pairing in neutron matter, which would modify the nuclear equation of state and hence the cooling rate of neutron stars. Significant progress has also been achieved in applying NLEFT to nuclear reactions using the “adiabatic projection” method to reduce a complicated many-fermion problem to a computationally simpler cluster-cluster scattering problem\(^8\). These investigations pave the way for *ab initio* studies of processes relevant for stellar astrophysics, such as alpha-alpha scattering, alpha-carbon scattering and radiative capture. In particular, a model-independent calculation of the “holy grail” of nuclear astrophysics, i.e. the \(^{12}\text{C}(\alpha,\gamma)^{16}\text{O}\) reaction at stellar energies, appears to be within reach. In short, NLEFT appears headed toward an exciting time of progress and discovery.
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We discuss the goals and techniques of our lattice QCD calculations and explain the criteria for declaring success in this field. Based on these general considerations we have adopted a new strategy to simulate with open boundary conditions as part of the CLS collaboration. Our NIC projects form part of this large scale international effort. We illustrate our approach by showing and shortly discussing three examples, one addressing parton distribution functions (PDFs) one addressing Generalised Parton Distributions (GPDs) and one addressing Distribution Amplitudes (DAs). The upshot is that while a very detailed picture of hadron structure is emerging, reaching the required level of theoretical control will still require a long term coordinated effort.

1 Introduction

Particle physics is presently in a somewhat peculiar situation: On the one hand the Standard Model of the electro-weak and strong interactions is extremely successful, passing successfully one high precision test after the other, and one has all reason to be highly satisfied with its achievements. On the other hand, however, we know that there must exist Beyond the Standard Model physics (BSM). Standard quantum field theory (QFT) breaks down for energies above the Planck scale so it is clearly an incomplete theory. On the experimental side one knows from astrophysics and cosmology that dark energy and dark matter do exist, but they do not fit into the Standard Model. Seen from this perspective every successfully passed test implies that it will be still harder to learn about BSM physics. As there are limits to the energy of affordable particle accelerators (the “energy frontier”) making progress along the “precision frontier” becomes ever more important. Progress in this direction requires primarily a reduction of QCD uncertainties. In some cases this can be achieved by performing perturbative QCD calculations of ever higher order but in other cases more precise lattice simulations are needed. In fact, progress in both directions is equally important as it is always the largest individual uncertainty which determines the total. Because more and more lattice results for non-perturbative quantities cannot be tested experimentally, the complete control of the theoretical uncertainties is indispensable and actually defines success. We contribute to the continuous extension in scope and increase in precision by our lattice simulations.

Unfortunately, the level of technical sophistication in QCD has reached a point where it has become very difficult to explain to a non-expert precisely how any given example fits into the grand picture just sketched. Therefore, in this report we will focus on just three topics for which this is still relatively easy and explain these in some detail. These topics are: 1.) parton distribution functions, 2.) generalised parton distributions and 3.) distribution amplitudes.
2 Fundamentals of Lattice QCD

While the hydrogen atom can be visualised quite well as being built from an electron and a proton with a mass which differs from the sum of their masses by only a fraction of $10^{-8}$, the sum of the valence quark masses is nearly negligible compared to the mass of, e.g. the proton, i.e. the proton mass is generated nearly exclusively by quantum mechanical interactions. Attempts to illustrate its completely quantum, highly dynamical and relativistic nature will always be a bit misleading, see Fig. 1. In reality the proton can only be described by an incredibly complicated many particle quantum wave function. Lattice QCD allows to single out and determine very specific pieces of information which are relevant for very specific experimentally observable reactions.

The first step to achieve this is to perform an analytic continuation to imaginary time. It is one of the fundamental and quite fascinating properties of QFT that this mathematically rigorously and uniquely defined operation, translates many QFT problems into purely statistical ones which can be solved numerically by Monte-Carlo techniques. Part of progress in lattice QCD is to extend the classes of objects for which this is achieved. This is highly non-trivial and requires progress in continuum QFT as well as lattice QCD and progress is, therefore, painfully slow. On the other hand any new result on fundamental interactions with a truly reliable error margin (reliable error estimates are actually the crucial distinction between theory and model building) will remain valid (within this error estimate) as long as our universe will exist. With this time perspective in mind progress in the last decades was explosive, although the impression one gets on the time scale of a PhD thesis can be somewhat different.

Fig. 2 taken from the EIC White Paper\(^1\) gives a more technical illustration of what was said above. Lattice input has acquired by now a similar importance as direct experimental
Figure 2. Part of the information characterising a hadron wave function can be expressed by Wigner distributions $W(x, b_T, k_T)$. Their information content can be reduced, e.g., by integrating out some variables. Experimentally, one was able to pin down several twist-2 parton densities $f(x)$, or rather $f(x, Q^2)$, and several form factors $F(t)$. Presently TMDs and GPDs have moved into the focus of attention. It became already clear that the purely experimental determination of all of them will hardly be possible without massive lattice QCD input to supplement experimental results. (A nucleon is, e.g., characterised by three independent types of twist-2 parton densities but eight GPDs.)

data and this might justify to invest for lattice QCD a noticeable fraction of the resources needed for such experiments.

The structure of lattice QCD calculations consists of two parts. First one generates ensembles of quark-gluon field configurations with the correct probability distributions of QCD. These ensembles can be used, in principle, to obtain all information on all hadrons. The task is then in a second step to extract very specific pieces of information, e.g., information which is related to a given experiment or a given theoretical consideration. In practice, this is limited by statistical and systematic errors. Consequently, one combines information of all ensembles at ones disposal, e.g. ensembles with various quark masses (simulations with heavier than physical masses are much cheaper) various lattice spacings and lattice volumes. Due to this constant reuse of all generated data one cannot cite all results including all future results from an individual lattice QCD project but rather one has to pick some examples as illustrations, as we do in this report. Let us add that BG computers like JUQUEEN are perfectly suited for the generation of ensembles, while, e.g., JURECA is perfectly suitable for analysis. This is why quite often we submit joint computer time proposals. It should be obvious that the needed continuous progress in hadron physics requires a continuous increase in available computer resources.

3 The Epic Story of $\langle x_u - d \rangle$

The decade long story of $\langle x_u - d \rangle$ is possible best suited to illustrate the general situation described above. Twist-2 parton distributions have the great advantage to allow for a sim-
ple probabilistic interpretation while in QFT one usually has to discuss everything on the level of (interfering) probability amplitudes. For example $u(x, Q^2)$ gives the probability that one finds an up quark with a longitudinal momentum $xP^\mu_N$, where $P^\mu_N$ is the (large) 4-momentum of a nucleon, when probed, e.g., by deep-inelastic electron scattering, at a spacial resolution scale of $1/Q$. Such scatterings were investigated, e.g., at HERA at DESY, Hamburg. For reasons we cannot explain here the difference between the expectation value of $x$ for up and down quarks in a proton is partially protected from higher QCD corrections and thus an especially suitable quantity for a comparison with lattice calculations. Also it is known rather precisely from experiment. Therefore, a long existing strategy is to use the uncertainties of lattice QCD calculations for $\langle x^u - d^d \rangle$ as error estimate for all similar lattice QCD calculations. Obviously, this strategy works only, if the discrepancy between experimental and lattice QCD results is compatible with the error estimate.

As all earlier lattice calculations of $\langle x^u - d^d \rangle$ still had substantial uncertainties, we staged a large effort to achieve unprecedented accuracy in checking this agreement. The result is shown in Fig. 3. What one can not see from this figure is that we did our very best to reduce all systematic errors and to estimate the remaining uncertainties reliably. The remaining 30% discrepancy is far too large to be ignored and in our opinion points to a fundamental problem with some present day lattice QCD calculations for hadron structure. While the cause of this discrepancy is open to debate we strongly suspect discretisation errors, i.e. artefacts due to the finite lattice spacing used. The latter is typically larger than 0.05 fm which has to be compared to a typical hadron radius of 0.7 fm. Simulations on finer lattices are not only much more expensive but also face the problem of diverging topological auto-correlation times. This problem is linked to a fundamental property of QCD. In QCD the vacuum is not an empty state, but the state of lowest energy, which has, in fact, a highly complex structure. Part of this structure is that there exist infinitely many, distinct, degenerate vacuum states differing in their topological structure. A lattice QCD calculation gives correct results if all sectors are sampled democratically. The size of artefacts if this choice is biased or if the topological sector is even fixed are unclear and heavily debated. We decided, therefore, to change our whole strategy and to switch from simulations with periodic boundary conditions to simulations with open boundary conditions, which offer the only known way to avoid the sketched topology problem. Consequently we joined the CLS collaboration which has devoted its efforts to exploring this approach. As a consequence of this decision we had to start completely from scratch generating ensembles and analysing physical observables. Meanwhile a substantial number of first preliminary results exist but they are not yet finally released. Therefore, we will rather show results obtained for the same ensembles as used for Fig. 3, which have for the stated reason not well known discretisation errors, but illustrate nicely the type of investigations we perform.

4 The Total Angular Momentum of Quarks in the Nucleon

The quantities displayed in Fig. 2 and others allow to answer many questions on hadron structure, although often the formal relations are rather involved and non-intuitive. (The techniques allowing to derive them are usually subsumed under the heading Operator Product Expansion (OPE).) For example a calculation which is similar to that leading to $\langle x^u - d^d \rangle$
leads to a quantity which can be identified with the total angular momentum carried by individual quark species in a proton $J_q$, fulfilling

$$J_G + \sum_q J_q = \frac{1}{2}$$

$$J^q = \frac{1}{2} (A^q_{20}(0) + B^q_{20}(0))$$

$$= \frac{1}{2} \int_{-1}^{1} dx \, x [H(x, \xi, 0) + E(x, \xi, 0)] \quad (1)$$

where $H(x, \xi, 0)$ and $E(x, \xi, 0)$ are generalised parton distributions (GPDs). Fig. 4 shows our result for for the generalised form factor $A^q_{20}(Q^2)$ for the isovector combination of valence quarks ($B^q_{20}(Q^2)$ is not shown) and the resulting total angular momentum $J_{u-d} = J_u - J_d$. To obtain the error estimate, we varied every part of the analysis, fitting ranges, parametrisations as suggested by various levels of Chiral Perturbation Theory (ChPT), smearing strategies, ... This resulted in thousands of fits which we then histogramed to read of a combined error estimate. Let us stress that moments ($\int_0^1 dx \ldots$) are very difficult to estimate from experimental data alone, because any experiment can only probe a limited $x$ range.
Figure 4. The generalised form factor $A_{u-d}^{20}$ [top] and the histogram of fits for the resulting $J_{u-d}$ [bottom]. The multiple symbols in the upper figure show the results of different fits to the primary lattice data. Very many ChPT fits to these and other similar generalised form factors resulted in the histogram in the lower figure from which we can extract a well determined fitting error.

5 Distribution Amplitudes

Fig. 2 comes not even close to displaying all well established elements of hadron structure. Distribution Amplitudes (DAs) contain independent information and play a pivotal role for the description of “exclusive” reactions (while distribution functions are central for “inclusive reactions”). In exclusive reactions, the 4-momenta of all participating particles are measured. In inclusive reactions this is not the case. Sufficiently hard exclusive reactions single out the properties of the leading Fock-state of a hadron multi-particle wave function. This is well known since decades, but with modern high-luminosity accelerators their precise investigation became feasible and in many respects even necessary to make full use of these machines. As the theory behind DAs is rather advanced we just show as illustration plots for the 3-quark component of the wave functions of the nucleon, the $N^*(1535)$ and $N^*(1650)$. Note that the latter wave functions contain nodes. As the momentum fractions $x_1$, $x_2$ and $x_3$ of all three quarks have to add up to 1 these wave functions can be plotted best in the manner used in that figure. We are presently preparing a paper with the DAs of the full baryon octet based on our new CLS $N_f = 2 + 1$ ensembles for publication.
6 Algorithms

Obtaining precision results from lattice QCD poses specific challenges to software design and special algorithms are needed to achieve the needed statistical accuracy in reasonable time. The problem of topological freezing has been solved by the introduction of open boundary conditions in the time direction. Relinquishing translational invariance in time, the method allows the topological charge to flow freely in and out of the lattice which prevents the topological charge from freezing and allows to go to finer and finer lattice spacings. The reduction in quark masses can be achieved by the use of highly efficient and parallel solvers for the inversion of the Wilson-Clover Dirac operator, employing various state-of-the-art techniques, e.g., domain decomposition and deflation. For the generation of the gauge ensembles within the CLS effort, we use a software package called “openQCD”. It incorporates the above mentioned features like open boundary conditions and an efficient deflated solver. There are many other features that make this software very efficient, including twisted-mass Hasenbusch frequency splitting that allows for a nested hierarchical integration of the molecular dynamics at different time scales, decoupling the quickly changing but cheaper forces of the action from the more expensive low frequency part of the fermion determinant. The analysis is done with the publicly available lattice QCD software “chroma”, steadily being extended by our group and others. E.g., recently an adaptive, aggregation based multigrid solver has been made available, enabling us to perform inversions of the Dirac operator also at very light quark masses at low cost, see Fig. 6.

The Hierarchical Data Format (HDF5) is used to handle parallel I/O and the management of our big amounts of data. Using Data-Grid technology established by the experimental groups at the LHC we are also able to move large files in short times. By making available such technology and know-how, computer centres contribute significantly to the success of large-scale numerical efforts.

7 Summary

We have presented a few example for how specific information can be isolated from the complete multi-particle wave function of a hadron and related to specific experimental
observables. We argued that to do so with really controlled errors requires a qualitative change in how lattice simulations are done, e.g., by the adaption of open boundary conditions. As part of CLS we contribute to this extensive long-term effort, using the computer time we have been granted by NIC.
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In our JUROPA/JURECA project, we have applied powerful many-body methods to strongly interacting nuclear systems. We have developed quantum Monte Carlo calculations with chiral effective field theory interactions to study light nuclei and neutron matter. Moreover, we have systematically implemented chiral three-nucleon forces in many-body calculations of medium-mass nuclei, using renormalisation group methods in momentum space and in-medium for calculations of valence-shell interactions. This enabled us to make predictions of exotic nuclei studied at rare isotope beam facilities and of extreme neutron-rich matter in astrophysics.

1 Introduction

The microscopic understanding of atomic nuclei and of high-density matter is a very challenging task. Powerful many-body simulations are required to connect the observations made in the laboratory to the underlying strong interactions between neutrons and protons, which govern the properties of nuclei and of strongly interacting matter in the universe. Renewed interest in the physics of nuclei is driven by discoveries at rare isotope beam facilities worldwide, which open the way to new regions of exotic, neutron-rich nuclei, and by astrophysical observations and simulations of neutron stars and supernovae, which require controlled constraints on the equation of state of high-density matter. Fig. 1 shows the substantial region of exotic nuclei that will be explored at the future FAIR facility in Darmstadt.

The nuclear many-body problem involves two major challenges. The first one concerns the derivation of the strong interaction between nucleons, which is the starting point of few- and many-body \textit{ab initio} calculations. Since nucleons are not elementary particles, but composed of quarks and gluons, the strong interaction has a very complex structure. Although it is becoming possible to study systems of few nucleons directly based on quarks and gluons\textsuperscript{1}, the fundamental degrees of freedom of quantum chromodynamics (QCD), high-precision calculations of nucleons based on quarks and gluons will not be feasible in the foreseeable future. As a systematic approach, chiral effective field theory (EFT) allows to derive nuclear forces in terms of low-energy degrees of freedom, nucleons and pions, based on the symmetries of QCD\textsuperscript{2}. The chiral EFT framework provides a systematically improvable Hamiltonian and explains the hierarchy of two-, three-, and higher-body forces. The presence of such many-body forces is an immediate consequence of strong interactions\textsuperscript{3}. 
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In particular, the computation and inclusion of three-nucleon (3N) forces in many-body calculations is one of the current frontiers\textsuperscript{4}.

The second challenge concerns the practical solution of the many-body problem based on nuclear forces. Since the computational complexity grows significantly with the number of particles, up to about 10 years ago the scope of \textit{ab initio} calculations was limited to light nuclei up to around carbon (with nucleon number $A = 12$). Due to advances on several fronts and also due to rapidly increasing computing power, this limitation has nowadays been pushed to much heavier systems (see, e.g., the recent work of Ref. 5). One key step was the development of powerful renormalisation group (RG) methods that allow to systematically change the resolution scale of nuclear forces\textsuperscript{6,7}. Such RG transformations lead to less correlated wave functions at low resolution and the many-body problem becomes more perturbative and tractable.

Our work focuses on the derivation of RG evolved interactions and electroweak operators, the inclusion of chiral 3N forces in many-body calculations of extreme neutron-rich nuclei, and on the development of quantum Monte Carlo simulations with chiral EFT interactions, which open up nonperturbative benchmarks for nuclei and high-density matter. These calculations enable us to explore the formation of structure in exotic nuclei, the properties of neutron-rich nuclei and matter that play a key role in the synthesis of heavy elements in the universe, as well as the nuclear physics involved in applications to fundamental symmetries, e.g., for the nuclear matrix elements of neutrinoless double-beta decay that probes the nature and mass scale of the neutrinos.
2 Renormalisation Group Evolution of Nuclear Interactions

The convergence behaviour and the required computational resources of many-body calculations for a given nucleus are governed by the properties of the employed nuclear forces. It is convenient to visualise nuclear interactions as a function in momentum space, where low momenta correspond to large interparticle distances and high momenta to short-range correlations. In general, a strong coupling of low- and high-momentum parts in nuclear interactions induce strong virtual excitations of particles and imply a poor perturbative convergence and large required basis spaces for the solution of the many-body Schrödinger equation. The similarity renormalisation group (SRG) allows to systematically decouple low-momentum physics from high-momentum details via a continuous sequence of unitary transformations that suppress off-diagonal matrix elements, driving the Hamiltonian towards a band-diagonal form. This decoupling is illustrated in Fig. 2 on the basis of a representative chiral 3N interaction.

Computationally, the SRG evolution of two-nucleon (NN) interactions is straightforward and can be performed on a local computer. However, when evolving nuclear interactions to lower resolution, it is inevitable that higher-body interactions are induced even if initially absent. This might be considered unnatural, if nuclei could be accurately calculated based on only NN interactions. However, chiral EFT reveals the natural scale and hierarchy of many-body forces, which dictates their inclusion in calculations of nuclei and nuclear matter. In fact, the importance of 3N interactions has been demonstrated in many different calculations. The RG evolution of 3N forces is computationally challenging since typical dimensions of interaction matrices in a momentum-space partial-wave representation can reach about $10^4 - 10^5$. This means that the required memory for storing a single interaction matrix in double precision can reach about 40 GB. For the solution of the RG flow equations it is necessary to evaluate efficiently matrix products of this dimension. Since numerical solvers of differential equations need several copies of the solution vector for a stable and efficient evolution, a distributed storage of all matrices and vectors is mandatory. For an efficient evaluation of large matrix products we have employed a hybrid OpenMP/MPI strategy for our implementation.
Three-Nucleon Forces and Neutron-Rich Nuclei

Nuclei with a certain number of protons and neutrons are observed to be particularly well-bound. These closed-shell or “magic” nuclei form the basis of the nuclear shell model, which is a key computational method in nuclear physics. Exploring the formation of shell structure and how these magic configurations evolve with nucleon number towards the limits of the nuclear chart is a frontier in the physics of nuclei, and the microscopic understanding from nuclear forces represents a major challenge. The theoretical shortcomings in predicting shell structure are particularly evident in the calcium isotopes. While microscopic calculations with well-established NN forces reproduce the standard magic numbers \( N = 2, 8, 20 \), they do not predict \(^{48}\text{Ca}\) as a doubly-magic nucleus when neutrons are added to \(^{40}\text{Ca}\), see Ref. 4. As a result, phenomenological forces have been adjusted to render \(^{48}\text{Ca}\) doubly magic, and it has been argued that the need for these phenomenological adjustments may be largely due to neglected 3N forces. In recent works\(^9, 10\), we have shown that 3N forces play a decisive role in medium-mass nuclei and are crucial for the magic number \( N = 28 \). For the calcium isotopes, the predicted behaviour of the two-neutron separation energy \( S_{2n} \) up to \(^{54}\text{Ca}\) is in remarkable agreement with precision mass measurements at TITAN/TRIUMF\(^11\) and of the ISOLTRAP collaboration at ISOLDE/CERN using a new multi-reflection time-of-flight mass spectrometer, as shown in Fig. 3. The new \(^{53}, \text{54}\text{Ca}\) masses are in excellent agreement with our NN+3N predictions and establish \( N = 32 \) as a shell closure. This work was published with the ISOLTRAP collaboration in Nature\(^12\). The same valence-shell interactions have been successfully applied to study the spectroscopy of calcium isotopes and their electromagnetic moments.

Very recently we studied ground- and excited-state properties of all \( sd\)-shell nuclei with neutron and proton numbers \( 8 \leq N, Z \leq 20 \), based on a set of low-resolution NN+3N interactions that predict realistic saturation properties of nuclear matter\(^15\). We focused on estimating the theoretical uncertainties due to variation of the resolution scale, the low-energy couplings, as well as from the many-body method. In Fig. 4 we compare theoretical and experimental two-neutron separation energies \( S_{2n} \) for all isotopic chains from oxygen to calcium (\( Z = 8 − 20 \)). The theoretical calculations describe the overall experimental trends well, but in general our uncertainty bands underestimate the empirical values. The dominant uncertainties arise from the different Hamiltonians, with smaller differences between second- and third-order MBPT results. Typically the uncertainty range for \( S_{2n} \) is \( \sim 5 \text{ MeV} \). The exception are \( N < Z \) isotopes, more visible in heavier elements, where the differences between second- and third-order results is comparable to the uncertainty between input Hamiltonians adding up to a total uncertainty of \( \sim 10 \text{ MeV} \).

Since it is not possible to solve the many-body problem exactly for general medium-mass nuclei, valence-space methods utilise a factorisation of nuclei into a core and valence nucleons that occupy a truncated single-particle space above the core. The interactions of particles in this valence-space are computed microscopically in many-body perturbation theory (MBPT), whereas the primary computation lies in the self-consistent evaluation of a large number of one- and two-body diagrams. The resulting effective Hamiltonian can then be diagonalised exactly, and within certain limits reproduces the exact eigenvalues. Very recently, we have achieved the first nonperturbative derivation of valence-space Hamiltonians using the in-medium SRG, with excellent results for the spectra of oxygen isotopes\(^17\). This enables a first \textit{ab initio} connection of nuclear forces to the shell model.
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Figure 3. Two-neutron separation energy $S_{2n}$ of the neutron-rich calcium isotopes as a function of neutron number $N$ (see Ref. 12 for details). Shown are the new experimental results from the ISOLTRAP collaboration (red squares) in comparison with our predictions based on chiral NN+3N interactions (blue line), as well as shell-model (KB3G and GXPF1A) and coupled cluster (CC) calculations. (Figure taken from Ref. 12).

4 Quantum Monte Carlo Simulations with Chiral EFT Interactions

Quantum Monte Carlo (QMC) methods have been proven to be a very powerful tool for studying light nuclei and neutron matter\textsuperscript{18}. In Refs. 19–21, we have presented first QMC calculations based on chiral NN interactions. This was not possible before due to nonlocalities in chiral EFT interactions. However, it is possible to remove all sources of nonlocality in nuclear forces up to next-to-next-to-leading order (N\textsuperscript{2}LO) in the chiral expansion. This enables us to perform auxiliary-field diffusion Monte Carlo (AFDMC) calculations for the neutron matter equation of state up to nuclear saturation density based on local leading-order (LO), next-to-leading order (NLO), and N\textsuperscript{2}LO NN interactions, as shown in Fig. 5.

Our results exhibit a systematic order-by-order convergence in chiral EFT and provide nonperturbative benchmarks with theoretical uncertainties. For the softer interactions, perturbative MBPT calculations are in excellent agreement with the AFDMC results, as shown in Fig. 6.

These advances also opened up first Greens Function Monte Carlo calculations of light nuclei based on chiral NN interactions\textsuperscript{21}. Recently, we implemented the leading 3N forces in QMC simulations of neutron matter and light nuclei\textsuperscript{22,23}. This paves the way for QMC calculations with systematic chiral EFT interactions for nuclei and nuclear matter, for testing the perturbativeness of different orders, and also allows for matching to lattice QCD results in a finite volume.

The QMC methods we use in our calculations treat the Schrödinger equation as a diffusion equation in imaginary time and project out the ground-state wave function from a
Figure 4. Uncertainty estimates for the two-neutron separation energies $S_{2n}$ of $sd$-shell isotopic chains at second (blue, darker band) and third order (cyan, lighter band) in MBPT (see Ref. 15 for details) and compared to the Atomic Mass Evaluation (AME 2012). (Figure taken from Ref. 15).

Figure 5. Neutron matter energy per particle $E/N$ as a function of density $n$ using AFDMC with the local chiral NN potentials at LO, NLO, and $N^2$LO. The bands are obtained by varying the cutoff $R_0 = 1.0 - 1.2$ fm and the SFR cutoff $\tilde{\Lambda} = 1000 - 1400$ MeV.

trial wave function by evolving to large imaginary times. GFMC performs, in addition to a stochastic integration over the particle coordinates, explicit summations in spin-isospin space, and is thus very accurate but computationally very costly, so that one can only access particle numbers with $A \leq 12$. In contrast, AFDMC also stochastically evaluates summations in spin-isospin space and shows a better scaling behaviour at the cost of less
Figure 6. Neutron matter energy per particle $E/N$ as a function of density $n$ based on AFDMC and MBPT calculations (see Ref. 20 for details). The different panels show results using local $N^2$LO NN interactions with different resolution scales $R_0 = 1.0 - 1.2$ fm (the latter being the softest interaction). For the MBPT results, we show the Hartree-Fock energies as well as the energy at second and third order. The width of the bands provide a measure of the theoretical uncertainty. For the softer interactions (right panel), the perturbative calculations are in excellent agreement with the AFDMC results. (Figure taken from Ref. 20).

We can thus simulate 66 fermions in our neutron matter calculations. For our QMC simulations we typically average over $5 - 10k$ walkers for several thousand time steps. Since we use independent walkers, the code is easily parallelisable and shows an excellent and almost linear scaling behaviour with the number of cores. Typically, we use $200 - 400$ cores. In contrast to SRG transformations, we have only moderate memory requirements of typically 1 GB per core.
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Materials Science
“Exascale” computing ($10^{18}$ floating point operations per second) is commonly seen as the next milestone in the high performance computing world. If this goal can be reached by the year 2020 or shortly thereafter, it will continue the remarkably consistent improvement in computing capability over many years (approximately three orders of magnitude per decade). This astonishing growth has resulted in dramatic changes in all fields in the scale of problem that can be attacked, and materials science is no exception.

Computational materials science focuses on the properties of families of materials, usually with potential technological applications. Computer simulations have obvious advantages when we deal with materials that are toxic and/or radioactive, but they have other decisive benefits. Francis Crick\(^1\) noted “if you want to study function, study structure,” and calculations of the change of the total energy of the system as a function of the atomic coordinates – the “energy surface” – allow us to determine the geometrical arrangement of the atoms. The lowest energy determines the most stable structure, and the form of the surface determines, for example, reaction paths and energy barriers. This structural information can be found directly from the simulation, in contrast to experimental methods of structure determination, such as x-ray and neutron diffraction, or nuclear magnetic resonance. In 30 years of density functional calculations, for example, we have moved from mapping out parts of the energy surface of single molecules as small as ozone\(^2\) to performing millions of self-consistent calculations of energies and forces in systems with hundreds of atoms (see below).

I wrote not long ago\(^3\) that “materials science is one of the great beneficiaries of changes in the landscape of scientific computing,” but this proved to be an over-optimistic snapshot of a changing scene. Problems in condensed matter physics in general and materials science in particular currently play minor and diminishing roles in present-day allocations of resources of JUQUEEN compared, in particular, with elementary particle physics. Every physicist knows that lattice quantum chromodynamics (QCD) calculations are crucial to our understanding of the basic structure of matter, and its practitioners very often emphasise this “fundamental” aspect. Nevertheless, one of the most eminent of their number, Steven Weinberg, noted how far elementary particle physics is from applications of any sort\(^4\), in sharp contrast to materials science with its many direct technological uses. It is true that some of the programs in popular use do not scale well with increasing core number, and this remains a challenge to workers in our field.

The four applications described in this section provide good examples of the materials simulations that are possible today and represent two directions in such simulations: large-scale molecular dynamics (MD) simulations using classical representations of the forces, and density functional calculations without adjustable parameters but many fewer atoms.
Metallic glasses form a class of metastable alloys that have been studied by Brink et al. using molecular dynamics (MD) simulations, with particular focus on the mechanical properties, such as brittle failure. The length scale of the phenomena involved (grain boundary formation, crystalline precipitates, nucleation at interfaces, . . . ) demands very large simulation samples (up to 18 million atoms), and the forces in the Cu-Zr metallic glasses were described by the interatomic force field of Finnis and Sinclair. A comparable number of atoms (∼ 15 million) was used by Romero and Moseler in their MD studies of friction and wear occurring when two model surfaces slide against each other or an asperity is drawn across a metal surface. The forces are approximated by an extended atom potential. Both of these classical MD simulations scale well on JUQUEEN.

Simulations on much shorter length scales, but incorporating the full electronic structure and containing no adjustable parameters, have been performed in two contexts related to future developments in computer electronics. In the first, we studied the crystallisation of an amorphous alloy of Ge, Sb, and Te (GST). The rapid and reversible transition between the amorphous and crystalline phases of chalcogenide alloys, such as GST, is the basis of “phase change memories” that are already in use in mobile phones and are favoured candidates for non-volatile random access memory (RAM) in the future. These simulations (460 atoms, up to 6 nanoseconds) are among the most extensive density functional calculations ever performed. The relativistic, spin-polarised electronic structure calculations of Popescu and Kratzer focus on the thermoelectric power in metallic trilayers of transition metal elements. This is a challenging step in the continuing development of spintronic materials, which began with the work of Albert Fert and Peter Grünberg (Nobel Prize for Physics, 2007). There is no doubt that computer simulations will continue to play an essential role in these four fields and in other areas of materials science.
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The mechanical properties of metallic glasses cannot only be influenced by their chemical composition, but also by their nanostructure: Secondary phases in the form of precipitates, as well as a nanocrystalline-like structure in the glass are viable options to increase the plasticity of the material. We performed molecular dynamics simulations on Cu-Zr based metallic glass systems to investigate the influence of these nanostructures on the mechanical deformation.

1 Introduction

Metallic glasses (MG) are metastable materials that were first synthesised in 1960 by rapidly quenching an Au-Si alloy from the melt\(^1\). In 1988, bulk metallic glasses (BMG) with sample thicknesses above 1 mm were realised and have enabled the use of MGs in engineering applications\(^2\). These materials are usually highly alloyed to improve the glass forming ability, thereby reducing the critical cooling rate and increasing the sample thickness. They have advantageous mechanical properties, foremost their high yield strength and large elastic strain limit. One obstacle for widespread engineering applications is the brittle failure, especially under tension, of MGs at room temperature\(^2,3\). The origin of this behaviour, shown in Fig. 1(a), is the localisation of the deformation in a single, dominant shear band. Unlike dislocations, which are line defects, shear bands are two-dimensional defects which are softer than the surrounding matrix, leading to shear softening and the aforementioned strain localisation. Fig. 1(b) compares dislocations with shear bands. Similar to crystalline materials, carefully engineered microstructures may offer possibilities to tailor the mechanical properties. If we take inspiration from these materials, we can imagine two main approaches for influencing shear band nucleation and propagation in the glass: (1) Secondary phases in the form of precipitates and (2) a “grain” structure in the glass. The idea behind composites consisting of a MG matrix with crystalline precipitates is illustrated in Fig. 1(c): The crystal phase can either act as an obstacle to shear band propagation or partake in the plastic deformation. It was found experimentally that a large volume fraction of crystalline phases can lead to pronounced plasticity even under tension, for example in Cu-Zr-based MGs\(^4,5\) (for a complete discussion of the relevant literature see Ref. 6). Despite a growing interest in crystal–glass composite materials, our understanding of the interaction between shear bands and precipitates is still incomplete. Recent simulation studies found that crystal–glass interfaces serve as nucleation sites for shear bands\(^7\), but the influence of crystalline precipitates on the propagation of pre-existing shear bands is not understood in detail. To further advance our understanding of composite materials, we investigated this scenario in Cu-Zr based MGs. Contrary to precipitates, which can be grown easily by thermal annealing, a grain structure in amorphous materials...
at first seems implausible due to the lack of a crystal lattice mismatch at the grain boundaries. Still, amorphous nanostructures similar to nanocrystalline samples can be obtained [cf. Fig. 1(d)]. These so-called metallic nanoglasses (NG) consist of amorphous grains connected with glass–glass interfaces and can be produced by cold compaction of glassy nanospheres which are prepared by inert-gas condensation. The resulting interfaces exhibit changes in density and/or composition compared to the bulk, as well as a reduced short-range order. Sc$_{75}$Fe$_{25}$ NGs have been shown to exhibit an excellent plasticity under uniaxial tension relative to BMGs with the same chemical composition. Molecular dynamics simulations demonstrate that the deformation behaviour of NGs can be modified by varying the volume fraction of the glass–glass interfaces. Nevertheless, previous structural models obtained with computer simulations are not able to correctly reproduce the density and composition changes observed experimentally. The goal is therefore to find a proper structural model for Cu-Zr based NGs and to investigate the deformation mechanisms of NGs.

2 Computational Methods

To investigate the underlying mechanisms of mechanical deformation, a computational method with atomic resolution, high performance, and scaling to millions of atoms is required. In the current work, we therefore employed molecular dynamics simulations using the software LAMMPS. The interatomic forces were modelled using the Finnis-Sinclair type potential for Cu-Zr by Mendelev et al. which provides a realistic description of the
short range order of the MG\textsuperscript{13}. Deformations used a strain rate of \(4 \times 10^7/\text{s}\). To stay in a regime of localised deformation despite the high strain rates, the simulations were carried out at a temperature of 50 K\textsuperscript{7}. The biggest work packages contained up to 18 million atoms and were run on JUQUEEN using a hybrid OpenMP/MPI scheme with 8 threads \(\times\) 4096 processes. We found that LAMMPS efficiently scales to this problem size with only minor losses. The resulting data were analysed and visualised using OVITO\textsuperscript{14}.

3 Metallic Glasses with Crystalline Nanoprecipitates

We investigated the interaction between an approaching shear band and a crystalline precipitate in order to understand the plasticity in crystal–glass composites\textsuperscript{6}. To that end we

Figure 2. Interaction of shear bands with nanocrystalline precipitates. (a) A shear band originating from the notch on the left (arrow) hits a CuZr precipitate with a diameter of 30 nm. The precipitate does not deform plastically and the shear band simply wraps around the obstacle. (b) If the particle becomes bigger, the wrapping becomes impossible and the shear band is stopped. Due to the remaining stress in the system a new shear band is nucleated immediately perpendicular to the blocked one. (c) By exchanging the crystal phase for a softer one, in this case copper, we can observe slip transfer into precipitate. The snapshot shows a slice through the middle of the precipitate, the orange and green atoms represent stacking faults.
prepared glass samples and inserted precipitates of varying size and with varying distances between them. We used periodic boundary conditions in $y$ and $z$ direction and free surfaces in $x$ direction. To control the origin of the shear band, which would otherwise start from the crystal-glass interface\cite{7} or a random point on the surface, we introduced a notch on the surface. The notch is positioned such that a shear band nucleating from it under tensile deformation in $z$ direction will hit the precipitate. First, we inserted CuZr precipitates, using the experimentally observed B2 crystal structure\cite{15} and performed tensile tests. We observed that these precipitates only deform elastically and therefore simply present an obstacle for the shear band. This may be an artefact of using the Mendelev potential but presents a good model for precipitates with yield stress far above the glass matrix. Precipitates with a size below 25 nm to 35 nm (the exact diameter depends on the distance between the precipitates) do not stop the shear band propagation. Instead, the shear band simply wraps around the obstacle as depicted in Fig. 2(a). In contrast to the case in a crystalline matrix, this change of direction is made possible by the lack of a crystallographic lattice. Increasing the precipitate size above the critical diameter leads to behaviour as shown in Fig. 2(b): The shear band is blocked by the precipitate. The resulting build-up of stress leads to the nucleation of a second shear band at the crystal–glass interface opposite the initial shear band. Usually, shear bands move on planes of highest resolved shear stress. When bypassing an obstacle, the shear band must leave this favourable plane and temporarily move in a plane of lower resolved shear stress. At a critical precipitate size, the resolved shear stress becomes so low that it is more favourable to nucleate a new shear band. In this case shear bands may be temporarily stopped or deflected, but tensile plasticity cannot be achieved: In the end, a dominant shear band will appear and lead to failure shortly after the elastic limit.

Another case that needs to be taken into account, is a crystal phase that allows a slip transfer from the shear band in the matrix into the crystal. As a model, we chose copper precipitates. Due to greatly overestimated unstable stacking fault energies in the Mendelev potential, we switched to a different Cu-Zr potential, which cannot correctly describe CuZr in the B2 structure but reproduces the copper fcc crystal\cite{15,17}. The results of this simulation are presented in Fig. 2(c). Instead of blocking the shear band, the precipitate participates in the plastic deformation: Slip transfer through the particle can be observed. In composites like this, the blocking of the shear band is replaced by the participation of the crystalline phase in the plastic deformation. If the crystalline volume fraction is large enough, the macroscopic mechanical response will be a mixture of both phases. These systems hold the promise of a mix of favourable properties of crystalline metals and MGs.

4 Nanoglasses: Metallic Glasses with Microstructure

4.1 Synthesis and Microstructure

NGs are obtained by compacting a powder of amorphous nanospheres produced by inert-gas condensation\cite{8}. In the inert-gas condensation process, gasses of the constituting elements condense into glassy nanospheres in an inert-gas atmosphere. The spheres are initially of a high temperature, an aspect of the synthesis not taken into account by previous atomistic modelling. To simulate the relaxation of the spheres at high temperature, we first cut a glassy nanosphere with a diameter of 7 nm from a Cu$_{64}$Zr$_{36}$ BMG. The glassy
Figure 3. A nanosphere of Cu_{64}Zr_{36} glass. To simulate the conditions of inert-gas condensation, the sphere was annealed slightly above $T_g$. This leads to a segregation of copper to the surface, where a surface shell with different composition arises. The graph shows a radial scan through the particle, plotting the percentage of copper atoms in the current shell ($N_{Cu}/N_{tot}$). The sphere has a radius of 3.5 nm. The surface layer has a width of around 0.3 nm. Red atoms are copper, blue atoms zirconium. In the surface shell, copper is depicted in green and zirconium in yellow.

A nanosphere was heated above the glass transition temperature ($T_g$), held there until equilibrated, and then cooled down to 50 K. We determined the composition variation across the sphere, plotted as a radial profile in Fig. 3. A Cu-rich surface layer with a width of about 0.3 nm is formed. This layer has an average composition of about 72 at.-% copper. Due to the small size of the sphere, the core is slightly copper-depleted, resulting in a composition of Cu_{61}Zr_{39}.

We repeated the procedure described above for several glassy nanospheres with diameters ranging from 6 nm to 8 nm to mimic the size variation in the experiment. Fig. 4 portrays the production of a NG from the powder: The differently sized nanospheres are compacted by applying a hydrostatic pressure about 5 GPa, comparable to the experimental conditions. As can be seen in Fig. 4(b), the surfaces of the nanospheres turn into interfaces and do not diffuse into the grain interior. The glass–glass interfaces retain their composition of Cu_{72}Zr_{28}. These effects, which are due to the surface segregation in the nanospheres, can explain the experimental observation that the interfaces in Sc_{75}Fe_{25} NGs have a different composition than the grain (they are iron-depleted), a phenomenon that was not accounted for in earlier atomistic modelling.

### 4.2 Plastic Deformation

Using the previously described NG model, we investigated the plastic deformation mechanisms under tension. The engineering stress-strain curve is presented in Fig. 5(b). A
Figure 4. The glass spheres are cold compacted to produce a nanoglass. The surface shell becomes the inter-granular interface as evidenced by the colouring of the atoms (same as Fig. 3). This interface retains the changed composition and exhibits a different density compared to the interior of the grain.

Figure 5. Tensile test of an NG. (a) A slice of the glass before deformation. The stress-strain curve is plotted in (b) together with a stress-strain curve for a bulk metallic glass of the same composition. (c–e) Atomic strain in the slice at 5%, 10%, and 15% macroscopic strain. The deformation almost immediately starts in the interfaces. The grains deform by small shear bands going through them, as indicated by the green arrows. No single shear band has moved through the complete system and become critical, thereby allowing for the finite plasticity of the material.

The stress-strain curve of a BMG with the same nominal composition is also shown for comparison. In the case of the BMG, there is a stress drop which is characteristic of the formation of a single shear band, while this stress drop is not observed in the NG. The steady-state
stress remains constant until the end of the simulation at 20% total strain, which indicates that no shear softening is observable. To further get insights into the deformation behaviour at an atomic level, we inspected the atomic strain, which is displayed in Figs. 5(c–e) at 5%, 10%, and 15% macroscopic strain. The deformation starts in the interfaces, which are characterised by a reduced short-range order and therefore reduced strength. At larger strains, shear bands start appearing in the grain interiors due to local stress concentrations induced by grain movement, marked with green arrows in Fig. 5(e). The weakened interfaces also serve as nucleation sources for shear bands. Due to the random 3D arrangement of grains no single shear band becomes dominant, leading to significant plasticity, although at the cost of reduced yield strength. Other simulations already indicate that the grain size also plays a role.

5 Conclusion

The mechanical properties of MGs can be tailored via their nanostructure: Both the introduction of secondary phases and of glass–glass interfaces lead to modified shear band nucleation and propagation which influences the plastic deformation as a result. Shear bands can get blocked by precipitates only if the crystal does not deform plastically and is greater than 25 nm to 35 nm. This may lead to the nucleation of new shear bands in lieu of continued propagation of the blocked ones, but cannot prevent the formation of critical shear bands. If the precipitates deform plastically, slip transfer from the shear band into the crystal phase can take place. In these composites, the macroscopic mechanical response is a mixture of both the glass and the crystal phase. NGs are rather new materials that avoid critical shear banding much longer than homogeneous MGs due to their inherent nanostructure. The atomic strain is mostly distributed in the glass–glass interfaces, leading to a more homogeneous deformation. At later stages of the deformation, shear bands appear inside the grains, where they stay localised. These shear bands do not propagate through the sample and therefore do not become critical shear bands.
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We show in two examples how massive molecular dynamics simulations can provide a more fundamental understanding of tribology and machining processes of nanocrystalline metal surfaces. First, we show how a rigid indenter sliding over a nanocrystalline metal surface can cause surface folding during unconstrained plastic surface flow. In this case, the evolution of surface plastic flow and the subsequent folding of the initial surface are dictated by the initial orientation of the surface grains along with the lattice defects extending to the free surface. The folded surface grows into a rough chip with stratified lamellae that are identified as the precursors of wear debris.

The behaviour is very different when the counter surfaces are of similar hardness. Tribological shearing of polycrystalline metals typically leads to grain refinement at the sliding interface. Here, however, we show that nanocrystalline metals exhibit qualitatively different behaviour. Specifically, large time and space scale atomistic simulations demonstrate, that during sliding, contact interface nanocrystalline grains self-organise through extensive grain coarsening and lattice rotation until the optimal plastic slip orientation is established. Afterwards, plastic deformation is frequently confined to localised shear bands aligned with the shearing direction and emanating from voids and other defects in the vicinity of the sliding interface. These findings demonstrate the importance of surface texture and grain structure engineering to achieve ultralow wear in metals.

1 Introduction

The fundamental atomistic mechanisms responsible for friction and wear on polycrystalline metal surfaces are not accessible with conventional experimental setups and/or typical continuum level modelling frameworks like finite elements (FE) modelling or computational fluid dynamics (CFD). In order to establish a fundamental understanding of shear and wear mechanisms on metal surfaces during machining processes, large scale computationally intensive atomistic simulations of polycrystalline metal substrates are necessary. Such simulations require efficient parallel molecular dynamics (MD) algorithms¹ that can run on high performance computers². Typically, metal surfaces under tribological loads are in contact only at certain asperity peaks where most of the initial surface deformation takes place³,⁴. The size of these asperity contacts can be of the order of tens or hundreds of nanometres, which is accessible to large scale classical MD. Therefore the mechanisms responsible for local plasticity and grain structure evolution as well as the different processes...
mitigating the sliding motion can to a large extent be studied using large scale classical MD simulations. In tribology and machining processes involving surfaces with different hardness, understanding the unconstrained plastic flow (UPF) of polycrystalline metallic surfaces in sliding contact with hard asperities is crucial for the control of wear in metal-based tribological systems and the generation of surfaces in metal-working processes. The wear resistance of metallic machine parts can be influenced by preconditioning – either by the final manufacturing steps (such as lapping, honing, and grinding) or by suitable running-in procedures during the initial life of a tribological contact. Traditionally, models of UPF have been based on smooth laminar material displacement – an assumption whose general validity has recently been challenged by experimental in situ observations and FE simulations of the disruption of laminar flow via folding on a microcrystalline copper surface sliding against a hard steel wedge. Unfortunately, FE lacks the description of the atomistic and crystallographic details underlying the deformation mechanisms responsible for the folding process. Consequently, the microscopic origins of UPF-induced folds in polycrystalline metallic surfaces are still not well understood.

In a tribological process involving surfaces with similar hardness, it is unclear how the initial grain structure at the shear interface will evolve and how the evolving grain structure will accommodate the shear deformation. There exists clear experimental evidence of grain refinement during sliding of conventional polycrystalline metals. In contrast, grain growth has been observed in various nanocrystalline metals (Cu, Al, Ni, Ni-Fe and Ni-W). Therefore, it is still unclear whether nanocrystalline metals undergo grain refinement or coarsening. And even though tribo-induced coarsening might be expected, due to the tendency of contacting surfaces to develop highly deformable layers at the contact interface and the lower ductility of nanocrystalline metals relative to their microcrystalline counterparts, the exact mechanisms governing this grain growth are hardly understood.

In this communication, we use massive (millions of atoms) atomistic simulations to shed light on the basic mechanisms underlying fold formation during UPF between a hard asperity and a nanocrystalline metal surface. We demonstrate in detail that bulges in front of a moving indenter with a −45° rake angle are dictated by grains with slip systems that are favourably oriented with respect to the indenter’s cutting plane. For two nanocrystalline metal surfaces with similar hardness, large-scale atomistic simulations reveal local grain coarsening at the sliding interface followed by significant twinning and the formation of localised nano-shear bands (NSB).

2 Methods

2.1 Hard Asperity on Metal Sliding

The plowing of a nanocrystalline (nc) copper surface by a rigid tapered indenter (asperity) is studied by massively parallel MD employing an embedded atom method (EAM) potential. The surface is modelled as a 160x40x30 nm block (see Fig. 1). To construct the copper surface, a Voronoi algorithm is used to create a fully periodic system with 1584 randomly oriented grains (see top-right of Fig. 1) with grain diameters ranging from 4 to 12 nm. The constructed substrate contains ~15.41 million atoms. The initial Voronoi construction is first optimised with the fast inertial relaxation engine (FIRE) before annealing.
Figure 1. Molecular dynamics simulation of unconstrained surface plastic flow. (a) Copper nanocrystalline substrate and rigid indenter model. Atoms are coloured according to their local environment using a common neighbour analysis (CNA). Green spheres represent atoms with an fcc environment; red spheres indicate stacking fault and twin boundary atoms; and gray spheres locate GBs and other defect sites. The grains are randomly oriented and contain defects characteristic of annealed copper.

the sample by heating and holding it at 80% of the melting temperature ($T_{m} = 1152$ K) for 500 ps followed by cooling it to 300 K within 50 ps and finally holding the sample at 300 K for 50 ps in order to create a system with relaxed grains and grain boundaries. The temperature changes are conducted within 10 ps respectively with a Berendsen thermostat while holding the pressure constant at 0 GPa with a Berendsen barostat. During annealing, the system dimensions shrink to 158.8x39.5x29.6 nm$^3$. After annealing, the system acquired an approximate log normal distribution of grains ranging in size from 4 to 18 nm.

During the plowing simulations, periodic boundary conditions are employed in the lateral directions and a 0.5 nm layer of fixed atoms at the bottom of the block mimics the anchoring of the Cu nano-film to a large sample. The indenter is modelled as a nonreactive rigid wedge [with a 90° opening angle; see Fig. 1] interacting with the Cu surface via a harmonically repulsive potential with a stiffness of 32 Nm$^{-1}$ per atom and a 0.5 nm cutoff. A 300 K dissipative particle dynamics (DPD) thermostat with a dissipation constant of 0.1 eV ps Å$^{-2}$ and a cutoff of 0.45 nm is applied to all atoms in the system in order to reflect ambient temperature and to reduce thermally induced grain growth in nc-Cu.

2.2 Metal on Metal Sliding

For sliding contact between metal surfaces with similar hardness, we employed interatomic potentials based on the embedded atom method that provide a reliable and efficient description of the atomic interactions for the investigated metals within the temperature
range of our loading conditions. Here, we present the results for a system consisting of nanocrystalline iron counter surfaces, which corresponds to a controlled volume around a pair of interacting asperities between mated nanocrystalline metal surfaces. To construct this system a Voronoi algorithm was used to generate pure nanocrystalline fully periodic iron counter bodies with randomly oriented grains having an average grain size of ~5 nm. Next, a region with approximately two semi-circles is cut out of the initial Voronoi construction in order to roughen the contacting surfaces (see Fig. 2(a)). The generated system has dimensions of 59.4x14.9x89.1 nm$^3$ and contains ~5.6 million atoms. In order to prepare the system, the initial construction is annealed by first heating the sample to $\sim 0.85T_m$ or 1500 K (for iron) for the employed interatomic potential and holding the system at this temperature for $\sim 2.0$ ns. Subsequently, the system is quenched to 300 K within a time of $\sim 1.0$ ns and then held at 300 K for an additional $\sim 1.0$ ns in order to ensure and verify that the annealed grains and grain boundaries are fully relaxed and stable at 300 K (see Fig. 2(b)). After applying and equilibrating a 1 GPa pressure, the system is sheared at a velocity (V) of 5 m/s for $\sim 58$ ns under average constant pressure ($\sim$ 1 GPa) by slightly damping (0.451 (Ev/Å)/(Å/ps)) the vertical motion of the top rigid zone.
3 Results and Discussion

3.1 Hard Asperity on Metal Sliding

In order to generate UPF on a metal nanocrystalline (nc) surface with a rigid asperity (see Fig. 3(a)), the surface is first indented to a depth of \( h = 8 \) nm with a velocity of \( v_i = 20 \) m/s. This already results in significant material pileup (see cross-sectional view in Fig. 3(b) where atoms have been coloured according to their initial vertical position). Subsequently, the nc copper is plowed at constant height \( h \) and a velocity of \( v_c = 20 \) m/s. The buildup of pronounced fold patterns is clearly observed during the evolution of UPF. Fig. 3(c) shows a snapshot of the system at \( t = 2 \) ns. The folding leads to the formation of a chip with a rough front face [Fig. 3(d)]. Similarities to the micron-scale folds of Ref. 12 are apparent.

The mechanisms governing the formation of surface folds can be understood by inspecting the microstructure of the copper film\(^{34}\). A close-up of the chip in Fig. 3(c) (marked by a black frame) is shown in Fig. 3(e) along with additional arrows that mark the notches between the surface protrusions. The observed notches occur consistently at lattice defects (i.e., grain boundaries (GB)) as exhibited by the common neighbour analysis in Fig. 3(f) for the same atoms in Fig. 3(e). Clearly, the arrows coincide with gray zones in Fig. 3(f) representing GBs that separate crystalline areas (green zones).

Fig. 3(e) also shows that the grains at the surface bulge outwards towards the free surface to different degrees. The geometric form of the indenter with a -4\(^\circ\) rake angle suggests that an optimal crystal orientation for outward flow contains a slip system whose slip direction coincides with the rake face and motion of the indenter. In order to quantify the ability of a grain to support a certain shear deformation, an atomic stress projection factor (ASPF) is defined as follows. First, for each atom with an fcc environment the projections \( m_s = \cos \varphi_s \cdot \cos \lambda_s \) are calculated for the \( s = 1, \ldots 12 \) fcc slip systems. Here, \( \lambda_s \) are the angles between the normal of the indenter’s rake face and the normals of the \{111\} slip planes of the atomic fcc environment. \( \varphi_s \) denote the angles between chip flow direction (reflecting the upwards material transport along the -45\(^\circ\) rake angle) and the \{110\} slip directions of the atomic fcc environment of the grain. For each grain, the ASPF
is defined as the maximum $m_s$ of the 12 fcc slip systems similar to the Schmid factor for uniaxial deformation. Indeed, surface grains with higher ASPF tend to exhibit higher degrees of bulging towards the surface\textsuperscript{34}.

At some arrows in Fig. 3(e), discontinuities in the strata of the initial-$z$ colour scheme can be discerned at GBs which may indicate GB sliding\textsuperscript{35} as one mechanism that plays a role in the initiation of bulging and fold formation in nc metals. As shown in Fig. 3(f), the generated chip consists of coarsened larger grains, which form and merge from the start of the plowing. The underlying mechanisms are lattice reorientation and grain boundary migration. Both processes, bulging and coarsening, are evidently linked with the motion of dislocations and their interaction with the GBs. While dislocation-assisted GB migration may generally occur in deforming materials\textsuperscript{36} and contribute to the deformation of polycrystalline materials by shear coupling\textsuperscript{37}, it can also contribute by clearing the path for plastic slip towards the surface in favourably oriented grains and by straightening the GBs parallel to suitably oriented slip planes.

### 3.2 Metal on Metal Sliding

For surfaces with similar hardness, the interaction between the counter metals is very different relative to hard asperities sliding on metal surfaces. The key stages of deformation for metal on metal sliding contact are presented in Fig. 4. Initially, the relative motion is primarily accommodated via surface grain boundary sliding between the grains forming the initial contact interface [see the bottom panel in Fig. 4(a)]. Accordingly, the starting grain structure is not significantly altered during the initial 4 ns of sliding.

The corresponding evolution of the encountered shear resistance $\tau(t)$ and of the ratio of non-bcc to bcc atoms $R(t)$ are presented in Fig. 5(a). During the first stage, the shear stress $\tau(t)$ sharply increases [see Fig. 5(a) between arrows a and b] with only a brief relaxation event (at 0.85 GPa between 1 and 2 ns) resulting from the flattening of small surface obstacles. At about 9 ns, $\tau(t)$ reaches a maximum of 1.75 GPa due to asperity interlocking, which is accompanied by moderate grain refinement near the initial sliding interface. The formation of new grains and grain boundaries is detected by the steady increase in the non-bcc to bcc atom ratio $R(t)$ in Fig. 5(a) between 2 and 9 ns. This grain refinement and the accompanying shear resistance enhancement is characteristic of a Hall-Petch-type mechanism.

Continued asperity interlocking from 4 to 9 ns [between Figs. 4(a) and 4(b)] leads to grain rotation and plastic deformation which in turn causes the counter bodies to cold weld [see Fig. 4(b)]. In the next stage of sliding (10 to 19 ns), the grains in the vicinity of the sliding zone gradually coarsen and merge, eventually forming a large grain that extends over the whole horizontal length of the simulation box [compare the top panels of Figs. 4(b) and 4(c)]. In a Hall-Petch fashion, this coarsening period is characterised by a marked decrease in $\tau(t)$ [see Fig. 5(a) between arrows b and c].

The sliding mechanism changes drastically between 19 and 38 ns, during which the sliding motion becomes confined within narrow shear zones spanning the entire horizontal distance of the system [see the bottom panels of Figs. 4(d) and 4(e)]. These NSBs are partly composed of twin boundaries [red zones indicated by the arrow in the middle panels of Fig. 4(d) and 4(e)], which propagate vertically within the coarsened grain. The evolution of this twinning phase is captured by the increase and decrease in $R(t)$ displayed in
Figure 4. Snapshots of the evolution of sliding contact between two nanocrystalline iron tribo-partners. Each column presents the instantaneous state of the grain structure (top panel), the grain boundaries and dislocations (middle panel), and the corresponding sliding interface (bottom panel) at selected sliding times. The grain structure in the top row is exposed by performing a CNA\textsuperscript{20} using a 3.46 cutoff radius (with blue, white, and red standing for bcc, non-bcc, and twin boundary atoms). The middle row shows the simultaneous state of the extracted dislocations\textsuperscript{39, 40} and twin boundaries (with green and gray lines representing dislocations with $1/2\langle111\rangle$ and non-$1/2\langle111\rangle$ Burgers vectors and with gray and red zones marking the location of voids and twin boundaries). In order to correlate the structural dynamics with the way the system distributes the sliding induced velocity gradient over the system, the strain rates are visualised in the bottom row by colouring the atoms according to their velocity along the sliding x-direction after every 0.2 ns on a scale from 0 m/s (blue) to 5 m/s (red). As sliding progresses, the counter bodies cold weld and establish a coarsened grain layer where plasticity concentrates and the sliding interface localises.

Fig. 5(a) between arrows c and e. Additionally, this interval contains the lowest values of the shear resistance $\tau(t)$ [see Fig. 5(a) between $22 < t < 30$ ns] which is consistent with a low Peierls stress of twinning dislocations.

Interestingly, the first minimum in $\tau(t)$ at $t \sim 22$ ns is accompanied by a realignment of the bcc $\langle111\rangle$ close-packed direction within the coarse-grained layer along the direction of sliding. This is quantified in Fig. 5(b) by the change in the angle formed between the sliding x-direction and the $\langle111\rangle$ lattice direction within the coarsening grain inside the region marked with a yellow rectangle in the top panel of Fig. 4(b). The starting misalignment of about $35^\circ$ at $t \sim 8$ ns is progressively reduced until virtually a complete alignment with the direction of sliding is reached at $\sim 22$ ns after which the orientation is maintained for the rest of the sliding time. These alignment changes can also be observed in the insets of Fig. 5(b) which show the atomic structure in the coarsened grain region for an observer looking along the direction of sliding.
Figure 5. (a) Evolution of the shear stress $\tau(t)$ showing the materials resistance along the direction of sliding and the progression of the ratio of non-bcc to bcc atoms $R(t)$ indicating the general reduction in the number of grains and grain boundary volume. The arrows recall the instances corresponding to the snapshots in Fig. 4. (b) Evolution of the bcc packed direction within the coarsened centre grain. The graph shows the angle between the bcc $\langle 111 \rangle$ packed direction and the sliding $x$-direction. The close-up insets show states of the crystal structure within the coarsened grain while looking in the direction of sliding. Clearly, the coarsened grain region strongly aligns its bcc packed direction along the direction of sliding.

4 Concluding Remarks

In conclusion, the large-scale MD simulations presented here demonstrate how computationally intensive atomistic simulations using high performance computing facilities can lead to fundamental understanding in tribology and machining processes. For instance, our massive MD simulations for a hard asperity sliding on a metal surface shows that differently oriented slip systems between neighbouring surface grains along with lattice defects (i.e. GB) dictate the degree of material bulging towards the surface and the shape and size of the resulting surface folds. The chosen simulation conditions favour dislocation-mediated processes that are by no means restricted to nanoscale grains but are rather well documented for texture formation in conventional polycrystalline metals\(^{41}\). Therefore, plasticity-induced bulging around surface extending lattice defects (e.g., GBs) can be regarded as the elementary process underlying fold formation in polycrystalline metals, which represents an important mechanism for the generation of lamellar wear debris (as suggested by nano-wear experiments).

As shown by the large-scale spatial ($\sim$5.6 million atoms) and temporal (58 ns) atomistic simulations for metal on metal sliding contact, pure nanocrystalline metallic surfaces tend to undergo grain coarsening at the contact interface during extensive sliding plastic shear. Once the interface grains cold weld, they self-organise by coarsening through grain boundary migration and by simultaneously reorienting the lattice of the coarsening grains until the optimal plastic slip direction is aligned with the sliding direction. Subsequently, the relative sliding motion is accommodated through heavily localised NSBs and twin boundary planes located within the coarsened textured interface grains. This grain coarsening and realignment in conjunction with the reduction of frictional resistance exemplifies the tendency of tribologically driven systems to self-organise during a running-in phase in order to create more easily deformable material layers at the sliding interface\(^{42,43}\).
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The rate-limiting process in phase change (PC) optical memories is the extremely rapid (nanosecond time scale) crystallisation of nanosized amorphous “marks” in a polycrystalline layer. Our knowledge of the amorphous and ordered structures of Ge/Sb/Te and Ag/In/Se/Te alloys has improved significantly in recent years and has led to plausible pictures for the transition between them. Nevertheless, the simulation of the actual crystallisation process is complicated by the need to study large numbers of atoms over time scales that are difficult to attain, even with modern supercomputers. We have performed a series of density functional/ molecular dynamics (DF/MD) simulations on a sample of the prototype PC material Ge$_2$Sb$_2$Te$_5$ (GST-225) with 460 atoms. Simulations at 500 K, 600 K, and 700 K have been performed for up to 600 picoseconds in samples where crystallisation was promoted by fixing the structure of a crystalline “seed”, and for over 4 ns in four samples at 600 K without constraints. A comparison of the last four simulations shows a striking memory effect where crystallisation is favoured in an amorphous sample that had previously been crystallised.

1 Introduction

Phase change (PC) materials are chalcogenide alloys (usually Se, Te) that switch very rapidly between the amorphous (a-) and crystalline (c-) phases. They are used extensively in rewritable high-density data storage, especially in optical recording [Digital Versatile Disc (DVD), Blu-ray Disc]. Information is stored as rows of nanosized amorphous marks in a polycrystalline layer and accessed via the different optical or electrical properties of the two phases. The most common materials are GeTe-Sb$_2$Te$_3$ pseudobinary compounds and Sb-Te binary compounds with small amounts of In, Ag, and/or Ge. Recrystallisation in the two groups is strikingly different, as shown in Fig. 1: In the first [Group 1, Fig. 1(b)] it proceeds mainly via nucleation inside the marks, in the second [Group 2, Fig. 1(c)] via crystal growth from the rim. In this report we restrict ourselves to the former.

Close collaboration between theory (density functional/ molecular dynamics simulations) and experiment (particularly x-ray diffraction and EXAFS) has shown that the amorphous structure of Ge$_2$Sb$_2$Te$_5$ (GST-225) and other alloys of Ge, Sb, and Te can be
characterised by “ABAB alternation” (A: Ge, Sb, B: Te) with four-membered ABAB rings being a dominant motif. Since this pattern is prevalent in the metastable (rock salt) crystalline structure, it is plausible that the rapid amorphous-to-crystalline transition be viewed as a re-orientation (nucleation) of disordered ABAB squares supported by the space provided by cavities. Knowledge of the amorphous and crystalline structures of an Ag/In/Sb/Te alloy allows us to develop a picture of crystallisation in this case as well. Simulations of crystallisation in GST-225 have been carried out on samples with less than 200 atoms with interesting results, but small samples leave many questions unanswered. We describe here DF/MD simulations of a sample of 460 atoms. In the first simulations, crystallisation is promoted by fixing the structure of a crystalline “seed” (58 atoms, 6 vacancies) throughout. The most recent calculations, referred to below as run0 – run3, there was no seed. In all cases, the densities were adjusted during the simulation to allow for the difference between the amorphous and crystalline forms.

2 Computational Methods

The combined DF/MD calculations were performed on GST-225 with the CPMD program package, using the approximation of Perdew et al. (PBEsol) for the exchange-correlation energy and scalar-relativistic Troullier-Martins pseudopotentials with a plane wave cutoff energy of 20 Ry. Periodic boundary conditions were used, with a single point (k=0) in the Brillouin zone of the cubic unit cell, and the temperature was controlled by a Nosè-Hoover thermostat.
The initial structures of all simulations were based on the amorphous GST-225 structure of Ref. 3, which agreed well with experimental XRD and XPS measurements. Seven simulations were performed: three with a fixed crystalline seed in the centre of the simulation cell (“fixed-seed runs”)\(^1\), one with an unconstrained seed (run\(0\)), and three without a seed (run\(1\), run\(2\), run\(3\)). The “seeded” starting structure incorporated a \(4 \times 4 \times 4\) crystallite (13 Ge, 13 Sb, 32 Te atoms, 6 vacancies, rock salt structure with lattice constant 3.0 Å) into the amorphous structure\(^3\). The crystallite had the rock salt structure that is often assumed for GST-225, with Te atoms on one sublattice, and randomly distributed Ge, Sb, and vacancies on the other\(^1\). The overlapping atoms were removed, and the structure was relaxed with the atoms of the seed fixed throughout.

The initial structure for run\(1\) was the original amorphous structure, and those for run\(2\) and run\(3\) were derived from this by running 500 MD steps with velocity scaling for run\(2\), and another 500 steps for run\(3\). The fixed seed runs were performed at 500, 600, and 700 K\(^1\), while all other simulations were at 600 K. The simulation box was adjusted to the change in density (\(\sim 7\%\)) between the amorphous and crystalline densities by reducing the starting box size (24.629 Å) in five steps of 0.114 Å to the final size (24.06 Å), following the number of crystalline atoms.

The order in the sample was studied using several measures: First, “crystalline” atoms were identified with the aid of the order parameter of Steinhardt, Nelson, and Ronchetti\(^1\), which has proved to be of value in discussing bond orientation order in disordered systems:

\[
\bar{Q}_\ell(i) = \left( \frac{4\pi}{2\ell + 1} \sum_{m=-\ell}^{\ell} |Q_{\ell m}(i)|^2 \right)^{1/2},
\]

where

\[
Q_{\ell m}(i) = \frac{1}{N_0(i)} \sum_{k=0}^{N_0(i)} Q_{\ell m}(k), \quad \text{and} \quad Q_{\ell m}(i) = \frac{1}{N(i)} \sum_{j=1}^{N(i)} Y_{\ell m}(\vec{r}_{ij}).
\]

\(N(i)\) is the number of neighbours for atom \(i\), \(N_0(i)\) includes the atom \(i\) and its neighbours, and \(Y_{\ell m}(\vec{r}_{ij})\) are spherical harmonics. The first non-zero value of \(Q_4\) for cubic structures is for \(\ell = 4\), and we define “crystalline” atom to be those for which \(Q_4 \geq 0.6\).

Second, the clustering of such atoms allows us to analyse the individual structures for “percolation”. If we assume a maximum bond length 3.2 Å, a cluster “percolates” if there is a path connecting an atom to its replica in the neighbouring unit cell. We have also studied the changes that occur in the (partial) pair distribution functions, the numbers of “wrong bonds” and ABAB squares, the electronic density of states, and the mean square displacement of the atoms.

### 3 Results and Discussion

The fixed seed simulations at 600 and 700 K crystallised within 600 ps\(^1\), and run\(0\) crystallised fully within 1.2 ns. The fixed seed run at 500 K showed signs of crystal growth but crystallisation was not complete within 600 ps. Simulations run\(1\)-3 showed nucleation, and varying degrees of crystal growth within 4 ns with the degree of crystallinity being more than 50% in run\(1\) and run\(2\), and less than 50% in run\(3\) at that time. More details are provided in Ref. 13.
Figure 2. Three simulations (run1 – run3) starting from the amorphous structure of Ref. 3. (a-c) Percolation in x-, y-, and z-directions. Black: fraction of percolating frames in 1 ps windows; coloured background: percolating frames; (d) size of largest cluster; and (e) total energy (normalised for box size). Red: run1, purple: run2, blue: run3.
The early nuclei in runs0-3 differ significantly in size and shape. The initial nucleus in run0 grows steadily until crystallisation is complete, while runs1-3 have subcritical nuclei that fluctuate between 10-50 atoms. The shapes of the nuclei are often stringlike chains of crystalline atoms and isolated ABAB-squares, but more spherical fused blocks of ABAAB-cubes (complete or incomplete) are also common. The shapes of the nuclei can differ from the classical nucleation theory picture, and the motifs common in them are AB-alternation and bond angles close to 90 degrees.

In Fig. 2 we plot the crystallisation and percolation properties, as well as the total energies, of runs1-3. Percolation is found in runs0-3 well before the rapid crystallisation phase and can occur with as little as 20% crystallinity. In all these simulations, percolation is initially intermittent in one direction. Sometimes it proceeds along another direction, but in all cases it is more constant later, and extends to two and three dimensions. The rapid crystallisation phase happens during three-dimensional constant percolation in run0, and

Figure 3. Evolution of the three largest crystalline nuclei of run1 as a function of time. Red: largest cluster; blue: second largest; purple: third largest. Also shown are the largest crystalline nuclei of run1 when the size of the largest cluster had a maximum. After \( \sim 2 \) ns, the two largest clusters (red, blue) have a fluctuating interface that affects the cluster labelling.
during two-dimensional constant percolation in run1 and run2. In run3 there is constant percolation in one direction after 2.5 ns, and in two directions just before 4 ns.

The evolution of the size of the crystalline nuclei in run1 is shown in Fig. 3. The crystal growth rate is low until the critical nucleus size is reached, and then increases until the fraction of crystalline atoms reaches 30-50%. The crystallisation rate in run2 during the percolating phase is of the order of 1 m/s, which is less than recently measured with differential scanning calorimetry (DSC) at 600 K (2.5-3.0 m/s)\textsuperscript{14}. After this stage, the structure collapses rapidly until all atoms are crystalline. There is one main crystallite in run2, and crystallisation proceeds to completion. In the case of multiple crystallites where none is dominant in size (as in run1), crystallisation is incomplete.

Crystallisation takes place within a few nanoseconds. In run0 there appears to be memory of the ordered seed, since the distribution of bond directions in the simulation cell was higher along the simulation cell axes. The time required for the onset of crystallisation is also lower than in runs1-3, and the rate of crystallisation after onset is higher. Full crystallinity occurred after 1.2 ns in run0. After this time, run1 was at 25%, run2 at 15%, and run3 at 20% crystallinity and there was no percolation in any of the three. In all simulations that crystallised fully, the final structures have “wrong” bonds that do not exist in the undistorted Yamada model\textsuperscript{11}. The number of wrong bonds is highest in the amorphous structures, and decreases during crystallisation. Nevertheless, the final structures have 0.1 – 0.3 wrong bonds/atom.

4 Concluding Remarks

Crystallisation occurs in most disordered systems on time scales that are far beyond the scope of density functional based calculations. Phase change materials used as optical storage and computer memory are exceptional in that the time scale (some nanoseconds) is accessible with modern supercomputers, and the results could provide insight into crystallisation in general. Nevertheless, DF/MD simulations on a nanosecond time scale with adequate sample sizes remain a great computational challenge. Here we have studied the early stages of crystallisation in GST-225 using samples with 460 atoms over simulation times of over 4 ns. In some cases, crystallisation has been promoted by inserting a small crystallite in the cell, and we have been able to follow the process in detail in all cases. The crystalline structures contain many “wrong bonds”, and Te atoms are located on both rock salt sublattices. The commonly accepted picture of a structure with a perfect Te sublattice and random occupancy of Ge, Sb, and vacancies on the other is a substantial oversimplification.

The memory of the order in run0 remained after the seed was no longer evident, and the acceleration of crystallisation in an amorphous bit with a crystalline history should be a consideration in the design of future memory cells. The speed of crystallisation found in run0 and the alignment of the final structure along the axes of the simulation cell were not found in simulations runs1-3. The starting configuration of the latter in each case was the amorphous structure found in Ref. 3, the only differences being in the initial velocity distributions at 600 K. These apparently small differences lead to large differences in the crystallisation process. Nevertheless, they involve many more atoms and much longer times than all previous DF studies of the process, and they raise questions about the findings of most, in particular those of a recent study\textsuperscript{6} that indicated that all cavities segregate.
to the amorphous-crystalline boundary, leaving a cavity-free crystal. There is no evidence for this mechanism in any of our simulations.

The simulation trajectories show crystallisation directions that are unrelated to the axes of the simulation cell, and they show subcritical phases with ordered clusters of 10-50 atoms prior to the onset of crystallisation. Although the onsets differed, the speed of crystallisation from the subcritical phases is similar in all cases, and two of the simulations show multiple clusters and “polycrystalline” final structures. The final structure in all cases show the existence of low-frequency, localised vibrational modes that are not present in the original amorphous structures. Percolation initiates the rapid phase of crystallisation and is coupled to the directional p-type bonding in metastable GST-225. The apparent acceleration of crystallisation in a sample with an ordered history could lead to improved optical storage media.

Each simulation of 4 ns with a time step of \( \sim 3 \) fs requires over 1.3 million self-consistent density functional calculations of energies and forces for a sample of 460 atoms. Even using a computer with the performance of JUQUEEN, this is a task that demands both great computing and human resources.
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Anisotropic Magneto-Thermopower in $M$/Co/$M$ ($M =$ Cu, Pd, Pt) Trilayer Systems
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$Ab$ $initio$ investigations performed within the framework of the spin-polarised relativistic Korringa-Kohn-Rostoker Green’s function method show that the longitudinal thermopower in the metallic $M$/Co/$M$ systems (with $M$ a non-magnetic transition metal) depends in a significant manner on the relative orientation (in-plane versus out-of-plane) of the sample magnetisation. As thermoelectric analogue of the conventional anisotropic magneto-resistance (AMR), the amplitude of this magneto-thermopower (MTP) signal is related to the asymmetry of the AMR around the Fermi energy. This asymmetry can be sizable, and thus the MTP accordingly large, even if the AMR itself is small. An enhancement of the MTP based on this understanding opens the possibility of implementing efficient spin read-out thermoelectric devices based on a single ferromagnetic layer. Our calculations reveal a rather non-intuitive behaviour of the MTP in the investigated systems, with the Pd/Co/Pd trilayer exhibiting an extremely small valued MTP, not necessarily expected from the monotonous increase of the spin-orbit coupling strength for the different heterostructure partners $M =$ Cu, Pd, Pt.

1 Introduction

Electron spin injection, manipulation and detection are the primary targets$^1$ of any application within the rich field of spintronics$^2$. Exploiting the spin dependence of thermoelectric phenomena triggered, in addition, the fast development of a new branch, termed spin caloritronics$^3, 4$. Successful reports on thermally driven spin injection$^5$ and on detecting a magnetic response of the longitudinal thermopower in multilayered metallic nanowires$^6$ and tunnelling junctions$^7$ suggested the possibility of a practical magneto-thermoelectric device implementation.

While at the core of spintronics lies the electron spin degree of freedom, this, in turn, is coupled to the translational degree of freedom by virtue of the spin-orbit interaction. This ever present phenomenon is at the origin of a magnetisation orientation dependence of various ground state, excited state or transport properties. For the latter case, the most common example is the conventional anisotropic magneto-resistance (AMR)$^8, 9$: The resistivity (or, equivalently, the conductivity) of a ferromagnetic sample depends on the relative orientation between its magnetisation direction and that of the current. In the general terms of the electronic transmission probability $T_{\vec{M}}(E)$ at energy $E$, this quantity will depend on the magnetisation $\vec{M}$ of the sample and the difference

$$\Delta T(E) = T_{\vec{M}_1}(E) - T_{\vec{M}_2}(E) \quad (1)$$

between two different magnetic configurations $\vec{M}_1$ and $\vec{M}_2$ will be a direct measure of the AMR. In the case of a sizeable $\Delta T$, it becomes obvious that one can use this effect as a magnetic read-out device. While in normal transition metal alloys and heterostructures this
Figure 1. Illustration of spin-orbit coupling induced magnetic anisotropy manifestation in a thin Co slab embedded in Cu: (a) sketch of the geometry of the setup considered for the longitudinal anisotropic magneto-thermopower. The current density vector and the temperature gradient are oriented perpendicular to the interface, while the magnetisation is either perpendicular (green) or parallel (dark blue) to it. (b) Calculated electronic transmission probability $T(\vec{k}_\parallel, E)$, Eq. 4, for the two different orientations of the magnetisation, $\vec{M}_\perp$ and $\vec{M}_\parallel$, in a 4 monolayer thick Co slab embedded in Cu. The transmission channels $\vec{k}_\parallel$ cover the full 2D Brillouin zone and the energy argument $E$ is fixed. Note that the lowering of the symmetry illustrated in panel (a), from $\vec{M}_\perp$ configuration to $\vec{M}_\parallel$ is accordingly reflected in the two transmission profiles of panel (b).

This effect is usually very small, such a setup has been successfully used to generate a typical low/high resistance spin-valve signal similar to that of the giant magneto-resistance (GMR) systems in tunnelling junctions\textsuperscript{10}. These so-called Dirac devices have the major technological advantage of providing a spin resolution through a single ferromagnetic layer.

As an alternative, the read-out of such a logical element could also be accomplished by making use of the magneto-thermopower (MTP) effect that has been measured for various systems\textsuperscript{11–14}. This effect, the thermoelectric equivalent of the AMR, can be described completely analogously: under a temperature gradient $\vec{\nabla}T$, the generated longitudinal thermopower $S(T)$ (Seebeck effect) takes on different values, depending on the angle between the sample magnetisation and $\vec{\nabla}T$:

$$\Delta S(T) = S_{\vec{M}_1}(T) - S_{\vec{M}_2}(T) \neq 0,$$

(2)

where $\vec{M}_1$ and $\vec{M}_2$ have the same meaning as above.

An illustration of such a setup is provided in Fig. 1(a). The longitudinal MTP signal is generated by a a single magnetic layer (here, without restricting the generality, taken to be Co) sandwiched between two non-magnetic leads (here Cu). The magnetic anisotropy occurring in this system is caused by the symmetry break-off at the interface, as illustrated, for the case of a quadratic two-dimensional (2D) lattice in Fig. 1(a). Upon this junction one can apply either an electric field or a thermal gradient perpendicular to the Co/Cu interface and detect an AMR or an MTP response by flipping the magnetisation direction from perpendicular ($\vec{M}_\perp$) to parallel ($\vec{M}_\parallel$) to the interface. We have primarily focused on the correlation between the MTP and the conventional AMR, establishing a practical way to maximise the former.

Our first results for Cu/Co/Cu(001) trilayers\textsuperscript{15}, obtained by \textit{ab initio} spin-polarised relativistic calculations that account directly, in a parameter free way, for the simultaneous manifestation of spin polarisation and spin-orbit coupling\textsuperscript{16}, have shown that both AMR
and MTP have a common origin: the spin-orbit coupling induced anisotropy in the electronic transmission probability. The calculated MTP was found to have a large value over a wide range of temperatures and Co thickness values. We could establish, in addition, that the MTP is maximised by an enhanced asymmetry in the AMR energy dependence. Indeed, rather than mapping the Fermi-surface alone, the thermoelectric phenomena depend on transmission channels extending over a finite interval around the Fermi energy.

These investigations are hereby extended to the $M$/Co/$M$ (111)-oriented trilayers ($M = \text{Cu, Pd, Pt}$). Our results reveal that, while Pt/Co/Pt and Cu/Co/Cu systems exhibit a sizeable MTP, the Pd-based trilayers are characterised by a very small anisotropic thermoelectric response, in spite of having a rather large AMR, comparable to that of Pt/Co/Pt. The outcome of our study is two-fold: The MTP-AMR relationship is generally applicable, however, a large MTP signal is indeed not conditioned by the size but rather by a stark energy dependence of the AMR.

2 Theoretical Aspects and Computational Details

2.1 Geometry Setup and Self-Consistent Potentials

Our investigations on the trilayer systems involve two steps. First, we perform self-consistent electronic structure calculations for both magnetic configurations $\vec{M}_\perp$ and $\vec{M}_\parallel$ using a spin-polarised relativistic implementation$^{16}$ of the screened Korringa-Kohn-Rostoker Green’s function method (KKR-GF)$^{17-19}$, combined with the decimation technique$^{20}$ for 2D-periodic systems.

A prototypical trilayer system consists of two half-infinite $M$ leads with an interaction region inserted in-between, all sharing the same in-plane 2D periodic lattice. The interaction region contains the $n$-monolayer (ML) thick Co slab and up to 10 MLs of the heterostructure partner $M$ on both sides of the Co slab. We have considered one of the metals adopting the in-plane lattice constant of its partner, thus being subject to epitaxial strain and manifesting a tetragonal distortion. With the in-plane lattice fixed, the vertical inter-layer separation was determined using continuum elasticity. In our calculations we use spherical potentials in the atomic sphere approximation (ASA) determined within the local spin-density approximation$^{21}$. An angular momentum cut-off of $l_{\text{max}} = 3$ was taken for the Green’s function expansion and $2l_{\text{max}} = 6$ for the charge density.

2.2 Transport Properties

In a second step, the self-consistent potentials are used as input for a calculation scheme that relies on a relativistic implementation$^{22}$ of the Landauer-Büttiker formula within the KKR-GF method$^{23}$. This provides the electron transmission probability $T_M(E)$ at energy $E$ for the magnetic configuration $M$:

$$T_M(E) = \frac{1}{A_{2D-BZ}} \int_{2D-BZ} d^2k_\parallel T_M(k_\parallel, E)$$

obtained as an integral over the 2D Brillouin zone (2D-BZ) of the single-channel, ballistic transmission probability $T_M(k_\parallel, E)$ for a 2D vector $k_\parallel$. This latter quantity can be determined from the $z$-component of the current operator $\vec{J}$ and the Green’s function matrices.
G^{22,23} (omitting the configuration index $\vec{M}$):

$$T(\vec{k} \parallel E) = \sum_{n \in L} \sum_{n' \in R} \text{Tr} \left[ J_n^T(E) G_{nn'}(\vec{k} \parallel E) J_{n'}^\dagger(E) G_{nn'}^\dagger(\vec{k} \parallel E) \right]$$

(4)

for atoms $n (n')$ belonging to the left (right) lead, where the underscored symbols designate matrices in the relativistic representation $(j, m_j)$.

The energy dependent transmission given in Eq. 3 is used to determine the transport coefficients:

$$L_{\vec{M}}(\alpha) = \int dE \left[ \left( -\frac{\partial f_0}{\partial E} \right) T_{\vec{M}}(E) (E - \mu)^\alpha \right],$$

(5)

with $f_0(E, T, \mu)$ the Fermi-Dirac distribution function at energy $E$, temperature $T$ and chemical potential $\mu$. Knowledge of these quantities allows one to calculate the Seebeck coefficient $S_{\vec{M}}(T)$ as:

$$S_{\vec{M}}(T) = -\frac{1}{eT} \frac{L_{\vec{M}}^{(1)}}{L_{\vec{M}}^{(0)}}.$$  

(6)

The formalism sketched here only considers the electronic temperature, neglecting the electron-phonon or electron-magnon scattering. As these effects are less important at low temperatures, we have restricted our investigations to a temperature range below 350 K and focused on phenomena solely related to the changes in the electronic structure induced by modifying the magnetic configuration of the system. We finally note that the dependence of the self-consistent potentials and the transport properties on the magnetisation direction is implicitly taken into account by solving the Dirac equation in the local frame of reference at each atomic site and then applying unitary rotations to transform into the global frame of reference with the quantisation axis parallel to the $z$-axis.

### 2.3 Relationship between the MTP and AMR

The way in which a transmission probability profile $T_{\vec{M}}(E)$ influences the sign and size of the Seebeck coefficient at finite temperatures can be understood on the basis of Eq. 6. In this equation, a temperature increase effectively extends the integration range, by increasing the non-zero width of $T_{\vec{M}}(E)(\partial f_0/\partial E)$. Because of the $(E - E_F)$ term, the numerator can be seen as a centre of mass of $T_{\vec{M}}(E)(\partial f_0/\partial E)^25$. Consequently, both sign and value of $S_{\vec{M}}(T)$ will be sensitive even to small changes in the numerator’s integrand below or above $E_F$. This behaviour illustrates the simple path towards maximising the Seebeck coefficient of a sample, by achieving a strongly asymmetric $T_{\vec{M}}(E)$ around $E_F$.

The AMR in typical transition metal systems, alloys or heterostructures, is rather small, not exceeding few percent. We show in Fig. 1(b) the full transmission profiles $T_{\vec{M}}(\vec{k} \parallel E)$ calculated for $\vec{M} \equiv \vec{M}_{\perp}$ and $\vec{M} \equiv \vec{M}_{\parallel}$ configurations over the whole 2D-BZ in a Cu/Co$_4$/Cu(001) trilayer. The energy argument corresponds to $E = E_F - 0.14$ eV, chosen in such a way that $\Delta T(E)$ attains a local maximum. We make two important observations: (i) the $T_{\vec{M}}(\vec{k} \parallel E)$ contours clearly reflect the lowering of the symmetry when switching from $\vec{M}_{\perp}$ to $\vec{M}_{\parallel}$ configuration (from four-fold to two-fold rotation axis); and
it is rather difficult to note quantitative differences between the two quantities. In fact, explicit evaluation of Eq. 3 led to a $\Delta T(E)$ difference in the range of 4%.

The latter is an important observation in establishing a direct connection between the magnitude of the MTP signal and the asymmetry of the AMR around the Fermi energy. On its basis, one can make the reasonable approximation that the zero-order transport coefficient, Eq. 5, has a negligible dependence on $\vec{M}$, such that $L_{\vec{M}}(0) \approx L_{\vec{M}}(T)$. It follows, from the definition of the Seebeck coefficient, Eq. 6, that the MTP introduced in Eq. 2 can be expressed as

$$\Delta S(T) \propto \int dE (\partial_E f_0)(E - E_F) \Delta T(E), \tag{7}$$

with $\Delta T(E)$ given by Eq. 1. From this equation it can be seen that, since $(E - E_F)$ is anti-symmetric about $E_F$, a $\Delta T(E)$ of odd parity about $E_F$ is needed to maximise the MTP. We emphasise here on the analogy with the condition for $S(T)$, which is maximised by an asymmetry of $T(E)$.

### 2.4 Use of Computer Resources

As outlined above, the central quantity to be calculated for the electronic transport investigations is the $\vec{k}_\parallel$- and $E$-resolved transmission probability $T_{\vec{M}}(\vec{k}_\parallel, E)$ given by Eq. 4. Closer inspection of this equation reveals that, amongst its two ingredients – the current density operator $J_n$ and the structural Green’s function matrix $G_{nn'}(\vec{k}_\parallel, E)$ – only the latter depends on the transmission channel $\vec{k}_\parallel$. Since the evaluation of Eq. 4 essentially implies a trace of a matrix product, one can easily separate and optimise the integration loops required in this formula. This leads to an efficient parallelisation over the energy and $\vec{k}_\parallel$ variables.

In spite of this convenient form and the additional advantages brought about by the screened KKR method (essentially an order-$N$ method), the calculation of the transmission probability and of the Seebeck coefficient remains a quite tedious and computationally demanding task: (i) The integration range in Eq. 5 is, in principle, infinite; in practice, however, it can be restricted to a domain in which the derivative of the Fermi-Dirac is greater than a user-defined “zero”, a quantity which needs to be tested basically for every system; (ii) The $k_\parallel$-resolved transmission $T_{\vec{M}}(\vec{k}_\parallel, E)$, Eq. 4, may be a fast-varying, non-monotonous function of $\vec{k}_\parallel$, as seen in Fig. 1(b). Convergence tests have shown that the number of $\vec{k}_\parallel$-points needed to ensure the convergence of $T_{\vec{M}}(E)$ at any energy in the proximity of $\mu$ has to be in the order of $10^6$.

### 3 MTP versus AMR in $M$/Co/$M$ ($M = \text{Cu, Pd, Pt}$)

Having established the link between the MTP and the AMR via Eq. 7, we have focused on the following issues: (i) is the MTP-maximisation recipe provided by Eq. 7 generally valid? (ii) does the inclusion of a material, such as Pt and Pd, with a higher spin-orbit coupling (SOC) and hence a higher AMR necessarily lead to an increase of the MTP?

We illustrate our results for the case of an $M$/Co/$M$ (111)-oriented heterostructure ($M = \text{Cu, Pd and Pt}$) with a fixed thickness of the ferromagnetic Co layer. Fig. 2(a)
displayed in the calculated MTP, $\Delta S = S_\perp - S_\parallel$, in the three systems [Eq. 2 and lhs of Eq. 7], while panel (b) of the figure shows, from left to right for each $M$, the calculated energy-dependent AMR, $\Delta T(E) = T_\perp(E) - T_\parallel(E)$ [Eq. 1 and the integrand of the rhs of Eq. 7]. In addition, the different slopes of $\Delta T(E)$ around the Fermi energy (taken as reference) are highlighted as guide for the eyes in Fig. 2(b).

As seen in Fig. 2(a), Pt/Co/Pt and Cu/Co/Cu systems are characterised by rather large MTP values, in the order of few tenths of $\mu$V/K, negative for Cu and positive for Pt. These values of $\Delta S(T)$ need to be compared with the calculated Seebeck coefficients for the respective systems (not shown here), which lie in the range of $-5$ $\mu$V/K (in Cu/Co/Cu) and $\pm 1$ $\mu$V/K (in Pd/Co/Pd and Pt/Co/Pt). This effectively corresponds to an MTP response as high as $\sim 35$ % for the Pt/Co/Pt system. In contrast, the highest calculated AMR, found for the same heterostructure, does not exceed $2$ % [note the multiplicative factor 100 in Fig. 2(b)], at typical values for $T(E)$ in the order of unity. In other words, using the MTP effect as a basis for a spin read-out Dirac device might be more efficient than through a conventional AMR element.

The Pd-based heterostructure stands out through its extremely small anisotropic MTP effect, as compared to the other two non-magnetic metals. This behaviour might appear counter-intuitive at a first glance, since the SOC increases as going downwards in the periodic table, 3d $\rightarrow$ 4d $\rightarrow$ 5d. One notes, on the other hand, that the AMR does follow the expected trend, with $\Delta T(E)$ increasing along the series Cu-Pd-Pt.

This apparent disagreement with what an educated guess might suggest can be relatively easily understood on the basis of the established link between the MTP and the AMR expressed by Eq. 7. It becomes clear that both sign and magnitude of the calculated MTP correlate with the slope of $\Delta T(E)$ around the Fermi energy [highlighted in Fig. 2(b)], which is nothing else but the expected result from Eq. 7: since the integrand contains the product $\langle \partial E f_0 \rangle (E - E_F) \Delta T(E)$ with $\partial E f_0$ of even and $(E - E_F)$ of odd symmetry with respect to $E_F$, the integral is zero for $\Delta T(E)$ even, being maximised by
an as asymmetric as possible AMR. This analysis answers the two issues raised above:
(i) numerical results confirm that the MTP-AMR connection expressed by Eq. 7 is quite
general; and (ii) a large AMR is not alone a sufficient ingredient to ensure a maximum
MTP signal. Indeed, as evidenced by the comparison of the $\Delta T(E)$ profiles for Pd/Co/Pd
and Pt/Co/Pt in Fig. 2(b), the two systems differ less in the magnitude of the AMR as in
its energy dependence around the Fermi energy $E_F$. In conclusion, we have shown, for a
series of heterostructures containing a ferromagnetic layer in a trilayer configuration with
non-magnetic leads, a general recipe to enhance the MTP. This may in principle enable
the implementation of efficient spin read-out thermoelectric devices based on a single fer-
romagnetic layer, with significant technological advantages over the, often very complex,
multilayer spin valves.
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Condensed Matter
In principle, “condensed matter” includes fluids as well as crystalline or amorphous solids, from “hard matter” (e.g. metals, semiconductors, insulators such as oxides and silicates) to “soft matter” (e.g. colloids, polymers, cell membranes, etc.) The latter systems are mostly dealt with in other chapters of this book (see the chapters on Computational Soft Matter Science as well as Computational Biology and Biophysics). Condensed Matter also provides the foundation of Materials Science, and studies focusing on applications of condensed matter systems typically can be found in the chapter on Materials Science, although there is certainly no sharp dividing line between these fields; e.g., the original results on atomic size contacts between aluminium nanotips (Fig. 1 of the article by M. Beck et al.) can be found in the journal Nature Nanotechnology and hence can be considered as “Materials Science” as well.

In the present chapter the focus is on condensed matter systems in restricted geometry and in nanoscopic confinement. The article by M. Beck et al. deals mostly with transport phenomena in nanosystems, although structure formation processes such as spinodal decomposition of liquids also is studied by hydrodynamic simulations. Related methods are even applied to magnetohydrodynamic phenomena in astrophysics. Thus the scope of this article ranges from the scale of single-atom wide “wires” (a problem studied in close collaboration with experimentalists) to the scale of objects in the universe. Complementary to the wide range of physics problems, also a great variety of different simulations methods and codes is used.

M. Raczkowski et al. describe a study of a system in between one and two spatial dimensions, namely weakly coupled Hubbard chains, applying Quantum Monte Carlo methods. For the understanding of strong electronic correlations, the Hubbard Hamiltonian is the “fruitfly model” of condensed matter physics: it describes the competition between the hopping of electrons (localised at lattice sites) from site to site and Coulomb on-site repulsion. Binding of particle hole pairs from neighbouring chains near half-filling (one electron per site) generates a finite interchain magnetic interaction, and may induce the onset of a symmetry-broken phase. One very interesting effect, demonstrated in the present study, is the confinement of magnetic quasiparticles, the so-called “spinons”, in the zero temperature limit. However, at nonzero temperature a crossover takes place, charge fluctuations take over, which in principle show up in optical spectra.

Optical spectra of nanoscopic systems are also treated in the article by M. Rohlfing, but the approach taken is completely different. Two touching carbon nanotubes are studied by many-body perturbation theory methods, i.e. the local density approximation for electronic structure calculations is extended in terms of a quasiparticle Hamiltonian for the exciton (electron + hole quasiparticle). But the resulting Bethe-Salpeter equation is approximated in terms of a perturbative treatment. A crucial aspect for the spectral shifts is that the
full screened Coulomb interaction (being inhomogeneous, anisotropic, and non-local!) is accounted for. By these methods, it is shown that the shift in the optical spectra of two aligned touching carbon nanotubes is very sensitive to their spatial shift, and since the latter is hard to control experimentally, this shift of optical spectra due to the admixture of charge-transfer configurations is probably irrelevant in practice, unlike the case of graphite, where the spectrum involves a large number of electronic states.

Thus, this chapter provides beautiful examples for the wide range of topics in condensed matter physics that today can be addressed with elaborate simulation methods on modern supercomputers, and shows that impressive progress in the understanding of the properties of these systems is gained.
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Computer simulations by members of the NIC-project HMZ07 are reviewed. Structural and transport properties have been investigated in atomic wires by Molecular Dynamics and electronic transport methods and in model colloids by Brownian Dynamics. Nano-alloys and nano-resonators have been analysed by Molecular Dynamics and path integral Monte Carlo. Spinodal decomposition and domain growth of liquid-vapour systems and galaxy magnetism have been studied by hydrodynamics simulations, and nucleation phenomena in lattice systems by rare event methods.

1 Introduction

Nanostructures and colloidal systems in reduced geometry and external fields have become an interesting research domain in the last years, and in this field, computer simulation studies have contributed many important results. Here we review results obtained in our NIC project HMZ07 and present recent results.

In Sec. 2, we report on the computations of electronic and structural properties of atomic wires. In Sec. 3, the effects of external periodic light fields and driving forces on the structural and dynamical properties of two dimensional colloidal systems, confined in a channel geometry, are analysed by Brownian Dynamics simulations as well as the effect of counterflow on segregation phenomena and the ordering on non-spherical particles in channel geometry. In Sec. 4, the properties of nano-alloys and of nano-resonators in the beam geometry are discussed. Effects of the system size and stretching on the resonator frequencies and damping constants have been computed by Molecular Dynamics, and quantum effects at low temperatures by path integral Monte Carlo. In Sec. 5, hydrodynamics simulations for spinodal decomposition phenomena and galaxy magnetism are presented, and in Sec. 6, results for nucleation phenomena in lattice systems, obtained by rare event methods.

2 Control of Properties of Atomic-Sized Contacts

The potential to construct electronic devices with functional building blocks of atomic size is a major driving force of nanotechnology. When wires are stretched to structures, where only few atoms connect the two ends of the wire, interesting current quantisation phenomena occur. In collaborative work, involving J. C. Cuevas, F. Pauly, E. Scheer, and others, in recent studies we investigated the structural and electronic properties of atomic wires. For the Molecular Dynamics (MD) simulations we used the open source program package
LAMMPS. Within LAMMPS, we employed the Embedded Atom Method (EAM) with the semi-empirical potentials from Sheng et al. to model the interactions between the atoms. To calculate the transport properties of the geometries obtained from the MD simulations, the Landauer-Büttiker formalism was used. We expressed it in terms of Green’s function techniques, as explained in Refs. 7, 4. According to the Landauer formula, the transmission eigenchannels $\tau_i$ are related to the conductance via $G = G_0 \sum_i \tau_i$, where $G_0 = 2e^2/h$ is the quantum of conductance. Conductance histograms for aluminium wires have been compared with experimental data. Further on we used the information of the channels of the individual traces to connect the experimental results with information about atomic configurations. An example is given in Fig. 1, where in (a) one can find the experimental results from the switching process, in (b) a conductance trace with its channel contributions as function of the displacement of the two leads, and in (c) the connected structures which would explain the experimental findings.

With statistics of 100 curves each we compared conductance histograms, Fano factor and thermopower. With this formalism we have also access to other properties like shot noise, Fano factor and thermopower. With statistics of 100 curves each we compared conductance histograms, Fano factor, shot noise and thermopower data with experimental results and supported them further with channel distribution data and atomic configurations. With this, we were able to explain a peak in the variance of the shot noise experiments of Au at about $0.5G_0$. This peak indicates the contribution of more than one channel. Our studies showed low probability appearances of more than one wire in parallel contributing with one channel less than one $G_0$. In Ref. 1 we showed, in agreement with experiments, that both Au and Pt statistically have a non vanishing thermopower while going from big contacts to single atom contacts, but with different sign. We could explain the different sign with the help of energy dependent transmission calculations $\tau(E)$ and the calculation of the local density of states (DOS) in the central region of the contacts.

3 Colloidal Systems

Colloidal particles in two- and three-dimensional micro-channels have been studied by Brownian Dynamics (BD) simulations, where the particle interactions were modelled by dipolar or Yukawa interactions and hard or soft core potentials with particle diameter $\sigma$. 
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for the treatment of the particles excluded volume, and the particle-wall interactions by several methods\textsuperscript{13,14}. Interesting layering phenomena as function of the channel width were detected in two dimensional systems\textsuperscript{8}, in good agreement with experimental studies\textsuperscript{8}, and are predicted for three dimensional systems\textsuperscript{9}. An analysis of the particles diffusion properties in channel direction revealed a non-monotonic crossover from single-file to regular diffusion\textsuperscript{10}, in close agreement with experimental results\textsuperscript{10}.

In a recent study\textsuperscript{11} we examined the effect of a sinusoidal washboard potential on the structure and transport properties of a colloidal system in channel geometry, in order to contribute to the analysis of recent related experimental studies\textsuperscript{15}. In addition to the driving force $F$, an external force, periodic in $x$ direction, was applied: $F_x = F + F_p \sin \left( \frac{2\pi}{\lambda} x \right)$. Here, $F_p$ is the amplitude of the periodic force and $\lambda$ the period length in $x$-direction.

Without a substrate potential, the particle velocity would equal the applied force. With a substrate potential, the mean velocity is clearly reduced compared to the case of a free moving particle. For small forces the motion of the particles is similar to that in a pinned case. At a certain threshold force the particles start to move, and for high forces the velocity slowly merges into the free velocity. For small period lengths, the particles order more in a triangular structure and for large periods $\lambda > 1.5$, a rectangular order can be identified, see Fig. 2. The layering is only suppressed around $\lambda = 1.5$. For small as well as for large period lengths, four layers are well pronounced, for $\lambda = 0.9$, each second minimum at the boundary is occupied by a particle. For $\lambda = 2.1$, a very strong increase in the mobility at low forces occurs. This is due to very mobile boundary particles that are located between two minima. These topological defects are localised on a few particles around the extra particle and are the so-called “kink” solitons, as known from the Frenkel-Kontorova model.

The effect of counterflow in model colloids has been investigated as well by BD methods: (a) In a recent study\textsuperscript{12}, segregation phenomena of particles driven in opposite directions have been studied. The particles interacted via a repulsive potential and were confined in three-dimensional hard-walled pipes with quadratic cross sections. In a systematic finite-size study, the pipe length was varied. Ordering on finite length scales was found, but global segregation seems to vanish for infinite channel length, as it was recently found for lane formation in two dimensions. As an additional effect of the finite hard-walled boundary conditions, interface vibrations and longitudinal demixing were found. (b) In another study\textsuperscript{16}, we considered channels with radial symmetry. The particles were confined in a hollow cylinder with inner radius $R_{\text{min}}$, outer radius $R_{\text{max}}$ and height $H$ with quadratic cross section (Fig. 2(b) $R_{\text{max}} - R_{\text{min}} = H = 9.5$). The two particles types were driven against each other by a radial force $F = F_{\text{max}} (R/R_{\text{max}})$, acting on each particle in such a way, that the particles moved with a constant angular velocity. At a force of about $F_{\text{max}} = 60$ the particles segregated into an inner ring and an outer ring of one particle type, moving in opposite directions (see Fig. 2(b)).

In a recent study, we investigated the layering behaviour of hard spherocylinders in channel geometry\textsuperscript{17}. The spherocylinders interacted by the Kihara potential\textsuperscript{18} and were confined by soft walls. A strong effect of the channel width on the particles ordering (see Fig. 2(c)) and their dynamics was found, similar to previous findings for spherical particles. Detailed further investigations of structural and dynamical properties of mixtures with spherical particles and of finite site effects are planned by a variation of aspect ratios and channel widths, in order to achieve a better understanding of the ordering effect of the confinement on structural and dynamical properties of such systems.
Figure 2. (a) Snapshots of the equilibrium positions for different period lengths ($\lambda=0.7, 0.9, 1.1, 1.3, 1.5, 1.7, 1.9, 2.1$ from top to bottom) on the colour-coded substrate potential (bright, maximum; dark, minimum). Red ellipses, kinks; blue ellipses, antikinks. (b) Snapshot of ordered oppositely driven particle on a ring geometry. (c) Typical configurations for spherocylinders with aspect ratio 5 for various channel wall distances $L_y$.

4 Nano-Alloys and Nano-Resonators

Due to their remarkable mechanical properties upon loading followed by heating [“shape memory effect” (SME)] and vice versa [“superelasticity” (SE)], shape memory alloys (SMAs) are widely applied these days in diverse macroscopic engineering devices\textsuperscript{19}. Microscopically, these effects result from the martensitic phase transformation between crystal structures of different symmetries, and from the formation of differently oriented variants of the low-temperature ground state phase (“martensite”).

In our project, atomistic simulation methods (Molecular Dynamics) have been developed and utilised to compute the phase diagram of NiTi\textsuperscript{20} and FeNi alloys, the effect of the system size on the transition temperature in nano-scale systems\textsuperscript{21}, and a full thermodynamic cycle of a temperature driven nano-motor\textsuperscript{22}. The phase transition temperatures for Ni$_{50}$Ti$_{50}$ obtained in our studies were in excellent agreement with the experimental data.

The properties of nano-beam resonators have attained much attention recently\textsuperscript{23}, due to their experimental realisation and the investigation of their properties at sub micro-metre length scales\textsuperscript{24} accompanied by analytical approximations and computer simulations\textsuperscript{25,26}.

The experimentally studied systems typically show a temporal decay of the oscillation amplitude. Here we report on results of systematic atomistic MD simulations of the dynamical properties of oscillating resonators of various geometries at the nanometre length scale.
for various temperatures, under the influence of external stresses, and with local vacancies, using the program SEEVN, developed in our project\textsuperscript{27}, or by the package LAMMPS\textsuperscript{5}.

Since we are interested in general properties of beam resonator systems, we studied and compared the properties of three systems: Si, SiN, and NiTi, accompanied by studies of systems with simple Lennard-Jones interactions. Our systems are modelled by well tested interaction potentials\textsuperscript{28, 29, 25}.

In our studies\textsuperscript{27}, we have found interesting structural properties, like a 2x1 dimer surface- and an edge-reconstruction in Si nano-beams, as well as interesting dynamical properties, which are qualitatively similar in all systems studied, but may vary in magnitude due to the different particle interactions. Typical beam sizes were 10-30 nm in length and 2-4 nm in width corresponding to a few thousand up to several ten thousand atoms. After the initial preparation of the structures, the beams were deflected by applying a force until the maximum deflection was obtained, followed by a free oscillation of the beams\textsuperscript{27}. Whenever thermalisation was required in order to heat the beams to a specific temperature, either an Andersen or a Langevin thermostat was used. The end points of the beam were kept fixed. From the time evolution of the centre of mass coordinates we obtained the oscillation frequency \( f \) and damping coefficient \( \gamma \) either by Fourier transformation or by directly fitting the resulting curve to an exponentially damped oscillation according to 

\[ A \exp(-\gamma t) \sin(2\pi ft - \varphi) + c. \]

Fig. 3 shows the high and low frequency parts of the kinetic energy for a NiTi beam for its first and 150th period of oscillation. The energy of the collective motion decreases significantly and dissipates into the fluctuations of the individual atoms around their local lattice positions of the constituting atoms. Fig. 3 (c) shows histograms of the high frequency part of the x coordinate of an atom in the centre of a NiTi beam for the first (green) and 150th (orange) period of oscillation.
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Figure 3. (a) and (b) High (red) and low (blue) frequency parts of the kinetic energy of a NiTi beam summed over all atoms. (a) first oscillation period. (b) 150th oscillation period (after 3.7 ns of oscillation). (c) Normalised histograms of the high frequency part of the x coordinate of an atom in the centre of a NiTi beam for the first (green) and 150th (orange) period of oscillation.

At the start of the oscillation, the distribution is sharp due to the collective motion. During the oscillations, the distribution broadens, see Fig. 3(c), due to the local energy flow from the collective mode into the fluctuations of the individual atoms around their local lattice positions, which results in an increase of occupied phase space \( \Gamma \) of the single atoms, and therefore an increase in entropy according to \( S \propto \ln \Gamma \). For the collective mode this mechanism results in a damping.
A systematic variation of the system sizes, temperatures and external stresses revealed a strong frequency increase by external stress, e.g., an increase from about 45 GHz to about 62 GHz in Si-beams (with 4x4x60 unit cells) by a 12% stretching of the wire, a decrease of $f$ with increasing temperature, an increase of the damping coefficient with the temperature and a decrease of the damping with increasing stress. The frequency depends on the beam length $L$ nearly as $1/L^2$, in agreement with the Euler-Bernoulli beam theory.

**Quantum effects**

A method for the computation of low temperature materials properties is the path integral

![Figure 4. Internal energy of a 100 atom chain with fixed end points for different Trotter numbers $P$. With increasing Trotter number, the data scale to the quantum limit, resulting in proper low temperature data.](image)

Monte Carlo method, which has been successfully applied to study the low temperature properties of silicates, the effect of external light fields on the phase diagram of quantum disks, and related systems\textsuperscript{31–34}. This method permits a systematic approach to the quantum limit, and thus - by comparison with purely classical simulations - the determination of the Debye temperature in nano-beams and -membranes, which is a goal of our project. Fig. 4 shows the internal energy of a 100 atom long Lennard-Jones chain with fixed end points. At low temperature, the classical linear temperature dependence (for Trotter number $P=1$) results in a wrong low temperature heat capacity, contradicting the third law of thermodynamics. With increasing Trotter number $P$, the results approach the correct low temperature quantum limit, which can be obtained by extrapolation for large $P$. By this method, such qualitative defects of classical computations can be cured. Our results also indicate that the average width of the chain shows characteristic differences.

5 Hydrodynamics Simulations

One goal of our NIC project is to develop a new method for hydrodynamics computations in soft matter systems using a smoothed particle approach as implemented in astrophysical codes (GADGET\textsuperscript{35}). In colloidal dispersions, the solvent often is charged, resulting in
long range forces. In addition, colloidal particles often are (para-) magnetic systems. The treatment of long range forces in continuum simulations has been optimised in codes like GADGET, and we plan to develop these methods further for systems with long range interactions (magnetic fields in galaxies) and to transfer these methods to condensed matter phenomena in systems with long range interactions at a later stage.

**Spinodal decomposition with hydrodynamics**

We successfully applied a modification of the massively parallelised astrophysical Smoothed Particle Hydrodynamics (SPH) code GADGET2 to simulations of spinodal decomposition of liquid-vapour systems\(^36\). The results are in excellent agreement with theoretical predictions for all expected time regimes from the initial growth of “homophase fluctuations” up to the inertial hydrodynamics regime. The numerical approach follows a modern formulation of the SPH method\(^37,38\) with a van der Waals equation of state\(^39\) and thermal conduction\(^40\). The dynamics and thermal evolution of instantaneously temperature-quenched systems are investigated. Therefore, we used a simple scaling thermostat that allows thermal fluctuations at a constant predicted mean temperature. Therefore the scaling approach is implemented in the way, that the new particle temperatures \(\tilde{T}_i\) are given by \(\tilde{T}_i = T_i \cdot (T_0/T)\), where \(\tilde{T}\) and \(T_0\) are the mean and initial temperature, respectively.

We found that the initial stage spinodal decomposition is strongly affected by the temperature field. The separated phases react on density changes with a change in temperature. Although, the thermal conduction acts very slowly, thermal deviations are eventually compensated. The domain growth in the late stage of demixing is found to be rather unaffected by thermal fluctuations. We observe a transition from the Lifshitz-Slyozov growth rate with \(1/3\) exponent to the inertial hydrodynamics regime with a rate of \(2/3\), only excepted from simulations near the critical point where the liquid droplets are observed to nucleate directly in a spherical shape. A comparison of cross section slices of simulations with and without thermostat is shown in Fig. 5. The transition between the growth regimes when the thermostat is applied has been studied by simulations with several initial temperatures and is found to occur earlier for higher initial temperatures. We explain this time dependency with the phase interfaces that become more diffuse and
overlap with approaching the critical point. A prolonging behaviour of the demixing process is observed and also expected to depend on temperature. It is further found that the observations can excellently explain the growth behaviour for pure nonisothermal simulations that are performed without thermostat.

Magnetohydrodynamics simulations
Magnetic fields are an important property of virtually every astrophysical system. Thereby cooperative work between radio observations and theoretical work based on computer simulation plays an important role and is needed to constrain e.g. galactic magnetic fields and the physical processes responsible for its creation. We successfully applied the simulation code GADGET on a variety of astrophysical scenarios (e.g. star formation\textsuperscript{41}, protostellar outflow\textsuperscript{41} and galaxy dynamics and interaction\textsuperscript{42-44}). Many details concerning the influence of magnetic fields are still left to be explored due to the intrinsic complexity associated with the treatment of magnetohydrodynamics in numerical simulations. Detailed knowledge of the structure of our Galaxy from modelling and simulation is crucial for a variety of astrophysical questions, e.g. Ref. 45. For our simulations of the (gas) dynamics and their interplay with magnetic fields in galaxies we use the development version of GADGET\textsuperscript{35}, GADGET-3. Thereby, a state-of-the-art SPH formulation with improved accuracy for simulations of galaxies and the large-scale structure is used\textsuperscript{46}. In order to investigate magnetic fields the smoothed particle magnetohydrodynamics implementation of Ref. 47 is used, and in a recent study\textsuperscript{48} we investigated the small scale magnetic field of our own Galaxy, the Milky Way.

6 Nucleation Studies

![Figure 6](image)

Figure 6. Free energy as function of the two component Potts model with cluster size $N_m$ and crystallinity ratio $\chi$ for three temperatures: $k_B T = 0.6$ (left), $k_B T = 0.7$ (middle), $k_B T = 0.8$ (right)\textsuperscript{55}.

Based on Refs. 49, 51, 52, metadynamics\textsuperscript{53}, transition path sampling\textsuperscript{50} and transition interface sampling\textsuperscript{54} techniques have been used in a recent study\textsuperscript{55}, to compute structures of critical nuclei and nucleation rates in Ising and Potts models. As described in Ref. 49, at a temperature below the roughening transition, the critical nuclei in the Ising system have a rough and non-spherical structure. The novel application of metadynamics to the nucleation scenario in the Ising model\textsuperscript{55} gave easy access to the free energy. Further application of the transition path ensemble\textsuperscript{50} and transition interface sampling\textsuperscript{54} methods were used to
compute nucleation rates\textsuperscript{55}. The methods developed for the nucleation studies in the Ising model are transferred to the Potts model in our project. Nucleation phenomena based on a Potts model description have been studied in Refs. 51, 52. In a two component system with solvent and solute particles, lattice sites are occupied by one particle type with one of 24 possible orientations in a three dimensional cubic system. The Hamiltonian is given by Ref. 51: 
\[
H = - \sum_{k=1}^{2} \left[ \sum_{\langle i,j \rangle} \left[ \delta_{m(i),k} \delta_{m(j),k} \left( G_k + \delta_{s(i),s(j)} A_k \right) \right] \right]
\]
Here, \( \langle i,j \rangle \) is the nearest neighbour summation convention, \( m(i) \) is the particle type (1 or 2) and \( s(i) \) the orientation of a particle at lattice site \( i \), and \( A_k \) and \( G_k \) control the freezing points and solubilities of both components. In order to compare our results with Ref. 51, the values are chosen as \( G_1 = G_2 = 1, A_1 = 1, A_2 = 0 \). In a recent study\textsuperscript{55}, we could show that metadynamics can be easily applied to the nucleation scenario. The resulting free energy as a function of the particle number \( N_m \) of the largest cluster of the same component and of the number \( N_s \) of of particles with the same orientation \( s \) in this cluster, or the crystallinity ratio \( \chi = N_s/N_m \), shows interesting features for different temperatures, see Fig. 6. For high temperatures, the nucleation can be described by an amorphous cluster growth (Fig. 6 (middle and right)), whereas at low temperature (Fig. 6(left)), first the cluster crystallises and then grows. These two different scenarios beautifully mirror the different experimentally observed nucleation and growth pathways, namely on the one hand via amorphous precursors versus on the other hand classical critical nuclei\textsuperscript{56}.
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The research carried out in this project aims to exactly solve models of correlated electron systems with large-scale fermion quantum Monte Carlo simulations. The goal is to understand the emergent many-body phenomena and critical behaviour. We will first provide an overview of themes and then concentrate on the so-called dimensional crossover phenomena. In this domain, we were able to provide dynamical information about the confinement of fractionalised spinon excitations in weakly coupled Hubbard chains. Such calculations are relevant for the understanding of neutron scattering experiments on KCuF$_3$. From the technical point of view we are using and developing a number of algorithms, including continuous-time interaction expansion and determinantal quantum Monte Carlo methods.

1 Introduction

Computational approaches to quantum matter play an important role for our understanding of experiments and theoretical models. In recent years, we have witnessed sustained progress both at the algorithmic level as well as in computational power. In some domains, quantum simulations have achieved such a degree of sophistication that they can calibrate experiments. When electronic correlations play an important role, this is possible only for those systems where simple models can account for the experimental setup. Experiments studying transport through a Kondo dot coupled to superconducting leads can be understood to amazing precision with state-of-the-art continuous-time quantum Monte Carlo (QMC) impurity solvers. Advances in QMC simulations of fermions now allow to include long-range Coulomb interactions in model calculations. In the absence of screening – as appropriate for graphene – this is an important step towards realistic modelling. QMC simulations of simplified models are equally important for our understanding of fundamental phenomena such as the electron-phonon interaction, metal-insulator transitions of Dirac fermions, as well as the interplay between topology and interactions. These topics are being actively pursued in our group. In this article we will concentrate on the so-called dimensional crossover, which plays an important role in the understanding of many experiments.

The interplay between interactions and spatial dimensionality is the key to the essential physics of a large number of materials, ranging from high-temperature superconductors to low-dimensional charge-transfer organic salts. Dimensionality also plays a decisive role in phase transitions and critical phenomena in quantum magnets. In three-dimensional (semiclassical) antiferromagnets, the spontaneous breaking of a continuous symmetry below a finite critical temperature is accompanied by gapless Goldstone modes associated with long-wavelength fluctuations of the order parameter. In contrast, quantum
antiferromagnets such as layered or one-dimensional systems do not develop long-range order at finite temperatures. Numerical simulations aimed at understanding how the semi-classical dynamics characteristic of an ordered phase crosses over to the critical dynamics of lower-dimensional quantum-disordered magnets are thus necessary to explain complex excitation spectra of real quasi-one-dimensional magnetic materials.

In the realm of the solid state, controlling dimensionality implies that the thermal energy (or frequency) is larger than the effective coupling which triggers a dimensional crossover. Under those circumstances, there is no coherence between the lower-dimensional units, so that they effectively decouple, and one can thus expect drastic changes in the physical properties of the system. The dimensional crossover is particularly interesting when elementary excitations fractionalise in the lower-dimensional limit\(^\text{13}\). For example, neutron scattering experiments on weakly coupled spin ladders of CaCu\(_2\)O\(_3\) show the two-spinon continuum at frequencies larger than the interchain exchange and their confinement in the higher-dimensional ladder system emerging at lower energies\(^\text{14}\). Another experimental realisation is provided by KCuF\(_3\) which consists of weakly coupled spin-1/2 chains\(^\text{15}\). At high frequencies one observes the two-spinon continuum, signalling free spinons. In the low-frequency limit, pairs of spinons bind to form the Goldstone mode (spin-waves) of the broken-symmetry phase. Intermediate dimensions and short-range quantum magnetism became recently accessible in ultracold atomic gases by tuning optical lattices comprising weakly coupled one-dimensional chains\(^\text{16}\). A variable strength of the interchain coupling allows one to study the impact of a dimensional crossover on antiferromagnetic spin correlations and stimulated a renewed interest in low-dimensional quantum many-body physics\(^\text{17–19}\).

Other systems to explore the interplay between low-dimensional quantum dynamics and electron correlations are quasi-one-dimensional organic Bechgaard-Fabre salts. A rich variety of phenomena in their global temperature-pressure phase diagram has been ascribed to an increase in electronic dimensionality with applied pressure which triggers a metal-insulator transition\(^\text{11}\). Whether the nature of this higher-dimensional metallic phase and its low-energy excitations can be accounted for by a Fermi liquid theory is the key question in the physics of these compounds.

## 2 The Hubbard Model and the Quantum Monte Carlo Method

A simple model of various correlated electron systems is the Hubbard model. It captures the essence of nontrivial phenomena which are due to the interplay between the kinetic and potential energy. In one dimension, the Bethe ansatz solution and the bosonization approach have lead to a thorough understanding of the low-energy physics\(^\text{13}\). In higher dimensions, however, rigorous results are scarce. Thus, it is natural to ask the question how the crossover from one to two or higher dimensions takes place. Such a dimensional crossover can be studied by smoothly increasing the hopping amplitude between the individual one-dimensional Hubbard chains. To this end, we consider the Hubbard model on a square lattice with an anisotropic hopping at half-filling (one electron per site),

\[
H - \mu N = - \sum_{ij,\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow} - \mu \sum_{i,\sigma} n_{i\sigma},
\]  

(1)

\[
\]
with a local Coulomb repulsion $U$ and electron hopping amplitudes: $t_{ij} = t$ on the intra-chain bonds, $t_{ij} = t_\perp$ on the interchain bonds, and $t_{ij} = -t_\perp/4$ between next-nearest-neighbour sites on two adjacent chains. The latter is expected to suppress at least partially the tendency towards the onset of low-temperature symmetry-broken states and opens a possibility to study a transition from the one-dimensional Mott insulator to a higher-dimensional metal. To ensure a half-filled band away from the one-dimensional limit, we adjust the chemical potential $\mu$.

The proper treatment of the dimensional crossover requires non-perturbative techniques to deal with the interchain hopping. This becomes clear by considering a half-filled Hubbard chain with the Mott insulating ground state: if one starts with the Mott fixed point, a metal-insulator transition upon increasing the interchain kinetic energy is certainly a non-perturbative phenomenon since the interchain hopping is an irrelevant perturbation (in the sense of Wilson’s renormalisation group) of the Mott fixed point.

To handle the full complexity of the problem, we use a finite-temperature implementation of the auxiliary-field QMC algorithm (see Ref. 20 and references therein) which allows one to compute the expectation value of an observable $O$ in the grand-canonical ensemble:

$$\langle O \rangle = \frac{\text{Tr}[e^{-\beta(H - \mu N)}O]}{\text{Tr}[e^{-\beta(H - \mu N)}]}.$$  
Equation (2)

It is based on a path integral formulation of the partition function which maps a quantum system in $d$ spatial dimensions onto a $d + 1$-dimensional classical problem with an additional imaginary-time dimension $\beta = 1/T$. The essence of the QMC method is to separate the one-body kinetic term $H_t$ and the two-body Hubbard term $H_U$ with the help of the Trotter decomposition,

$$e^{-\Delta \tau (H_U + H_t)} \simeq e^{-\Delta \tau H_U} e^{-\Delta \tau H_t}.$$  
Equation (3)

A fixed small discretisation of the temporal axis $\Delta \tau$ introduces an overall controlled systematic error of order $(\Delta \tau)^2$. The simulations reviewed in Sec. 3 were performed for lattice sizes up to $20 \times 20$ in the presence of weak frustration and close $(t_\perp/t \lesssim 0.3)$ to the one-dimensional limit. Here, the limiting factor is the onset of the negative sign problem which ultimately leads to an exponential scaling of computer time as a function of system size and inverse temperature $\beta = 1/T$.

3 Selected Results

In this section, we summarise our present understanding of dimensional crossover phenomena in strongly anisotropic correlated electron systems such as weakly coupled one-dimensional Hubbard chains, as it emerges from large-scale QMC simulations$^{17,19}$. From the theoretical point of view, the complexity of a dimensional crossover in coupled Hubbard chains comes from single- and two-particle processes generated by the interchain coupling$^{21}$. On the one hand, the crossover in metallic chains is easily induced by the interchain one-particle hopping process thus replacing the Luttinger liquid behaviour with a conventional Fermi liquid metal$^{22}$. On the other hand, the Mott gap in a half-filled band makes the problem more difficult due to the enhanced relevance of two-particle fluctuations: binding of particle-hole pairs from neighbouring chains generates a finite interchain...
magnetic interaction $J_\perp$ and may induce an onset of the broken-symmetry phase\cite{23}. In contrast, when the single-particle tunnelling $t_\perp$ overcomes the magnetic coupling $J_\perp$, it drives a metal-insulator transition\cite{24–26}.

### 3.1 Spinon Confinement: Dynamics of Weakly Coupled Hubbard Chains

We begin with the two-particle crossover and a dynamical confinement, a phenomenon mostly known from elementary particle physics. Due to the strong interaction, quarks in a hadron are asymptotically free at a shorter distance and never exist as individual particles. Their condensed-matter counterparts, magnetic quasiparticles (spinons), exhibit similar confinement behaviour. Indeed, in the one-dimensional limit, the magnon excitation which one produces by flipping a spin decomposes into two spinons corresponding to domain walls in the antiferromagnetic background. The spinons can move independently along the chain by subsequent spin flips without cost of energy. Since there is a continuum of ways to distribute the momentum $q$ of the spin-flip process among the two spinons, the corresponding magnetic excitation spectrum is continuous (two-spinon continuum).

In the presence of weak interchain interactions, two spinons bind together because their separation would frustrate the interchain bonds. Thus, in analogy with quantum chromodynamics, the interchain interaction plays the role of an attractive potential which grows with the distance between the spinons and confines them back into magnons.

As shown in Fig. 1, lattice QMC simulations allow us to track the evolution of elementary spin excitations upon increasing the coupling between the chains. Our numerical results in the effective zero-temperature limit for the dynamical spin structure factor $S(q,\omega)$ resolve the frequency dependence of the transition from deconfined to confined spinons. In particular, in Fig. 1(b) we identify essentially two frequency regimes dominated by magnetic excitations of different nature: (i) low-frequency magnons, i.e., the Goldstone mode of the broken continuous SU(2) symmetry group, and (ii) intermediate-frequency two-spinon excitations. We interpret this energy-scale separation as follows. Coupling the chains triggers binding of spinons into spin-waves, thereby replacing the low-energy part of the two-spinon continuum depicted in Fig. 1(a). As shown in Fig. 1(b), a simple linear
spin-wave theory with the antiferromagnetically ordered ground state provides quite a good
description of the low-energy part of the magnon spectrum along the \((\pi, \pi) \rightarrow (\pi, 0)\) and
\((0, 0) \rightarrow (0, \pi)\) paths. However, deconfinement of spinons still occurs above a threshold
energy set up by the strength of attractive potential between the spinons. In proximity to
the one-dimensional regime, this potential might be easily overcome, explaining the trans-
fer of spectral weight out of the magnon peak into the two-spinon continuum observed at
higher frequencies. The simultaneous observation of low-energy magnons and high-energy
spinons is a fingerprint of a magnetically ordered phase coexisting with strong quantum
fluctuations brought by reduced dimensionality. Such a dual nature of magnetic excita-
tion spectra has been resolved in the inelastic neutron scattering data on weakly coupled
spin-1/2 chains of KCuF₃.³⁵

3.2 Spin and Charge Dynamics of a Quasi-One-Dimensional Antiferromagnetic
Metal

In Sec. 3.1 we have presented numerical evidence of the change in the nature of spin
excitations on coupling one-dimensional Hubbard chains in the effective zero-temperature
limit, where charge fluctuations can be ignored. Here, we discuss a complementary study
at finite temperatures where charge fluctuations become progressively more important as
a function of the interchain coupling. Consequently, we find the crossover from the one-
dimensional Mott phase – which exhibits spin-charge separation – to a higher-dimensional
antiferromagnetic metal.¹⁹

A response function particularly suitable for investigating transport properties of
anisotropic systems such as weakly coupled Hubbard chains is the frequency- and
polarisation-dependent optical conductivity \(\sigma_\alpha(\omega)\): it allows one to resolve a distinct be-
haviour of the charge dynamics along \([\sigma_\parallel(\omega)]\) or perpendicular \([\sigma_\perp(\omega)]\) to the chains.
Since the dimensionality is experimentally controlled not only by the physical or chemical
pressure, which changes the ratio of interchain to intrachain transfer, but also by the en-
ergy scale used in the measurement, the knowledge of \(\sigma_\alpha(\omega)\) offers a possibility to track
the evolution of remnant aspects of the one-dimensional physics in the high-energy part of
the spectrum.

A dimensional-crossover-driven reconstruction of electronic states as evinced by
frequency-dependent intrachain \([\sigma_\parallel(\omega)]\) and interchain \([\sigma_\perp(\omega)]\) optical conductivities is
shown in Figs. 2(a,b). At our smallest interchain coupling \(t_\perp/t = 0.05\), both optical con-
ductivities display solely a finite-frequency feature, as expected for the one-dimensional
Mott insulating phase with charge confined to the individual chains. Around \(t_\perp/t = 0.15\)
a zero-frequency Drude peak in \(\sigma_\parallel(\omega)\) develops accompanied by a tiny Drude-like weight
in \(\sigma_\perp(\omega)\). Given a nearly \(t_\perp\)-independent position of the finite-frequency absorption and
a strongly reduced zero-frequency weight in \(\sigma_\perp(\omega)\), the system continues to exhibit a sub-
stantial tendency to confine charge carriers. In contrast, a pronounced Drude-like feature
in \(\sigma_\perp(\omega)\) at larger coupling \(t_\perp/t = 0.2\) signals the onset of a higher-dimensional metallic
phase with electronic quasiparticles replacing fractionalised excitations characteristic of
the one-dimensional regime. Interestingly, most of the optical weight does not form a
coherent Drude peak as in a usual Fermi liquid metal, but accumulates at finite frequency
thus signalling unconventional charge dynamics.

In order to elucidate the origin of this unconventional behaviour we examine the mag-
etric excitation spectrum \(S(q, \omega)\) at our largest interchain coupling \(t_\perp/t = 0.3\) shown in
Figure 2. Metal-insulator crossover in weakly coupled one-dimensional Hubbard chains upon increasing the interchain hopping $t_{\perp}$: (a) intrachain $[\sigma_\parallel(\omega)]$ and (b) interchain $[\sigma_\perp(\omega)]$ optical spectra for a $16 \times 16$ lattice at temperature $T = t/20$. From bottom to top: $t_{\perp}/t = 0.05, 0.1, 0.15, 0.2, 0.25$, and $0.3$. Panel (c) shows the magnetic excitation spectrum $S(q, \omega)$ in the metallic phase with short-range antiferromagnetic spin fluctuations at $t_{\perp}/t = 0.3$. Results taken from Ref. 19.

Fig. 2(c). The most striking difference with respect to the one-dimensional regime is a broad dispersive feature along the $(\pi, \pi) \rightarrow (\pi, 0)$ direction. It is a signature of damped antiferromagnetic spin fluctuations (paramagnons) which are not strong enough to gap out the Fermi surface and develop long-range antiferromagnetic order but nevertheless can propagate an appreciable distance. As indicated by their broad spectral width, these paramagnons have a short lifetime due to scattering off mobile charge carriers and merge into a Fermi-liquid-like particle-hole continuum on moving away from $q = (\pi, \pi)$.

4 Conclusions

We presented a large-scale QMC study of a dimensional crossover in weakly coupled one-dimensional Hubbard chains at half-filling. The simulations allow us to study how the exotic one-dimensional physics relates to a more familiar semiclassical picture valid in higher-dimensional systems. In particular, the evolution of the dynamical spin structure factor upon increasing the interchain coupling in the effective zero-temperature limit indicates a change in the nature of elementary spin excitations from a two-spinon continuum to low-energy spin-waves. Furthermore, finite-temperature results provide evidence of the crossover from the one-dimensional Mott phase to a higher-dimensional antiferromagnetic metal. We have placed emphasis on clarifying the nature of this metallic phase and its low-energy excitations. Our simulations provide a deeper understanding of the intricate spin and charge dynamics of low-dimensional correlated electron systems.
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Carbon exists in many forms, including zero-dimensional fullerenes, one-dimensional nanotubes, two-dimensional graphene and three-dimensional graphite and diamond. Electronic and optical spectroscopy are important tools to analyse these structures and their properties. Here we present optical spectra from ab initio many-body perturbation theory for nanotubes and graphite. The data allow to understand details of excited states in these materials. This is of great significance for the interpretation of experimental spectroscopy and for the future manipulation and tuning of optical properties of materials.

1 Introduction

Optical spectroscopy of carbon-based materials is an active field of research, both for fundamental reasons and for practical purposes. On the side of fundamental research, comparison of theoretical and computational results with data from experimental spectroscopy allows to identify general mechanisms of electronic-structure properties inside the material, and may allow to identify materials, defects, dopants, and other details of nanostructured systems. On the side of practical applications, computational spectroscopy might guide experiment in the preselection of materials and systems, to search for new materials and geometries, and to exclude useless systems, before going into the demanding process of sample preparation. Furthermore, theory might demonstrate and elucidate novel mechanisms in the design and control of optical excitations, like e.g. the red-shift tuning of transitions inside a carbon nanotube by touching it with other material (see below).

Internally, optical transitions involve excitons, i.e. coupled excitations of electrons and holes in the material’s band structure. Excitons occur everywhere in semiconducting and insulating materials (crystals and molecules) in any dimension, and their interrelation with photons is at the heart of all optics and optoelectronics, including photovoltaics, photocatalysis and more.

Excitons in carbon nanotubes (CNT) and in graphite and graphene have become a highly active research field, providing deep insight in light-matter interaction in carbon-based materials. In addition to the optical spectra of single CNT or a single sheet of graphene, their modification by interaction with the environment constitutes an interesting field of research. In the case of nanotubes, characteristic measurements were performed, e.g., on CNT in nitrogen atmosphere and on pairs of CNT, with two CNT running along each other. In both cases, a red-shift of the optical transitions to lower excitation energy was observed. In the case of graphene, the excitations inside one sheet start to interact with each other when graphene sheets are stacked to form graphite, followed by spectral changes. Here we take these observations as a motivation for a theoretical study to elucidate the physical mechanisms of spectral shifts. There are two mechanisms involved. On the one hand, the incorporation of additional polarisability (e.g., from a neighbouring nanotube or from the additional graphene sheets inside graphite) cause redshifts of the
optical excitations. On the other hand, there are exciplex contributions that do not occur in a single nanotube or graphene sheet. An exciplex (or charge-transfer) configuration consists of an electron and a hole on different components of the system, i.e., on the two nanotubes in a nanotube pair or on neighbouring sheets in graphite. The admixture of these configurations also lowers the excitation energy, but requires perfect coherence of the quantum-mechanical degrees of freedom. This is in fact given in graphite, but difficult to achieve in two adjacent nanotubes that might be slightly rotated or shifted relative to each other and may not even have the same chirality. Therefore we consider this second mechanism as relevant for graphite, but not for a pair of nanotubes in which the polarisability effect is the only significant effect of spectral shifts. We investigate all issues within many-body perturbation theory (MBPT), notably by employing the GW approximation and the Bethe-Salpeter equation (BSE), which has become the standard approach for describing CNT excitons and has also been employed for graphene and graphite.

2 Theory

In this section we briefly discuss the computational method used in this work. For a more extended discussion we refer the reader to Ref. 14.

Ab initio quasiparticle (QP) band structures result from the electron self-energy operator \( \Sigma(E) \). The state-of-the-art approach to \( \Sigma \) is given by Hedin’s GW approximation, which is usually evaluated and employed on top of an underlying density-functional theory (DFT) calculation. The typical procedure employs DFT data to generate the single-particle Green function \( G \) and the screened interaction \( W \) (usually within the random-phase approximation). Thereafter, the resulting self-energy operator \( \Sigma = iG_1W \) replaces the DFT exchange-correlation potential, \( V_{xc} \), arriving at a QP Hamiltonian of

\[
\hat{H}^{QP} := \hat{H}^{DFT} + iG_1W - V_{xc}.
\]

Eq. 1 yields quasiparticle (QP) states \( |m, k\rangle \) and related band-structure energies \( E_{m,k} \).

Based on the QP states and energies correlated electron-hole states

\[
|S\rangle = \sum_{k} \sum_{v} \sum_{c} A_{vck}^{S} |v, k\rangle |c, k + Q\rangle
\]

are considered as linear combinations of interband transitions between valence band \( v \) and conduction band \( c \) at wave vector \( k \). In here, \( Q \) is the total momentum of the electron-hole state which, in optical processes, corresponds to the momentum of the involved photon.

The ansatz of Eq. 2 leads to the Bethe-Salpeter equation (BSE)

\[
(E_{e,k+Q}^{QP} - E_{e,k}^{QP}) A_{vck}^{S} + \sum_{k'} \sum_{v'} \sum_{c'} \langle vck|K_{eh}|v'c'k'\rangle A_{v'c'k'}^{S} = \Omega_{S} A_{vck}^{S},
\]

with \( E_{m,k} \) being the QP energies from Eq. 1 and \( K_{eh} \) being the electron-hole interaction. The Bethe-Salpeter equation and the nature of the resulting states and spectra has been discussed extensively in the literature.

GW/BSE calculations commonly employ the random-phase approximation for evaluating dielectric screening properties (i.e., the \( W \) in the self-energy operator and the corresponding electron-hole interaction kernel). This procedure is very time consuming. For the
issues addressed in this work, a simplified, perturbative “LDA+GdW” version of MBPT is equally appropriate and much more efficient to evaluate\textsuperscript{14,15}. While being somewhat less accurate (on an absolute energy scale) than a full GW/BSE calculation with RPA dielectric screening, LDA+GdW still fully incorporates all relevant aspects of the screening (atomistic resolution, local-field effects, and non-locality). Our reference calculations within the conventional GW/BSE/RPA approach confirms the applicability of LDA+GdW.

Note that the screened interaction \( W \) depends strongly on the environmental conditions due to the long-ranged nature and non-locality of Coulomb-interaction effects. Simply speaking, a charge at position \( r \) causes an electric field at position \( r' \). If there is material at position \( r' \), its electronical polarizability yields an induced charge, which in turn will generate a change of the electric fields at position \( r \) and therefore change the properties of the screened Coulomb interaction \( W \). Via the self energy operator in Eq. 1, \( \Sigma = iG_{1}W \), this long-range mechanism affects the single-particle energy levels at \( r \). Prominent examples include image-potential effects of molecules on metallic substrates.

A red-shift of the (optical) gap due to the spatial vicinity to a polarisable object has often be interpreted as resulting from a weakening of the (GW) self-energy operator: an increase of dielectric screening weakens \( W \), and the gap closes. For a molecule on a metal, this would be just the image-potential effect. Similarly, a blue-shift of excitons due to the spatial vicinity to a polarisable object is sometimes interpreted as resulting from the weakening of \( W \), as well: the attractive electron-hole interaction becomes smaller, and the exciton binding energy is reduced. It is worth to note that both effects (reduction of the fundamental gap and reduction of the electron-hole binding energy) are real, but are (to first order) exactly opposite in size, thus cancelling each other, provided that the additional polarisability is homogeneous (e.g., a simple dielectric background completely given by a dielectric constant).

Non-zero spectral shifts of excitons require that the additional polarisability be inhomogeneous. This is in fact given for many systems, e.g. the additional polarisability from a neighbouring nanotube or from an adjacent graphene sheet in graphite. It should also be noted that in such situations, model approaches like solvent models that are common in quantum chemistry to describe molecules in solution might not be applicable due to the non-locality, inhomogeneity and anisotropy of the additional polarisability. Our MBPT approach, on the other hand, fully accounts for all these effects automatically, without further effort or modelling, since the full \( W \) (being inhomogeneous, anisotropic and non-local) is a key ingredient for the QP energies as well as for the BSE.

### 3 Results for Nanotubes and for Graphite

For illustration we briefly discuss prototypical results for the optical spectrum of two examples of carbon-based materials, i.e. a semiconducting carbon nanotube and graphite. Carbon nanotubes are formed from a single sheet of graphene (i.e., one monolayer of graphite material) which is rolled into a tube. Depending on the geometrical details (in particular, the chirality), the tubes are metallic or semiconducting. In particular the semiconducting carbon nanotubes show one-dimensional semiconductor physics, i.e. a one-dimensional band structure with a fundamental gap and the formation of excitons across the gap. The corresponding optical transitions start at energies of around 1 eV and above, with a trend to shift to lower energies for tubes of larger diameter\textsuperscript{8}.  

---

251
Figure 1. (a) Optical spectrum of a single (8,0) carbon nanotube. The dashed line shows the spectrum of the tube in vacuum. The solid line shows the spectrum in the vicinity of a second nanotube at van der Waals distance. The second nanotube runs along the first one and contributes environment polarisability, only. In all cases the orientation of the electric field vector is along the nanotube. (b) Charge distribution $\Delta \rho^{[\text{Exc}]}(\mathbf{r}) := \rho_{v}(\mathbf{r}) - \rho_{c}(\mathbf{r})$ of exciton D from panel a (blue: negative charge, red: positive charge). (c) Induced charge distribution on the other CNT (blue: negative charge, red: positive charge).

Optical spectra for an individual (8,0) CNT are shown in Fig. 1a (upper panel). The first four optically active excitations are found at 1.55 eV, 2.18 eV, 2.33 eV, and at 3.01 eV. These results, that were obtained from the simplified LDA+$GdW$ approach, differ slightly from our full GW/BSE/RPA reference calculation, which yields 1.60 eV, 2.05 eV, 2.42 eV and 3.16 eV for the four peaks. A previous GW/BSE/RPA calculation\textsuperscript{10} yielded 1.55 eV and 1.80 eV in comparison with experimental data of 1.60 eV and 1.88 eV\textsuperscript{1,2}. The slight deviations of our LDA+$GdW$ data result from the approximations involved and from the employment of a model screening.

Starting from the dashed-line spectra of Fig. 1, we now include in the screening the polarisability of another nanotube. In experimental situations the two nanotubes stick to each other due to attractive van der Waals interaction, which makes them lie side by side. If more tubes are involved this would finally result in a bundle. Here we focus on just two nanotubes, both of which are supposed to be (8,0) tubes. The solid line in Fig. 1 shows the effect on a (8,0) CNT when another (8,0) tube is attached to it (at a distance of 3.15 Å). All peaks are redshifted to lower excitation energy. Note that the redshifts are significantly smaller than the reduction of the fundamental gap and of the exciton binding energy (both $\sim$0.3 eV). Both effects largely cancel each other (provided that they are described on equal footing, as in our present realisation of MBPT), yielding only a small net effect of a few meV. Our full GW/BSE/RPA reference calculation yields the same redshifts to within 10 meV.
Figure 2. Effect of electronic coupling between two (8,0) CNT on their spectra. (a) The two CNT run along each other, with no spatial shift between their unit cells. (b) The two CNT are shifted relative to each other (along their axis) by 2.1 Å (i.e., one half of their lattice constant). In both panels the dashed curve indicates the spectrum of a single CNT in vacuum (cf. Fig. 1).

The redshift results from the polarisation of CNT 2 when an exciton on CNT 1 is excited. As illustration, Fig. 1 b shows the change of electronic charge \( \Delta \rho^{\text{Exc}}(r) := \rho_v(r) - \rho_c(r) \) when exciton D is excited on CNT 1. Since the conduction (c) states are closer to the vacuum level than the valence (v) states, the former extend farther into the vacuum, causing \( \Delta \rho(r) \) to be slightly positive inside CNT 1 and slightly negative outside. This slight inhomogeneous charge distribution of the exciton leads to a polarisation of the material nearby (here: CNT 2), as shown in Fig. 1 c [induced charge density \( \Delta \rho^{\text{ind}}(r) \)]. The interaction between \( \Delta \rho^{\text{Exc}}(r) \) and \( \Delta \rho^{\text{ind}}(r) \) finally redshifts the excitation.

Note that such effects are particularly important if \( \Delta \rho^{\text{Exc}}(r) \) is non-zero at such positions \( r \) where system 2 has high charge susceptibility (caused by its own electronic structure) and inhomogeneity. This is mostly the case at distances of about 1-3 Å from the nuclei of system 2. Here system 2 can be polarised by \( \Delta \rho^{\text{Exc}}(r) \) even if it carries no dipole. For any exciton, \( \Delta \rho^{\text{Exc}}(r) \) must be non-zero somewhere (if not simply for the above-mentioned argument that electrons extend farther into vacuum than holes). The effect described here should thus be of widespread relevance.

In addition to the influence of environmental polarisability, as discussed above, another effect occurs between two touching CNT: the admixture of exciplex (or charge-transfer) configurations to the excitons. For a single tube in vacuum, the electron and the hole have to reside on just the one CNT. For two touching CNT, there are configurations in which the electron is on one CNT and the electron on the other (and vice versa). Simple considerations from second-order perturbation theory indicate that this extension of the configurational space yields an energetic downshift of all excited states, i.e. red-shift trends. This is confirmed by our results shown in Fig. 2 which exhibits the spectrum of a pair of CNT (solid line) in comparison to the spectrum of a single CNT (dashed line). However, this effect of exciplex admixture depends very sensitively on geometric details of the interface. For example, a sliding shift of 2.1 Å (i.e., half a lattice constant) of one tube relative to the
other completely changes the redshifts (while still being small), as shown by the difference between the two spectra in Fig. 2 a and b. Similar sensitivity was observed for rotations of the CNT around its axes, even for smallest angles\(^8\). Apparently, imperfect coherence between the electronic (or hole) orbitals of the two components causes uncontrollable scattering of the redshift (while, however, always being negative). Further “chaotic” behaviour of these effects can be expected if the two CNT have different chirality, as in experimental situations. Therefore we conclude that the exciplex admixture is not relevant for CNT, while the environmental polarisability effects is found to be very stable against geometrical details\(^8\).

The situation in graphite, while being composed of the same graphene sheets from which the nanotubes are formed, is nonetheless significantly different. In particular, the graphene sheets are flat instead of rolled up, and the stacking of the sheets adds three-dimensional character to the material. As a consequence of the different structure, graphite has no fundamental band gap. The optical spectrum can, however, again fully be described by GW-BSE\(^{18-23}\), with self-energy effects and electron-hole attraction similar to semiconductors, as demonstrated by Yang \textit{et al.}\(^{23}\). Within LDA+GdW we obtain a spectrum (see Fig. 3) in good agreement with the GW-BSE study by Yang \textit{et al.}, with a maximum at 4.30 eV (4.50 eV in GW-BSE\(^{23}\)) which is 0.32 eV lower than in the free interband spectrum (0.27 eV in GW-BSE\(^{23}\)) due to electron-hole attraction. Here we focus on the dependence of the spectrum and of the contributing excitons on the lattice constants \(a\) and \(c\) around the experimental equilibrium of \(a_0 = 2.45 \text{ Å}\) and \(c_0 = 6.71 \text{ Å}\). Fig. 3 shows the LDA+GdW optical spectrum for various combinations of \(a\) and \(c\). For increasing \(c\) the peak near 4.3 eV shifts to higher energies (by about 0.3 eV/Å). The spectrum (including the peak at 4.3 eV) is formed from a large number of resonant rather than bound excitonic states. Changes

\[\varepsilon_2(E)\]

Figure 3. Imaginary part of the dielectric function of graphite, calculated for various values for \(a\) and \(c\). Experimental data from Ref. 17.
in the spectrum do not only result from changes in the excitation energy of each exciton, but also from changes in their optical dipole strength. Between 1 eV and 2 eV, for instance, the spectrum seems to be shifted towards lower energy for increasing $c$. A closer analysis of our data, however, shows that each exciton is rather shifted towards higher energy for increasing $c$. Note that for the graphite case, both the environmental polarisability effect and the admixture of exciplex configurations contribute to the above mentioned spectral shifts. Different from the case of two touching CNT, neighbouring sheets in graphite form a perfect match and allow for wave-function coherence over large distances, thus forming the perfect phase-matching conditions for electrons and holes which is necessary for redshifts from charge-transfer configurations.

4 Summary

In conclusion, we have shown that electronic polarisability of neighbouring systems can redshift exciton states of carbon nanotubes. Here the exciton’s charge-density distribution induces charge density in the neighbouring system. This mechanism is particularly effective when the excited system is very close to the neighbouring system, e.g. at physisorption distance. This should be relevant not only for carbon nanotubes (which were taken as an example in the present study), but also for other molecules, polymers, etc. in contact with chemically inert systems. In addition to the polarisability effect, electronic coupling between the systems can significantly enhance the redshifts. However, very precise control of the contact structure would be required for electronic coupling, since it depends very sensitively on the atom positions of the two components relative to each other. For two touching CNT, this condition is not given. In contrast, graphite shows such perfect matching between the sheets that electronic coupling is equally relevant. Both systems demonstrate the delicate relationship between structure and spectra of nanoscale systems.
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Soft Matter stands for a huge class of liquids and solids which neither can be described as simple liquids nor as hard solids like typical metals or other inorganic materials. Soft Matter is pervasive and affects our daily life in many respects. As such it includes biological as well as synthetic materials and systems ranging from man made oil and colloidal liquids to biological fluids or from tissue to everyday plastics. It can be made of relatively small molecules interacting with diverse non covalent interactions such as dispersion and electrostatic interactions or hydrogen bonds or of huge macromolecules such as polymers or proteins, where intra-molecular degrees of freedom are decisive for their properties. The dominance of interactions, which are by far weaker than covalent bonds means that the thermal energy $k_B T$, which is about $4.1 \times 10^{-21} J$ and $1/80$ of a covalent bond at room temperature, is the relevant energy scale for these systems, i.e. free energies rather than plain energies are to be considered. As a consequence only the combination of chemically detailed studies combined with analytical theory and simulations of generic, simplified models provide the urgently needed comprehensive understanding of systems and processes. It has been a good tradition at NIC, that both classes of questions and projects are supported. Along this line three contributions are presented in the present volume of the NIC Proceedings.

The first contribution by Guojie Zhang et al. describes a new and powerful approach to generate well equilibrated “computer samples” of dense and semidilute polymer systems. The simulation of large, long chain polymer systems faces a number of obstacles, which even nowadays easily make simulations not only very expensive but often hardly possible. In order to study long time dynamics or phase transitions of polymers the preparation of a good, i.e. well equilibrated starting state is a precondition. However, since the typical relaxation time is proportional to roughly $N^{3.4}$, $N$ being the number of beads per chain, equilibration of standard melts often requires computational times of the order of the whole simulation time itself. Thus it is very desirable to prepare well equilibrated systems from scratch, without being bound to the slow physical dynamics of the melts. Zhang et al. report a new hierarchical method, which makes systematic use of the universality concept and de Gennes’ blob picture. Consequently the total CPU cost for equilibration is only proportional to the total system size. By describing the chains as soft, strongly overlapping blobs it is possible to setup a structural hierarchy of blobs, which eventually allows to introduce the classical bead models. On each level of description only local relaxation is needed. By resorting to the concept of generalised polymerisation index $\bar{N}$, which is based on characteristic chain-chain overlaps, it is possible to generate rather different polymer systems within one equilibration scheme, providing a database for a whole class of systems.
In the second contribution Marcus Müller focuses on nonequilibrium processes in copolymer systems. While equilibrium phases of diblock copolymers have been studied extensively by theory and simulations, a detailed comparison to experiment suffers from the fact that experimental systems often do not reach thermal equilibrium, but are rather trapped in a metastable, long lived state. The state of the system depends on the history of the sample. Exactly this problem is addressed in the contribution by M. Müller. How can one understand development of a specific morphology, to what extent does the resulting metastable morphology depend on the starting state and how can one control or guide the process towards a desired result. For this a highly optimised approach based on the so called soft model interactions is employed. As before polymers can easily cross each other, which significantly speeds up the simulations. As long as the chains are short enough, i.e. entanglements do not play a role, such methods still provide the qualitatively correct dynamics. Two different cases are studied. In the first a block length ratio of $f = 1/4$ is chosen with a bcc like initial state, where the segregated minority part forms the “centre of the particles”. By choosing a compressible version of the model, different compressibilities can be assigned to different blocks. Upon rapid expansion large pressure differences occur leading to a fast system response, which is governed by the competition of relatively slow mass transport and fast conformational distortions. The ratio of both significantly influences the resulting metastable structure. In the second example the initial state is disordered. Then the system is elongated at isochoric conditions and than deeply quenched into the segregation regime for the two blocks ($\chi N = 20$). This leads to a prealignment of the blocks and a preferential orientation of the resulting lamellae. A detailed analysis of the emergent morphologies illustrates the huge potential of steered self assembly.

While the previous two contributions do not explicitly include soft matter solid material interfaces, this is the topic of the studies of Frederic Leroy and Florian Müller-Plathe. For many scientific and technical problems the work of adhesion of the liquid with a solid surface plays an important role. When it comes to coatings or other technological processes such as spin casting the wetting properties of the liquid itself or the solvent are crucial. Usually the related work of adhesion is determined by a balance of surface tensions between the liquid and the surface and the two surface tensions of the solid and the liquid surface. This balance can experimentally be determined by a macroscopic measurement of the contact angle between a droplet and the surface. This, however, is numerically often a rather cumbersome task. Thus the authors develop and exploit a complementary ansatz based on thermodynamic integration. Two versions of that approach are presented, the so called phantom wall method, where the droplet and the surface are slowly separated and the dry-surface method where the attractive liquid surface interaction is slowly turned into a repulsive one. In both cases the thermodynamic work of adhesion is determined by the corresponding thermodynamic integration. The applicability of this direct approach has been shown for the example of water on graphene, where the density of defects in the graphene surface is shown to reduce the surface tension with the water.

Though very different in methodology and topic the three different contributions reveal that the importance of high level computer simulations for soft matter problems and demonstrate that only the combined view on generic and chemistry specific information will provide the necessary comprehensive understanding for further materials developments.
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We review recent progress in developing a hierarchical strategy for modelling homopolymer melts described with microscopic detail. The samples are gradually equilibrated at all length scales, proceeding from long to short wavelengths through sequential backmapping within a hierarchy of coarse-grained (CG) models. The models stem from the same generic concept, mapping macromolecules on chains of soft spheres (blobs). Each of them represents a microscopic subchain with \(N_b\) monomers and their bonded and non-bonded interactions are captured by simple force-fields. The hierarchy of CG models is obtained varying \(N_b\). Melts described with the lowest resolution soft-sphere model are generated by Monte Carlo simulations and are gradually fine-grained into representations of higher resolution. Once \(N_b\) becomes sufficiently small, millions of monomers underlying the soft-sphere melt can be reinserted through short Molecular Dynamics simulations, enabled by parallel computing. Chemically different melts can be grouped into classes according to the degree of overlap of their chains (quantified by the invariant degree of polymerisation). In spirit of Renormalisation Group procedures, we demonstrate that long-wavelength conformational and structural properties of an entire class can be captured through a single generic blob-based description. This “blueprint” has to be established only once and can be hierarchically backmapped to describe different materials within the same class. Focusing on method development, we employ for the microscopic description a generic bead-spring model, which retains key qualitative features of chemistry-specific models. Based on this description, it is demonstrated that the new techniques can straightforwardly equilibrate samples of unprecedented size, containing thousands of chains with degrees of polymerisation that are two orders of magnitude larger than the entanglement length. This achievement opens the way for future studies of molecular-scale mechanisms underlying polymer rheology.

1 Introduction

Understanding the connection between structure, processing, and properties of polymers with computer simulations, often requires their description with microscopic detail. This presents, however, a major challenge due to the broad spectrum of characteristic length- and time-scales that are involved. For instance, polymer molecules are mesoscale objects with characteristic dimensions (e.g. radius of gyration) between 10 and 100 nm, formed by covalently linked monomers with sub-nanometre size. The time-scales associated with chain dynamics range from femtoseconds (bond vibrations) up to milliseconds or seconds (conformational relaxation of entire chains). To bridge the extremities of the scale-spectrum hierarchical modelling strategies are particularly attractive. The studied material is considered on several different levels of resolution, each described by an appropriate model. Above the atomistic level, coarse-grained (CG) models are implemented, representing a group of microscopic degrees of freedom by a single effective interaction centre.
The amount of decimated microscopic particles sets the resolution of the CG model. After the system is equilibrated with the coarser resolution, the degrees of freedom of the next level are reinserted and the configuration is re-equilibrated. The final reinsertion of chemical details may introduce millions of particles. Nevertheless computations remain tractable when parallelised, since fine-graining requires only local sampling.

Due to local relaxation of reinserted degrees of freedom, hierarchical approaches implicitly assume that the long-wavelength structure of the material is accurately reproduced on the crudest level of description. For many polymeric systems, this assumption can be rationalised by considering hierarchical modelling strategies from the standpoint of renormalisation group (RG) method. For macromolecules, the RG approach was pioneered by de Gennes, who treated polymer chains on the basis of sequentially enlarged blocks of microscopic monomers. As the observation scale increases, these renormalisation transformations converge — irrespective of the underlying microscopic structure — to a generic description depending on a few characteristic parameters, also known as “invariants”. In this scope, the universal long-wavelength behaviour can be captured by any model provided that it is projected on the same set of invariants.

Homopolymer melts are one of the simplest examples of polymeric materials. They are liquids of macromolecules derived from one species of monomer, presenting significant interest for industry (e.g. commodity polymers are processed in molten state) and basic polymer physics. For example, melts (alongside with solutions) provided a framework for the first, simple, mean-field-like descriptions of macromolecular behaviour. These arguments lead to the astonishing conclusion (Flory theorem) that in melts excluded volume intra- and inter-molecular interactions compensate each other. Hence, on large scales chain conformations follow the statistics of an ideal random walk. The scaling law $R_e^2 = N b_e^2$, is one of the hallmarks of this statistics, where $R_e^2$ is the mean-square end-to-end distance of the molecule, $N$ the polymerisation degree, and $b_e$ a chemistry-specific coefficient. Hence the number of polymer molecules threading through the volume spanned by a test chain is proportional to $\sqrt{N_e} \equiv \rho R_e^3 / N_e \sim \sqrt{N}$, where $\rho$ is the monomer number density. $N_e$ is the invariant degree of polymerisation, playing a central role in polymer theory. Corrections to Flory’s theorem, demonstrate that the behaviour of simple polymeric systems can be surprisingly complex even for static properties.

The interpretation of dynamics and rheology of molten homopolymers is more challenging. Many of the underlying processes are understood only in the limit of linear response, on the basis of tube theories presenting a mean-field-like approach to polymer dynamics. The collective dynamics of polymer molecules is reduced to the problem of single-chain motion in a transient tube, representing topological constraints (entanglements) imposed on chain dynamics by surrounding chains. Provided that large, equilibrated samples of long homopolymer melts described with atomistic resolution are available, tube theories offer a framework for predicting macroscopic linear rheological behaviour from the underlying microscopic picture. For example, the plateau modulus can be determined as $G_0 = (4/5)\rho k_B T / N_e$. The average number of monomers, $N_e$, between two consecutive topological constraints (entanglement length) can be obtained via, e.g. primitive path analysis. For nonlinear viscoelasticity, extensions of the tube model can account for some experimental observations. The agreement, however, is by far not perfect and understanding nonlinear viscoelasticity remains an open field of research.

Here, we summarise a novel hierarchical strategy which enables the study of struc-
tural, dynamical, and rheological properties by equilibrating melts of unprecedented size and chain-length, described with microscopic detail. The approach represents homopolymer chains as strings of soft spheres \( N_b \) (blobs), each of them corresponding to a subchain of \( N_b \) monomers. The quantity of microscopic monomers “lumped” into each sphere sets the resolution at the given level of the hierarchy. In addition, it determines the degree of sphere/sphere overlap (the “softness” of CG interactions) since the amount of interdigitating \( N_b \)-monomer subchains scales as \( \sqrt{N_b} \). Fine-graining is performed within the sequence of these soft models and microscopic details are efficiently reinserted using high-performance parallel computing, once the resolution becomes sufficiently high. Notably, for different homopolymers with the same \( \bar{N} \) the hierarchy of CG models at crudest resolutions converges to a universal representation, allowing the generation of their equilibrated configurations from a single long-wavelength “blueprint”.

The manuscript is organised as follows. Sec. 2 presents a generic microscopic model for homopolymer melts. Sec. 3 introduces the soft-sphere model. Sec. 4 presents the backmapping strategy placed in Sec. 5 in context of universal representations of homopolymer melts. Sec. 6 provides a short summary.

2 Generic Microscopic Model

Focusing on method development, we employ for the microscopic description of polymer melts a generic bead-spring model, incorporating microscopic features that are crucial for reproducing qualitatively the behaviour of real-life molten polymers, especially regarding dynamics and rheology. These features include hard excluded volume, strong covalent bonds, and high density.

Homopolymer melts are modelled as ensembles of \( n(\gamma) \) linear chains, composed of \( N(\gamma) \) monomers linked by finitely extensible nonlinear elastic (FENE) springs. Chain stiffness is controlled through a standard angular potential. Non-bonded interactions are captured through the repulsive Weeks-Chandler-Andersen (WCA) potential. By varying the number density of the monomers, \( \rho(\gamma) \), and the strength of the angular potential, \( k_B(\gamma) \), the model can mimic chemical diversity. The subscript \( \gamma \) denotes homopolymer “type”, i.e. two homopolymers are of different types if their molecules are unlike in some respect. A standard parameterisation of the model is employed, while all lengths and energies are expressed in units of the characteristic WCA length-scale and thermal energy, \( k_B T \).

Moderately-sized melts are equilibrated with more conventional techniques to provide reference data for parameterising the soft-sphere model and validating hierarchical fine-graining. We implement a configuration-assembly procedure, operating directly on the microscopic scale. Chains with conformations drawn from the distribution expected in the melt are treated as rigid bodies and arranged relaxing excluded volume constraints. Random placement of molecules generates high density fluctuations, leading to significant conformational distortions when recovering excluded volume. Thus the molecular arrangement is optimised through a Monte Carlo (MC) scheme. Then excluded volume can be reintroduced through a slow “push-off”, employing force-capped WCA potentials. During the “push-off”, realised using Molecular Dynamics (MD), chain-deformation is minimised adjusting force capping through a feedback loop.

Recent studies demonstrated that the computational time of the MC optimisation, increases significantly with chain length. Thus, although state-of-art configuration-assembly...
procedures can relax large melts of entangled polymers\textsuperscript{24}, in practice they are more suitable for samples with medium-sized chains, \(N_{(\gamma)} \sim 500\). Postulating conformational properties constitutes a more fundamental limitation, since their estimation is challenging in melts with non-linear molecules and inhomogeneous systems.

3 Drastically Coarse-Grained Blob-Based Models

A CG representation with adjustable resolution is obtained by mapping microscopic polymer molecules on chains of soft spheres, as illustrated in Fig. 1a. The radius \(\sigma\) and the coordinates of the centre of a sphere, match the instantaneous gyration radius and centre-of-mass (COM) of the underlying \(N_b\)-monomer subchain. Each CG chain contains \(N_{\text{CG}}\) blobs linked by simple harmonic bond and angular potentials\textsuperscript{20,21,25}. Fluctuations of \(\sigma\) are controlled\textsuperscript{20,21} by a combination of potentials proposed by Lhuillier\textsuperscript{26} and Flory\textsuperscript{27}. Non-bonded interactions between two spheres are given by a Gaussian potential, corresponding to an overlap of two Gaussian density clouds. Each of them approximates the distribution in space of \(N_b\) monomers underlying the two spheres.

The CG model can be treated with standard MC or MD techniques. However, computational efficiency can be hampered by the large number of interacting neighbours, increasing as \(\sim \sqrt{N_b}\). To avoid neighbour-lists, the non-bonded energy can be equivalently rewritten\textsuperscript{21} as a functional \(H_{\text{nb}} \sim \int d\mathbf{r} (\phi^2(\mathbf{r}) - \psi^2(\mathbf{r}))\). The collective variables \(\phi(\mathbf{r})\) and \(\psi(\mathbf{r})\) are expressed through the Gaussian density clouds of the spheres. The functional is discretised introducing a fine mesh. As illustrated in Fig. 1b, at each grid node the collective variables are calculated from the contributions of all clouds. Thus an MC scheme\textsuperscript{21} can be employed, where energy differences entering the Metropolis criterion are calculated from the changes induced by a MC move to the collective variables on the “lattice background”, avoiding an explicit consideration of pairwise interactions.

To parameterise the soft-sphere model, in reference samples \(N_b\)-monomer subchains are identified to calculate quantifiers of local conformations and liquid structure. Typi-
cal examples are distributions of gyration radii of subchains, distance between COMs of sequential subchains, and angles between vectors connecting COMs of sequential subchains. The parameters then follow from standard structure-based coarse-graining with these quantifiers as an input. After parameterisation, the soft-sphere model can accurately reproduce remaining structural and conformational properties.

4 Backmapping Strategy

The sequential backmapping strategy for creating large samples of high molecular weight polymers is summarised in Fig. 2. Initially a CG melt is equilibrated, each sphere representing a large number of microscopic beads. These configurations are sequentially fine-grained, doubling at every step the resolution. The procedure involves only motion of dumbells, characterised by short relaxation time. The configurations after the last fine-graining step are employed to recover the full microscopic description. Each soft-sphere polymer is replaced by a microscopic bead-spring chain in a matching conformation without non-bonded interactions. This configuration, is subjected to a “push-off” procedure and short re-equilibration. Provided that the melt of the soft-sphere chains, into which the microscopic details are reinserted, corresponds to \( N_b < N_c \) the “push-off” and relaxation require only short MD simulations.

Most steps of hierarchical backmapping are inexpensive computationally. Parallel computations are involved only during “push-off” and re-equilibration. Typical CPU-time demands are illustrated considering \( N_b = 2000 \) melts with thousand chains equilibrated in less than three days, when employing 32 processors during reinsertion of microscopic details. Equilibrating the same systems with configuration-assembly on 32 processors lasts more than ten days, even when utilising the efficient ESPResSo++ package.

Fig. 3 illustrates the equilibration of backmapped samples, comparing structural and conformational properties with their counterparts in a reference melt. It follows from
**Figure 3.** a) Pair-distribution function, $g(r)$, calculated in backmapped (blue line) and reference (orange line) melts ($r_{0}(\gamma) = 1$ and $\rho(\gamma) = 0.85$) with $N_{\gamma} = 1000$. b) Same as left panel but for the intermolecular part of the pair-distribution function, $g_{\text{inter}}(r)$. c) Internal distance plot, $R^{2}(s)/s$, calculated in backmapped melts for three different chain lengths $N_{\gamma} = 1000$, 2000, and 3000 (blue, red, and green lines) and reference systems (orange line) with $N_{\gamma} = 1000$. Similar comparison has been reported in Ref. 18.

Fig. 3a that in backmapped melts the pair-distribution function, $g(r)$, is indistinguishable from the reference data, demonstrating the correct description of microscopic liquid structure. Fig. 3b compares the intermolecular part of the pair-distribution function, $g_{\text{inter}}(r)$, in the same melts against reference data. The match of the curves confirms that the packing of the polymer chains (correlation hole) is also reproduced. The agreement between polymer conformations in backmapped and reference melts is demonstrated in Fig. 3c by the internal distance plot, $R^{2}(s)/s$. Here $R^{2}(s)$ is the mean square distance of intramolecular monomers and $s$ is the difference of their ranking numbers along chain backbone. Within the noise of the data, the curves match very well, which is a significant achievement due to the sensitivity of the internal distance plot to potential distortions of chain shape.

### 5 Universal Long-Wavelength Description of Homopolymer Melts

Coarse-graining polymer melts into ensembles of chains of soft-spheres is similar to a RG procedure. For homopolymer melts with the same $ar{N}_{\gamma}$ (denoted as “class”) this process converges\textsuperscript{19}, increasing $N_{b}$, to a universal long-wavelength representation – an analog of a “fixed point”. For each melt in the same class, this universal long-wavelength representation can be defined introducing a coarse-graining length scale$^{29}$, $\Delta L_{(\gamma)}$, renormalising the microscopic coordinate space as $\tilde{r} = r/\Delta L_{(\gamma)}$. The shortest subchains that are resolved after this coarse-graining operation contain an amount of monomers, $N_{b(\gamma)}$, such that their characteristic size equals $\Delta L_{(\gamma)}$. Thus, (cf. Fig. 4) in the renormalised space all homopolymers are represented as melts of chains of blobs, with the same average diameter equal to unity. In the renormalised blob representation the statistics of the a) distance between the COMs of two sequential blobs and b) angle between two vectors joining the COM of a blob with the COMs of the preceding and the succeeding blob, are universal\textsuperscript{19,25}. Therefore the conformations of CG chains in all homopolymers will be the same, provided that they are represented by the same number of blobs $N_{CG}$. The last requirement can be fulfilled by matching\textsuperscript{19} their coarse-graining scales. In addition, the melts will have the same liquid structure in renormalised space. This follows, first observing\textsuperscript{19} that for same $N_{CG}$ the melts will have an identical degree of polymerisation, $\bar{N}_{b(\gamma)}$, also on the level of
subchains. The connection between mesoscale liquid structure of polymers and invariant degree of polymerisation was predicted by de Gennes. Considering the packing of polymer molecules he demonstrated that the chain density within the volume of a test chain is reduced by a universal factor $1 - \bar{N}^{-1/2}$ (Fig. 3b presents this correlation hole). Similarly, liquid packing of subchains depends in a universal way on $\bar{N}$.

These arguments rely on ideal random walk statistics of polymer conformations predicted by the Flory theorem. The latter was corrected, demonstrating that the volume spanned by a chain exhibits a hierarchy of nested correlation holes of all possible subchains. This introduces weak self-avoidance leading to deviations from the ideal random walk statistics. These deviations, however, diminish increasing $N_b$ and for our practical purposes can be neglected after a certain threshold. The latter can be established monitoring $R^2_b(\bar{N})/N_b(\bar{N})$ as a function of $N_b(\bar{N})$ in reference samples.

The above suggest that homopolymer melts within the same class can be interconverted via the common blob-based description, simplifying their hierarchical equilibration. Namely, one needs to generate the universal CG representation only once, preferably on the basis of the simplest microscopic model with the desired $N(\bar{N})$. For example, “materials

Figure 4. Hierarchical modelling scheme for homopolymer melts with the same invariant degree of polymerisation, $N(\bar{N})$. a) A library sample described with microscopic detail is subjected to coarse-graining (the average blob size is $\Delta L_{(l)}$) and renormalisation of coordinate-space, $r = r/\Delta L_{(l)}$, to obtain b) a universal blob-based blueprint of long-wavelength structure. c) The blueprint is projected on the coordinate space of any other target $\alpha$-type melt of the same class, back-transforming as $r = \Delta L_{(\alpha)}r$. The scales $\Delta L_{(l)}$ and $\Delta L_{(\alpha)}$ are properly matched to ensure the same amount of blobs. d) The blob-based description serves as an input for hierarchical backmapping, delivering e) equilibrated $\alpha$-type melts described with microscopic detail. Adapted from Ref. 19.
genomic” libraries can be developed, containing for each invariant degree of polymerisation a few morphologies which can be easily coarse-grained to define the blob-based “blueprint”. As outlined in Fig. 4, microscopic representations of any class-member can be recovered reinserting chemical details into this common description via the hierarchical backmapping approach\textsuperscript{18}.

The feasibility of this approach is illustrated\textsuperscript{19} considering library samples characterised by $\kappa_{\theta(\alpha)} = 1.5$ and $\rho(\alpha) = 0.85$, covering a broad range of invariant degrees of polymerisation $7.5 \times 10^3 \leq \bar{N}_{(\alpha)} \leq 15 \times 10^3$ which are representative of values encountered in experiments. The library melts were equilibrated through the hierarchical backmapping procedure\textsuperscript{18} of Sec. 4. Configurations of all other systems can be obtained by hierarchically backmapping the blob-based blueprint generated from one of these library melts with the same $\bar{N}_{(\alpha)}$. As an example, we discuss two chemically different systems with $\kappa_{\theta(\alpha)} = 0.75$, $\rho(\alpha) = 0.60$ (melt I) and $\kappa_{\theta(\alpha)} = 0$, $\rho(\alpha) = 0.85$ (melt II). For $N_{(\text{melt I})} = 1500$ and $N_{(\text{melt II})} = 2000$ both melts map on $\bar{N}_{(\alpha)} = 7.5 \times 10^3$ while for $N_{(\text{melt I})} = 3000$ and $N_{(\text{melt II})} = 4000$ they correspond to $\bar{N}_{(\alpha)} = 15 \times 10^3$.

Fig. 5a demonstrates equilibration of melts I and II backmapped from the universal blueprint, presenting their internal distance plots, $R_{(\alpha)}^2(s)/s$, which follow closely their counterparts in \textit{independent} reference simulations. Fig. 5b quantifies the deviation of the plots for $\bar{N}_{(\alpha)} = 15 \times 10^3$, through their relative difference $\Delta C(s) = |C_{(\alpha)} - C_{(\text{ref})}|/C_{(\text{ref})}$. Here $C_{(\alpha)}$ are the internal distance plots in melt I and II while $C_{(\text{ref})}$ is their counterpart in reference samples. It can be observed that the relative difference is at most 2%. Comparing pair correlation functions in backmapped and reference melts confirms\textsuperscript{19} that liquid structure is also correctly reproduced.
6 Concluding Remarks and Outlook

We demonstrated that melts of high molecular weight homopolymers can be efficiently equilibrated employing a novel hierarchical strategy. The method combines low resolution blob-based models capturing accurately long-wavelength properties and fine-graining techniques, allowing for gradual reinsertion of decimated degrees of freedom. Parallel computing is essential for the last stage of fine-graining where short-time sampling of configurational space is required by millions of reinserted microscopic particles. Above certain scales, the blob-based models provide a universal description of an entire class of melts, corresponding to homopolymers with the same invariant degree of polymerisation. This blueprint can be hierarchically backmapped to equilibrate any other class-member. Although a generic bead-spring model was chosen for the microscopic description, we expect that similar backmapping strategies can be developed for chemistry-specific models.
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Using computer simulations of a soft, coarse-grained particle model and numerical self-consistent field calculations, we study the kinetics of self-assembly of lamella-forming block copolymers. The role of non-equilibrium single-chain conformations, conserved densities and dependence of the complex free-energy landscape on the thermodynamic state are highlighted.

1 Introduction

Diblock copolymers are comprised of two, incompatible, flexible polymer blocks that are covalently bonded into linear amphiphilic molecules. The two blocks cannot macroscopically phase separate but, instead, self-assemble into spatially periodic structures whose length scale is dictated by the molecular extension, $R_{e0}$. The equilibrium structure results from an interplay between the free-energy cost of internal $AB$ interfaces and the entropy loss as the molecules stretch to uniformly fill space. Different morphologies are observed as a function of the volume fraction, $f$, of one of the blocks and the incompatibility, $\chi N^{1/2}$.

In experiments, however, the self-assembled structures often do not correspond to the thermodynamic equilibrium state but the kinetics of structure formation becomes trapped in a metastable state – e.g., the self-assembly without external guiding fields results in a finger-print like structure, and protracted annealing procedures using solvents or elevated temperature are required to improve long-range order. Different metastable states can be categorised by their dimensionality: (a) metastable three-dimensional structures like the hexagonally perforated phase, (b) two-dimensional interfaces between grains of structures with the same symmetry but different orientations, or (c) localised defects like edge dislocations in a lamellar (smectic) structure or 5-7 defects in hexagonal structures.

Each of these structures corresponds to a local minimum of the free-energy landscape of the copolymer system, which has been likened to that of glass-forming systems. In order to avoid defect formation or, alternatively, reproducibly direct the self-assembly into a specific metastable morphology, it is important to understand and control the kinetics of structure formation. To this end, one has to explore the complex, rugged free-energy landscape and devise process protocols that reproducibly steer the kinetics of self-assembly. Using two examples I discuss the following questions:

- What are the relevant slow collective variables that describe structure formation?
- What is the free-energy landscape as a functional of these slow variables and how to compute it?
- How can one control the evolution on the free-energy landscape?
2 Rapid-Quench Structure Formation

In the first example, we investigate the structure formation of a compressible $AB$ block copolymer. In the initial, high-pressure state, both segment types, $A$ and $B$, are characterised by the same segmental volume and compressibility. The matrix component $B$ is hardly compressible at all densities but the minority component exhibits a super-critical equation of state at lower densities. The fraction of $A$ segments is $f = 1/4$, and a body-centred array of $A$-spheres is formed in equilibrium at high pressure. Then, the pressure is rapidly reduced, i.e., the system is affinely expanded in the computer simulation of our soft, coarse-grained particle model. Right after the expansion, the density in the $A$-spheres and the $B$ matrix is identical, but the pressure inside the $A$-spheres is much larger. Moreover the molecular conformations are stretched, in particular the long $B$ block, which is comprised of the smaller segments. The system has two possibilities to establish mechanical equilibrium: (1) The pressurised $A$-spheres expand against the low-pressure $B$ matrix, or (2) $A$ segments can evaporate from the spherical $A$ domains. The latter mechanism is facilitated by the tension in the $B$ block that rips the short $A$ fragments out of the $A$ domain into the $B$ matrix. In the simulations we observe that the $A$-spheres not only expand but that the density of $A$ inside the matrix increases, this $A$ excess in the matrix condenses and forms an additional bicontinuous $A$-rich network structure inside the $B$ matrix. Thus a new, metastable morphology is formed: Schoen’s I-WP phase as illustrated in Fig. 1.

In order to assess, how important the stretching of the molecular conformations in the initial state is, we equilibrated the conformations in the expanded state at fixed density distribution by applying a field-theoretic umbrella potential. This procedure corresponds to the basic assumption of self-consistent field theory, which asserts that the molecular conformations are in equilibrium with the instantaneous, non-equilibrium density distribution, i.e. the density is the only slow, collective variable. After removing the field-theoretic umbrella potential, the $A$-spheres only expand, but no additional $A$ network

Figure 2. Minimum free-energy path (MFEP) from an expanded BCC morphology to an I-WP morphology or a BCC morphology ignoring the local conservation of the order parameter. Along the path to the BCC structure a metastable I-WP morphology forms at $s \approx 0.67$. Conserving locally the order-parameter, BCC/C, the MFEP directly passes from the BCC to the expanded BCC structure without additional metastable morphology along the path. The table summarises the finding of the SCMF simulation and MFEP calculations. Adapted from Ref. 6.

We also attempt to describe the structure formation by the minimum free-energy path of the free energy, $F$, as a functional of the slow collective $A$ density, $\phi_A(r)$, alone. The minimum free-energy path (MFEP) is a sequence of structures, $\phi_A(r, s)$, that depends on the continuous contour parameter $0 \leq s \leq 1$ and that is commonly defined by the condition that the thermodynamic force (i.e., gradient of the chemical potential) perpendicular to the MFEP vanishes, i.e., $\left(\frac{\delta F}{\delta \phi_A(r, s)}\right)_{\parallel} = 0$. Using large-scale computer simulations in conjunction with the improved string method, we have computed the MFEP from the affinely deformed BCC structure, and the results are presented in Fig. 2. We observe that the first minimum encountered is the I-WP structure even if we initialise the end-state of the string with the expanded BCC structure. This finding is in contrast to the dynamic SCMF simulation of the kinetics because the free-energy functional does not incorporate information about the non-equilibrium, stretched molecular conformations, and therefore should predict the expanded BCC structure as observed in the simulations with equilibrated chain conformations in the initial state.

This difference can be rationalised as follows: In the kinetic simulations we observed the I-WP structure because the stretched $B$-blocks pull $A$ fragments into the matrix, whereas in the MFEP calculations the $A$ density in the matrix increases along the path because the local conservation of density is not enforced and the evolution along the MFEP rather corresponds to Allen-Cahn instead of Cahn-Hilliard dynamics. Instead, if we require that the composition current perpendicular to the path vanishes – a requirement that
Figure 3. Left: Kinetics of structure formation after a quench of an uniaxial stretched disordered system, $\chi N = 0$, into the lamellar phase $\chi N = 20$. Top views of composition fluctuations are presented where the horizontal axis denotes the stretch direction and the vertical axis the undeformed one. Times, in units of the Rouse time $\tau_R$, are indicated in the key. Right: Time evolution of the structure factor of composition fluctuations, $S_{\text{coll}}(q)$, along the horizontal stretch directions, $y$, and perpendicular to it, $z$. The inset depicts the SCMF simulation data $S_{\text{coll}}(qz)$ on a log-scale to illustrate the exponential growth in the spinodal regime. $S_{\text{coll}}(qy, t = 0)$ is also shown as a line without symbols to demonstrate that the height of the peak of the structure factor in the initial anisotropic Gaussian state does not depend on the direction. Adapted from Ref. 22.

can be formally justified by including the Jacobian of the transformation from the particle coordinates, $\{r\}$, to the collective density, $\phi_A(\mathbf{r})^{11,6,15}$ – the MFEP calculation BCC/C in Fig. 2 predicts the formation of an expanded BCC structure (in accord with the dynamic SCMF simulations).

3 Directing the Morphology by a Step-Like Elongation

The interplay between structure formation of the collective density, $\phi_A(\mathbf{r}, t)$, and the relaxation of the molecular conformation from a highly stretched, non-equilibrium state can be exploited to direct the large-scale orientation of the self-assembled morphology. This strategy is used in technical process like roll-casting\textsuperscript{16–18} or melt-drawing\textsuperscript{19} where experiments observe that the normals of the lamellar stripe structure are preferentially aligned perpendicular to the direction of an uniaxial stretch.

In our dynamic SCMF simulations we mimic this process by (1) equilibrating a polymer film in the disordered state, $\chi N = 0$, (2) affinely elongate the film by a factor $\lambda = 10$ along the horizontal $y$ direction while compressing the film thickness so as to conserve the volume, and then (3) quench the system below the order-disorder transition, $\chi N = 20$. The last step corresponds to the evaporation of solvent after the step-wise elongation or the heating of the specimen above the glass transition temperature. The subsequent kinetics of structure formation is depicted in Fig. 3. During an initial spinodal regime, $t \leq 2\tau_R$, composition fluctuations exponentially grow in time. We observe that they will increase much faster if the wavevector, $q$, is aligned perpendicular to the stretch direction (lines with symbols) that in the parallel direction (lines without symbols). These spinodal fluctuations template the structure that, later, is merely improved by defect annihilation. In accord with experiment, we observe a preferential orientation of the lamella normals perpendicular to the stretch direction.
Figure 4. Time evolution of the variance of the first 4 Rouse modes $\langle X_{py}^2 \rangle$ along the stretch direction, $y$. The main panel presents the single-exponential relaxation with time scale $\tau_R/2p^2$, whereas the left inset shows the unscaled data. The right inset depicts the time evolution of the ratio $\langle X_{py}^2 \rangle/4\langle X_{py}^2 \rangle$, which adopts the value 1 for Gaussian chains. Adapted from Ref. 22.

At $t = 0$, the molecules are affinely deformed Gaussian chains with anisotropic statistical segment lengths in the different Cartesian directions. The anisotropy of the statistical segments is directly related to the anisotropy of the (single-chain) stress, $\Sigma_{\alpha\beta} = \frac{3k_BT(N-1)}{N_{\text{bonds}}^b} \sum_{i=b} b_{i\alpha} b_{i\beta}$ where the Greek indices denote the Cartesian directions, $x$, $y$ and $z$. If we use these anisotropic Gaussian chain conformations to compute the free energy of the lamellar phase within the self-consistent field theory or the structure factor of composition fluctuations, $S_{\text{coll}}(q)$, according to the Random-Phase-Approximation, we will obtain the same result for the two directions – along the stretch direction, $y$, or perpendicular to it $z$ – provided that we scale the length scale of the lamellar structure or the wavevector by the statistical segment length in that direction. Therefore, the thermodynamics of anisotropic Gaussian chain does not give rise to an orientational preference.

Whereas the initial, affinely deformed chain conformations and the final, equilibrated conformations obey (anisotropic) Gaussian statistics, the time evolution results in temporarily non-Gaussian conformations because the molecular structure on the large length scale retains the anisotropy longer whereas the small-scale structure quickly relaxes towards the isotropic state. During the spinodal stage, $t < 2\tau_R$, the structure formation does not severely interfere with the conformational dynamics of the macromolecules because the bonded forces are significantly stronger than the non-bonded forces that give rise to structure formation. Thus, the conformational dynamics of our soft, coarse-grained particle model, which does not enforce the non-crossability of the chain molecules, obeys Rouse-like dynamics. Fig. 4 demonstrates that the individual Rouse modes exhibit a single-exponential relaxation behaviour during structure formation and that different modes, $p$, are characterised by the time scale, $\tau_R/p^2$, like in a disordered melt. The non-Gaussianity of the molecular conformations can be quantified by the ratio of the first two Rouse modes, which is depicted in the inset of Fig. 4. We clearly observe strong deviations from the anisotropic Gauss behaviour during the spinodal time regime where composition fluctua-
Figure 5. Left: Excess free energy per chain of the lamellar structure and negative, inverse structure factor in the disordered state at $\chi N = 20$ for non-Gaussian chains characterised by $\langle X_{1y}^2 \rangle = 1$. Right: Growth rate, $-q^2/S_{\text{coll}}(q)$, of composition fluctuations in the disordered state at $\chi N = 20$. Adapted from Ref. 22.

Since the stress is comprised of all Rouse modes, however, it is not characterised by a simple, i.e., single-exponential relaxation behaviour. Moreover, if we restrained the diagonal components of the stress, the molecular conformations would remain anisotropic Gaussian$^{20,21}$. Thus, it is more convenient to consider the variance of the slowest, first Rouse mode (instead of the virial stress), as slow collective variable that characterises the non-equilibrium molecular conformations.

In Fig. 5 (left) we study the thermodynamics of an ensemble of chains whose variance of the first Rouse mode along the stretch direction is fixed to $\langle X_{1y}^2 \rangle = 1$, whereas all other Rouse modes have relaxed to their equilibrium values. Since the Rouse mode is non-local along the chain, the conformations cannot be described by the Markovian propagator of self-consistent field theory, and we use a partial enumeration scheme with $n = 99,840,000$ single-chain conformations to compute the single-chain partition function or structure factor. Stretching or increasing $\langle X_{1y}^2 \rangle$ “polarises” the chains by increasing the distance between the centres of the $A$ and $B$ blocks. This effect gives rise to a thermodynamic preference of the ordering with lamella normals along the stretch direction. As shown in Fig. 5 (left), both the excess free energy per chain, $\Delta f$, as well as the thermodynamic driving force, $-1/S_{\text{coll}}(q)$, for composition fluctuations in the homogeneous disordered state suggest that lamella normals should be aligned along the stretch direction – in marked contrast to the result of the dynamic SCMF simulations and experiments.

Thus, we conclude that the orientation must be a kinetic effect$^{22}$. Our SCMF simulations indicate that the orientation is decided during the regime of spinodal self-assembly. In Fig. 4 we demonstrated that the single-chain relaxation, which is governed by the strong bonded forces, is hardly affected by the spinodal structure formation. In turn, we expect that a spatially homogeneous deformation does not give rise to a current. Therefore the kinetics of $\phi_A$ is given by model-B dynamics$^{13}$ and we plot in Fig. 5 (right) the kinetic growth...
rate of composition fluctuations, $-q^2/S_{\text{coll}}(q)$. Here the additional factor, $q^2$, arises from diffusive dynamics of the locally conserved composition. Indeed, Fig. 5 (right) reveals that the growth rate of fluctuations with $q$ perpendicular to the stretch direction is significantly larger than for those with orientation $y$. Although these fluctuations are thermodynamically less favourable, their growth only requires transport over a shorter distance.

4 Concluding Remarks

The two examples – structure formation after a rapid pressure quench and after a step-wise elongation – illustrate that the structure formation of block copolymers is not only determined by thermodynamic equilibrium considerations of the density but that (1) the non-equilibrium molecular conformations during the early, spinodal stages of self-assembly and (2) the diffusive kinetics due to the local conservation of composition can qualitatively alter the predictions.

An appropriate theoretical description of these self-assembly processes from a highly non-equilibrium state cannot solely be based on the free-energy landscape as a functional of the collective composition but our simulations suggest that the variance of the first, slowest Rouse mode should be included as an additional variable. The qualitative properties of such a free-energy functional, $F[\phi_A(r), X_2^1(r)]$ are largely unexplored. A complete description also has to complement the Cahn-Hilliard equation for the time evolution of the composition by a dynamic equation for the collective variable, $X_2^1(r)$, that characterises the molecular conformations. In the present case, it simply followed Rouse dynamics of the disordered system but in general the coupling between conformations and morphology and also entanglement effects shall be considered. Such a theoretical framework will provide a general strategy to devise processes (e.g., temporal protocols for varying thermodynamic control parameters like temperature, pressure, mechanical strain or light-induced chemical transformations) that reproducibly direct the kinetics of self-assembly into long-lived metastable morphologies.
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Colloids, polymer-nanocomposites or polymers and liquids in contact with extended surfaces are examples of systems in which interfaces play a crucial role. The stability of such materials is dominated by the thermodynamic properties of these interfaces. Further advances in the development of those materials require a better understanding of the connection between the interfacial intermolecular interactions and these thermodynamic properties. In our project, we develop algorithms to quantify thermodynamic quantities at the solid-liquid interface through molecular dynamics simulations and relate them to the intermolecular interactions and to the interfacial structure of the liquids. We illustrate our approach through the example of the water-graphene system which has intensively been discussed in the last few years. We also discuss the perspectives our approach opens in multiscale modelling of interfacial soft-matter systems.

1 Introduction

Adhesion of paint on a metal surface, the roll-off motion of a water drop on a plant leaf or liquid flow on a chip for medical applications are typical examples of phenomena where the interaction between a polymer or a liquid and a surface plays a crucial role. The stability and the thermal, mechanical, optical or electrical properties of materials such as colloidal suspensions, nanofluids or polymer nanocomposites to mention a few also strongly depend on the intermolecular interactions at the interface between a liquid or a polymer matrix and solid particles. While experiments to probe structures on distances of a few angstroms in the vicinity of solid surfaces and relate the corresponding observations to thermodynamic information require further development, classical molecular dynamics (MD) simulations and quantum calculations are methods of choice to characterise interfaces at the molecular scale. These approaches show that liquids and polymers adopt a layer structure in the vicinity of surfaces whose magnitude depends on the strength of the interaction. This is illustrated in Fig. 1 where we compare the mass distribution of water on a gold surface and on a graphene monolayer as obtained by MD simulations.

Through the combination of statistical thermodynamics and MD simulations performed on JUROPA and now on JURECA we address the question of how such a peculiar interfacial structure influences the wetting and adhesion properties of liquids and polymers on surfaces. The principles of the methodologies we have developed to reach this goal are briefly discussed. We illustrate how they have been employed to contribute to understand better the wetting properties of graphene. In fact, this research topic of considerable importance has strongly benefited from molecular simulations carried out by several groups to understand experiments.
Figure 1. Mass density distribution of water perpendicular to the (111) gold surface (black line) and to a single layer of carbon atoms (graphene monolayer, red line). The results were obtained by classical MD simulations using the interaction parameters of Ref. 1 and 2, respectively. Note that a similar structure of water on graphene was recently obtained through \textit{ab initio} calculations\textsuperscript{3}.

2 Algorithms to Calculate Solid-Liquid Work of Adhesion

In this section we define the solid-liquid work of adhesion and present two algorithms derived by us to calculate it. The solid-liquid work of adhesion $W_{SL}$ is defined as the reversible work to separate a solid and a liquid initially at contact and to bring them at a distance where they no longer interact. It is expressed in terms of surface and interfacial tensions following:

$$W_{SL} = \gamma_S + \gamma_L - \gamma_{SL}$$

where $\gamma_S$ is the solid surface tension and $\gamma_L$ is the liquid surface tension, whereas $\gamma_{SL}$ is the solid-liquid interfacial tension. In Eq. 1, it is assumed that liquid has a vapour pressure low enough such that the excess amount of vapour adsorbed on the surface is negligible\textsuperscript{4}. Moreover, solids are considered to be stiff enough, such that there is negligible plastic deformation of the surface upon separating solid and liquid. Under these conditions, the solid-liquid interfacial tension (force per unit distance) is equal to the solid-liquid interfacial excess free energy (energy per unit area). We are interested in fluids with low vapour pressure such as water at ambient condition and ionic liquids as well as polymers on substrates like gold or graphitic surfaces. Therefore, those conditions are met in the study of the systems we aim to consider. Since $W_{SL}$ is defined as the free energy change per unit area, it may be accessed through free energy calculations, as discussed in more detail below. Such calculations represent a central question in the characterisation of the thermodynamic properties of liquid and of soft matter systems. They have thus benefited from numerous methodological studies and are well established.

The thermodynamic quantities that define $W_{SL}$ also control the shape of a droplet of a given liquid on a given surface. This shape is measured through the contact angle $\theta$ which
relates to $W_{SL}$ through the equation of Young-Dupré below:

$$W_{SL} = \gamma_L (1 + \cos \theta)$$  \hspace{1cm} (2)

Eq. 1 and Eq. 2 suggest several numerical approaches that may be employed to quantify $W_{SL}$. A first possible approach consists in determining $\gamma_{SL}$, $\gamma_L$ and $\gamma_S$ independently and combine them following Eq. 1. The calculation of $\gamma_L$ has benefited from several methodological developments, and the estimation of $\gamma_S$ for stiff and ordered materials is in principle accessible provided that a model to describe the interactions within the solid exist. In contrast much fewer methodologies lead to the determination of $\gamma_{SL}$. $\gamma_L$ is often determined through the spatial integration of the stress tensor anisotropy. This method proves very demanding in terms of computation time for realistic systems. Due to their mathematical nature (second order quantities), the pressure tensor components are characterised by slow convergence, such that several tens or hundreds of nanoseconds are generally required to determine $\gamma_L$ with statistical uncertainty less than 10% for polymers or fluids with electrostatic interactions. $\gamma_{SL}$ may also be determined through the stress tensor analysis mentioned above with the same slow convergence. Alternatively, one may determine $\gamma_L$ on the one hand, and $\gamma_S$ through the simulation of droplets on the other hand, finally to combine them following Eq. 2. However, $\theta$ may be affected by size effects in a way that remains poorly understood (see Ref. 1 and references therein). In fact, the dependence of $\theta$ on the droplet size is still an open question in surface science.

Rather than calculating interfacial tensions separately and combining them in Eq. 1, we determine $W_{SL}$ directly. We treat this quantity as a free energy change per unit area, and determine it following the formalism of the well established thermodynamic integration approach. This approach leads to faster convergence, such that computation time can be employed to sample extensively the parameter space and gain detailed knowledge that would not be accessible otherwise. In this context, we derived two methods that will be detailed below. These two methods are based on a common observation about the behaviour of water on repulsive surfaces. MD simulations showed that water tends to avoid such surfaces and forms a liquid-vapour like interface in their vicinity. This result had already been obtained in the case of water in contact with spherical repulsive particles whose radius is larger than a few nanometres. We found that it also applies to planar surfaces and exploited it to derive two algorithms, namely the phantom-wall methodology (Sec. 2.1) and the dry-surface method (Sec. 2.2). In these two approaches, the interface of interest is turned into an effectively repulsive interface. As mentioned above, thermodynamic integration is employed to calculate the Gibbs free energy change $\Delta G$ upon turning the actual interface into the effectively repulsive one. This approach can be understood from the following generic formula:

$$\Delta G = \int_{\lambda_A}^{\lambda_B} \left\langle \frac{\partial U_{SL}}{\partial \lambda} \right\rangle d\lambda$$  \hspace{1cm} (3)

where $\lambda$ is a parameter that quantifies the reversible path along which the transformation from the actual interface ($\lambda_A$) to the repulsive interface ($\lambda_B$) is carried out. $U_{SL}$ is the total solid-liquid interaction energy and the brackets denote an average in an appropriate statistical ensemble. Eq. 3 shows the connection between $\Delta G$ which is directly proportional to the macroscopic quantity $W_{SL}$ and the microscopic quantity $U_{SL}$ which directly depends on the solid-liquid intermolecular interactions. Both the phantom-wall and the dry-surface...
methods are implemented in such a way that the free energy change per unit area of this process is equal to $\gamma_S + \gamma_L - \gamma_{SL}$, i.e. the quantity that defines $W_{SL}$ (Eq. 1).

2.1 The Phantom-Wall Algorithm

In the phantom-wall approach, the solid-liquid interface of interest is turned into a repulsive interface by the action of a wall. This wall is initially present within the solid surface (see Fig. 2), but has no interaction with liquid. The wall is then reversibly shifted perpendicular to the surface such that it interacts with liquid. At the end of the process, the wall is located at a distance such that the liquid only interacts with it and no longer with the solid. The Gibbs free energy change per unit area associated with the transformation described above is:

$$\frac{\Delta G}{A} = \gamma_S + \gamma_L - \gamma_{SL} + P_N \Delta V$$

(4)

where $A$ is the cross-sectional area of the interface, $P_N$ is the pressure component perpendicular to the surface and $\Delta V$ is the volume change of the system that arises from the wall’s displacement. The direct outputs of MD simulations are $\Delta G$ and $P_N \Delta V$, whose determination directly leads to $W_{SL}$.

The phantom-wall approach proved to be particularly adapted for the study of rough surfaces, as will be demonstrated in a concrete example below.

2.2 The Dry-Surface Approach

Following the dry-surface approach, a given solid-liquid interface of interest is turned into an effective repulsive interface. This is realised by turning the actual interfacial interaction potential into an effectively repulsive potential, while maintaining the solid-solid and liquid-liquid interactions unchanged. Similarly to the phantom-wall approach, water avoids the surface as it is turned repulsive. Consequently, the free energy change per unit area associated with this process is equal to $\gamma_S + \gamma_L - \gamma_{SL}$, which is the quantity that defines $W_{SL}$ (see Eq. 1).
The dry-surface method is well adapted to smooth interfaces and may be used to optimise force-field parameters based on experimental quantities such as contact angles, as will be discussed below. It represents a valuable tool to rapidly sample the parameter space. We have recently generalised its application to fluids other than water and to coarse-grained models in which select degrees of freedom are removed\textsuperscript{12}, such that phenomena occurring at time and length scales larger than accessible through atomistic simulations may be studied. We briefly discuss this extension in Sec. 4.

3 The Interaction between Water and Graphene

The question of the strength of the interaction between a given compound and graphene is of crucial importance in materials where graphene flakes or even carbon nanotubes are embedded in a polymer matrix or dispersed in a fluid, as well as when graphene is used to coat a surface and is in direct contact with liquid droplets. In a series of experimental works supported by MD simulations, measurements of the contact angle of water droplets on graphene layers adsorbed on various substrates were performed\textsuperscript{13–15}. It was found that coating a substrate may have different effect on the wetting behaviour of the coated surface. The contact angle on hydrophilic surfaces like gold is almost not affected by the presence of graphene\textsuperscript{13}. In contrast, the contact angle on coated hydrophobic surfaces was found to be influenced by the presence of graphene\textsuperscript{14}. Hydrophilic surfaces which form hydrogen bonds with water are turned into much less hydrophilic substrates when coated with graphene\textsuperscript{13}. In fact, the presence of graphene prevents the possibility to form hydrogen bonds between water and the underlying substrate, interactions which are at the origin of the strong interaction between water and the hydrophilic bare substrate.

The experiments mentioned above were conducted with surfaces coated with graphene, such that inferring the intrinsic wetting behaviour of graphene is not straightforward. In this context we performed MD simulations of water on isolated graphene surfaces, i.e. with no substrate, and calculated $W_{SL}$ through phantom-wall calculations depending on the number of graphene layers\textsuperscript{16}. We showed that and explained why the contact angle of water on a single graphene layer differs from its value on graphite (quasi-infinite stack of graphene layers) only by a few degrees. Our conclusion was confirmed by experiments on super-hydrophobic surfaces\textsuperscript{14}. We found that the interaction between water and graphene is short-ranged, such that the interaction with the first carbon layer of graphite dominates. The second and third layers have a weaker influence, and layers beyond the third one play a negligible role. Thus, if one removes all carbon layers but the last one of a stack, the interaction between water and the surface is only weakly modified. At the macroscopic scale, a small increase in the contact angle would be observed when turning graphite into mono-layer graphene\textsuperscript{16}.

Further experiments have shown that the contact angle of water on graphite surfaces is very sensitive to the adsorption of volatile organic compounds\textsuperscript{17,18}. These compounds are hydrophobic molecules like short alkanes and alkenes which make the substrates on which they adsorb appear effectively more hydrophobic than they are. MD simulations have confirmed that the adsorption of alkanes on graphite increases the contact angle of water drops, but no molecular mechanism has been proposed\textsuperscript{18}. In a work performed on JUROPA, we studied the effect of superficial roughness on the work of adhesion of water on graphite through phantom-wall calculations\textsuperscript{10}. We employed graphite model surfaces
where atoms of the top layer were selectively removed to form specific patterns whose contour length was varied (see Fig. 3). Surfaces with such superficial defects can serve as model surfaces to study the effect of the adsorption of hydrocarbons on the wetting behaviour of a surface. Indeed, alkane molecules have interaction with water which is close to the interaction between water and graphitic carbon atoms. Moreover, surface defects may be seen as isolated molecules or small clusters of molecules adsorbed on the surface. Similarly to the effect of alkane adsorption, we found that the work of adhesion of water on rough surfaces decreases compared with smooth defect-free surfaces. In other words, the surface becomes more hydrophobic, when superficial roughness is implemented. We also showed (as illustrated in Fig. 3) that $W_{SL}$ is proportional to the contour length per unit area of the defects. This behaviour was explained by the fact that the upper corners of the defects represent high energy sites for water due the missing carbon atoms. In order to minimise the perturbation of its hydrogen-bonding network induced by the presence of the surface, water is forced to experience these high energy sites, and the energy of the system increases along these defect corners. Hence the linear decrease of $W_{SL}$ reported in Fig. 3. It can thus be observed that molecular simulations represent a valuable tool to both confirm experimental trends and propose models to interpret them. In this regard, it is interesting to note that all the experimental works reported above were published with MD simulation results.

The fact that adsorbed volatile organic compounds have a non-negligible effect on the contact angle of water on graphite implies that the intrinsic interaction between water and graphitic surfaces is stronger than previously thought. Precise contact angle measurements are of crucial importance because this macroscopic quantity may be used to optimise classical force-field parameters. For example, MD simulations of nanometre sized droplets were used to parameterise the water-carbon interaction used in numerous sim-
ulation works\textsuperscript{19}. Quantum calculations may also be employed to obtain parameters for classical force-fields\textsuperscript{2}. It is important to note that contact angle and work of adhesion depend on liquid-liquid, solid-solid but also on solid-liquid interactions. Thus these quantities are observables which inherently depend on the collective behaviour of water molecules. There is \textit{a priori} no direct connection between the single water molecule energies delivered by quantum calculations and the macroscopic contact angle and $W_{SL}$ values measured in experiments. Dry-surface calculations of $W_{SL}$ performed in our group on JUROPA have achieved an important step towards this missing link\textsuperscript{19}. We show how to connect $W_{SL}$ obtained from experiments and MD simulations to the binding energy of water molecules on graphene surfaces obtained by quantum calculations.

4 Concluding Remarks

We have presented and discussed the capabilities of two methodologies derived by us to calculate the solid-liquid work of adhesion. This quantity characterises the thermodynamics of solid-liquid interfaces which play a major role in systems whose behaviour is dominated by such interfaces. Results concerning the interface between water and graphene layers were presented. The dry-surface method was recently extended to coarse-grained (CG) models. In such models, the number of atoms is reduced such that phenomena like the assembly of nanoparticles occurring at a more mesoscopic scale can be tackled. When the number of degrees of freedom of a given system is decreased, its potential energy surface is also affected. We then addressed the question of how the interfacial thermodynamics is modified by the process of coarse-graining, a topic where little progress has been reported so far. We are interested in CG models which retain the chemical reality of the system of interest, i.e. models beyond generic behaviour. As a first step, we characterised the work of adhesion of $n$-hexane on graphene layers and formulated general recommendations on how to design CG potentials to preserve the value of $W_{SL}$ upon coarse-graining. This work is expected to enhance the understanding of CG potentials for heterogeneous interfacial systems, systems we will address in future works.
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Earth and Environment
The phenomenon of climate change is momentarily at the centre of research efforts in the field of environmental sciences and almost as a matter of course, the first contribution to this year’s issue of the NIC Proceedings in the *Earth and Environment* section examines climatic changes on the African continent. We have discovered that the climate is changing and that in fact it seems to change faster than ever. The reasons behind the climatic variations are not yet clear and are still debated. Especially the impact of man on the climate, or on system Earth, in a broader sense, is subject of controversial discussions. While it seems clear to one part of the community that the footprint of mankind upon Earth is too deep, others favour the view, that the variations, as momentarily witnessed, are simply due to natural fluctuations in a complex system. These rather opposing views reflect that our understanding of system Earth is still very patchy. One reason for this is the immense range of spatial and temporal scales on which relevant processes are occurring. Further, we begin to understand that the different geospheres, i.e. hydrosphere, atmosphere and the interior of the Earth are intimately coupled. In 2010 the eruption of the volcano Eyjafjallajökull on Iceland had a significant impact on our daily life. Air traffic even had to be shut down. Volcano eruptions in the past had tremendous influences on the climatic conditions. Vice versa atmospheric conditions can influence even the interior of our planet. According to our knowledge, the presence of an early atmosphere, shortly after formation of the Earth, would have influenced the thermal and chemical evolution of our planet. The picture of a peaceful Earth, if not deranged by mankind, is sometimes unhinged by extreme events, originating from the dynamics of the Earth itself. Especially the large Sumatra earthquake from the 26th of December 2004 and its subsequent tsunami, causing more than 230000 fatalities, reminded us how powerful natural fluctuations can be. While there is little hope to influence these forces or even to predict with high precision their consequences like earthquakes, it seems worthwhile to better understand the inner working of the planet. The second contribution of this issue is concerned with such questions. How do geodynamical processes evolve on global and regional scale? Dense and detailed observational data are of key importance for the understanding of the structure and the dynamics of Earth and Environment. The third contribution describes how an improved picture of the gravity field of the Earth can be obtained. The data can be used to infer the structure of the interior, but also to map mass redistribution at the surface. Clearly some models strive for a picture, as realistic as possible, in order to provide estimates and predictions of satisfactory quality. A different model approach aims at more insight into principal physical mechanisms of particular phenomena. Personally, I prefer to name this approaches numerical experiments, rather than numerical simulations or modelling. Often these efforts are driven by the perception that it is virtually impossible to obtain scientific understanding of a real system in its entity and minutest detail. The standard procedure in physical sciences is to understand
the behaviour through a model which is obtained after simplifying the physics to the fundamental essentials. The fourth contribution treads this type of path. Its subject is the role of rotation in turbulent convection in Geo- and Astrophysical systems.

Let’s have a closer look at the individual contributions:

In their article “Very High Resolution Simulations of African Climate with the regional Model REMO”, Hänsl er et al., report on their experiences, gained while running a high resolution model for the climate on the African continent. Not too surprising in my view, they find that detailed data are required in order to determine mitigation measures on local scales. The authors also report on limitations of the JUQUEEN system with respect to their simulations, due to the relative small amount of memory as available for each individual CPU. They consider this as a typical problem, arising when geophysical models are run on High Performance Computer Systems.

The next contribution by Kaus et al. reports likewise on a geophysical modelling effort, however it aims at phenomena operating on scales which are vastly different from the previous one. In their article “Forward and Inverse Modelling of Lithospheric Deformation on Geological Timescales” the authors describe the properties of a new code LaMEM which is able to efficiently handle the elliptic system of equations, as arising when the incompressible Stokes equation is tackled. The Stokes equation, in this case including highly variable material properties describes the flow of rocks and is such of central importance in geodynamical modelling. The authors describe model results, as obtained on crustal and on mantle scale. Interestingly they combine their forward models with inverse calculations, aiming at a better estimate of the viscosity of the material. Obviously, the combination of forward and inverse modelling seems a promising strategy for future research.

The contribution “Computational Aspects of High-Resolution Global Gravity Field Determination” by Brockmann and Schuh, describes a new method allowing for an efficient determination of high order coefficients of the spherical harmonic expansion of the gravitational potential of the Earth. Through satellite missions a detailed analysis of the gravitational field of the Earth is possible. Computer procedures to do so are very demanding. In their present contribution Brockmann and Schuh introduce a reordering strategy for the normal equations, allowing for an improved treatment of the described potential expansion.

Last but not least, the contribution of Stellmach et al. focuses on the influence of rotation on turbulent convection. Convective motions are virtually ubiquitous in geophysical and astrophysical systems. They determine the energy transport in the sun from its interior to the surface, the generation of the Earth’s magnetic field is intimately coupled to convection in the Earth’s outer core and furthermore the dynamics of the oceans and atmospheres is largely driven by convection. Many geo- and astrophysical systems are huge in extent, such that rotational forces play a dominant role. Fundamental aspect of rotating convective flows, for example the heat transport efficiency, are poorly understood. In this contribution the authors employ a powerful numerical model in order to study various effects of rotation. Many fascinating phenomena appear in these flows. Certainly worthwhile to underline is the upscale transport of energy and the resulting appearance of large scale coherent structures. This may possibly explain the large scale structure in the Earth’s magnetic field. Furthermore, alternating winds can result in rotating convection, once compressibility of the material is taken into account. The beautiful clouds in Jupiter’s atmosphere and its banded structure, as shown in the contribution of Stellmach et al., can possibly be explained by the interplay of rotation, convection and compressibility effects.
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The regional climate model REMO is used to perform high resolution simulations of African climate. Simulated seasonal precipitation is analysed and compared to a lower resolution run and observational data. We show that the high resolution model is able to represent small scale features of the precipitation distribution and therefore demonstrates considerable improvement compared to the lower resolution version. We also assessed the performance of REMO on the JUQUEEN supercomputer (Jülich Supercomputing Centre, JSC) and found, that it is not the optimal system for conducting regional climate model simulations. Computers with architecture similar to JUROPA or JURECA (JSC) are better suited for this type of applications.

1 Introduction and Motivation

Findings of the 5th IPCC Assessment report (IPCC AR5) released in the year 2013 indicate that the African continent is a hotspot of future climate change. In order to be able to develop options and strategies to adapt to climate change spatially, very detailed climate change information and subsequent climate change impact assessments are required. Therefore the current generation of climate models has to be continuously developed and improved to be able to provide reliable high-resolution climate change information.

The latest generation of global circulation models used in the fifth Coupled Climate Intercomparison Project (CMIP5¹), which is the basis for IPCC AR5 Africa chapter², still only delivers rather coarse scale information on future climate change. Therefore dynamical and statistical downscaling of future climate change projections is required to deliver information on a scale to be used for regional to local climate impact assessments. Hence, the regional climate modelling community launched the CORDEX (Coordinated Regional Climate Downscaling Experiment), which delivers a multi-model multi-scenario ensemble of downscaled climate change information at a spatial resolution of 0.5° (all continents) and 0.11° (Europe only) for almost all inhabited regions of the world³.

Nevertheless, for defining local scale adaptation strategies even CORDEX does not deliver data on a scale that is able to represent local climate features. Hence a further step to provide very high resolved regional climate change projections has to be made. However, running regional climate models on a very high spatial resolution requires a
large amount of computational resources. Therefore simulations are either conducted for rather small regions or for only a very short time period.

In this paper we describe the findings of an initial sensitivity experiment with the regional climate model REMO$^4$ at a spatial resolution of 0.11° covering the whole African continent. To conduct this simulation, REMO has been implemented at the JUQUEEN supercomputer in the Jülich Supercomputing Centre (JSC). REMO is a well-known regional climate model which has been used and analysed several times over Africa. Within the CORDEX initiative several simulations have been conducted with REMO for current and future conditions$^5$–$^7$. Already earlier the added value of using REMO at a relatively high horizontal resolution of approximately 18 km could be demonstrated over south-western Africa$^8$.

Due to the large amount of computational resources required we conducted only a one-year sensitivity experiment so far. Results of this experiment with respect to the simulation of main atmospheric conditions over Africa will be compared to the REMO CORDEX-Africa hindcast simulations. On top of this analysis also the performance of REMO on the JUQUEEN high performance computing system is analysed. Based on the findings of these assessments it will be decided if an extension of the simulation to longer time periods and maybe also for downscaling of the future climate is worthwhile.

2 REMO Model and Experiment Setup

2.1 Model Description

The sensitivity simulation described in this paper is conducted with the three-dimensional hydrostatic limited-area atmospheric model REMO (version 2009). The hydrostatic version of the regional climate model REMO has been described in several publications before in detail$^9$–$^4$ and is credible to be used down to a horizontal resolution of approximately 10 km. In the following, we briefly mention the main characteristics of REMO.

The dynamical core of REMO as well as its discretisation in space and time are based on the Europa-Model of the German Weather service$^{10}$. In the original version of REMO the physical parameterisations were taken from the global climate model ECHAM version 4$^{11}$. The prognostic variables are surface pressure, horizontal wind components, temperature, water vapour, liquid water, and cloud ice. More detailed description of the model can be found in Ref. 4, 6, 12.

2.2 Experiment Setup

REMO was run at a horizontal resolution of 0.11° over the whole African continent (see Fig. 1). The domain was chosen in a way that it reflects the boundaries of the CORDEX Africa simulation domain (see Nikulin$^5$ for details). To span the domain 901 x 901 grid-boxes are required in north-south and east-west direction, respectively. With a total of 81 189 1 gridboxes this domain is about 17 times larger than the standard CORDEX Africa domain. To resolve the vertical component 31 vertical layers were used.

With this very large domain only a short simulation period could be calculated for this first sensitivity study. Hence, existing and already in equilibrium state soil moisture and soil temperatures were taken from the REMO CORDEX-Africa hindcast experiment$^5$ and
remapped onto this domain in order to reduce the spin-up time to six months. After spin-up, REMO was run for the full year 1979. Lateral boundary conditions for this sensitivity simulation were taken from ERA-Interim reanalysis.

2.3 Parallelisation and Performance

REMO is parallelised using MPI. The model domain is split into several subdomains which are distributed among CPU cores. Each subdomain has overlapping gridboxes with neighbouring subdomains (halos), so that the information between subdomains can be transferred. This information exchange has to be performed every time step so considerable amount of interprocess communication is required. From our previous experience on another high performance computing systems, the optimal number of grid boxes for a subdomain is about 400 per core.
The amount of memory required by each CPU depends on the size of the model sub-domains and usually is about 4 GB per core. This memory is used for storing fields of the model’s prognostic and diagnostic variables as well as the boundary condition fields. The IO of REMO is not parallel, so all reading and writing is done by one process. The snapshots of two dimensional fields are usually stored every model hour, while snapshots of three dimensional fields are stored every six hours. The amount of data generated by the model depends on the size of the model domain, frequency of the snapshots and number of variables. In the present experiment one model month generates about 430 GB of output data, that makes it 5 TB for one year.

2.3.1 Performance on JUQUEEN

We perform our experiment on the JUQUEEN supercomputer, that has 28,672 nodes equipped with IBM PowerPC© A2, 1.6 GHz CPU cores, 16 cores per node. The amount of memory per node is 16 GB, so there is only 1 GB per core available. As mentioned before this amount of memory is not enough for REMO, so we had to use a reduced number of CPU cores per node (2 CPUs instead of 16 for some configurations). Since CPU time is accounted on the basis of the actual node usage, huge amounts of CPU time were charged, but only a small fraction of cores was actually computing. This has to be taken in to account when one is planning to use geophysical models on JUQUEEN.

As can be seen on the Fig. 1, the model’s performance does not scale very well with an increase of CPU cores used and reaches the plateau relatively fast. The limiting factor here is probably the substantial amount of inter-process communications which is consistent with our previous experience on other high performance computing systems.

Based on our findings, we conclude that the JUQUEEN is more suitable for pure dy-
namical applications, e.g. turbulence. However when the physics starts to play a big role, and therefore the payload of each individual processor significantly increases, JUQUEEN, with its relatively slow processors becomes inefficient. Large amount of physics related computations are characteristics for most of the ocean and atmospheric models and in REMO it is ca. 80% of the processor time. On the contrary, our experience with running REMO on JUROPA and its successor JURECA with their larger amount of available memory and faster processors is very positive and we advise to use supercomputers that use a similar architecture for geophysical applications.

3 Model Results

In order to estimate the quality of the sensitivity simulations various output fields of REMO have been validated against observations. Here we only present the analyses of the seasonal cycle of total precipitation for the REMO 0.11° sensitivity simulation (REMO$_{11}$) compared to the 50 km REMO CORDEX-Africa hindcast simulation (REMO$_{50}$) as well as to the CRU gridded observation set$^{13}$. Although the various datasets included into the analysis cover different time periods (only the year 1979 for REMO$_{11}$ versus the five year period from 1979 to 1984 for REMO$_{50}$ and CRU), the analysis still allows to identify, if the major precipitation features are skillfully reproduced in the high-resolution simulation.

Generally, seasonal rainfall characteristics over most parts of Africa are strongly linked to the position of the ITCZ, leading to a pronounced annual cycle with an extended rainy and dry season, respectively, over large parts of the continent. Only in the tropical regions closer to the equator two rainy seasons are present. On top of the strong rainfall seasonality, the huge precipitation gradient between the tropics (more than 2000 mm/yr in the Congo basin region) and the desert regions in the north and south makes it difficult for climate models to simulate the precipitation amounts in the right magnitude.

On a regional scale, both the temporal and spatial precipitation patterns represented by the REMO model simulations are skillful. In general, there seems to be a rather small difference in simulated seasonal mean precipitation in the REMO$_{11}$ and REMO$_{50}$ simulations (Fig. 3) with a tendency towards wetter conditions in the spatially higher resolved REMO$_{11}$ simulation. When compared to the CRU dataset, a general dry bias of about 60 to 70 % persists for the whole year in both REMO simulations in the region around the Lake Victoria. Additionally a wet bias is present over south-eastern parts of southern Africa during the rainy season from September to March (up to about 60 to 80% during peak rain season). This wet bias has been reported before and seems to be related to an overestimation of the seasonal heat low conditions in REMO$^{9}$.

Nevertheless while interpreting the results of the sensitivity simulation, two things have to be kept in mind. First, in the high-resolution simulation the seasonal mean of only one year is compared to the average seasonal mean of five years. Hence also the year-to-year variation of precipitation, which is known to be quite substantial over large parts of Africa (e.g. Ref 14, 15), could lead to enhanced biases. Second, also the CRU gridded observation set is not perfect as it is compiled on the basis of a limited number of station records and therefore includes artefacts due to interpolation over large areas$^{13}$.

The differences between the two REMO simulations might also occur due to a set of parametrisations which might not fully represent the spatial scale of the simulation. Especially the parametrisation of cloud processes is linked to the horizontal resolution and
Figure 3. Precipitation in DJF and JJA for REMO_{11}, REMO_{50} and CRU data.

potentially need to be adapted to the scale, particularly when simulating over tropical regions. However, as a starting point, we used the identical parametrisation for this sensitivity simulation as was used in the REMO_{50} simulation.

More interesting than the larger regional scale features is the simulation of more complex small scale features. A good example in Africa is the Mount Cameroon region, at the coast of Cameroon. This is the region that receives more than 11000 mm of precipitation a year, which is the maximum annual rainfall amount over the whole of Africa. Fig. 4 shows a zoom of simulated annual precipitation sum over that region. Here the improved representation of complex topographic features in the higher resolved REMO_{11} simulations leads to a more realistic representation of annual precipitation sums compared to lower resolved simulations and also compared to the gridded observation datasets.
4 Concluding Remarks

We have described the results obtained by a high resolution simulation with the regional climate model REMO over the African continent and our experience in using the JUQUEEN supercomputer at ISC for this computational very demanding run.

We identified that the model realistically reproduces the major spatial and temporal patterns of seasonal mean precipitation. Remaining biases might be linked to imperfect model parametrisations for this high spatial resolution; however more sensitivity tests have to be done to be able to better judge on this. Additionally, we showed that a better representation of very complex terrain in the high-resolution simulation leads to a better representation of the precipitation amounts along these features, when compared to lower resolved simulations. Hence this underlines the need for spatially detailed climate change information in order to be able to design and shape future adaptation and mitigation measures on the local scale.

Regarding the REMO performance on the JUQUEEN, we found that the performance is limited by the relatively small amount of memory available for one CPU core. Other limiting factors are the relatively low speed of the individual processors and inter process communications. The latter is not unique for the JUQUEEN system, but is a common problem when running geophysical models on high performance computer systems.
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Geological processes such as mountain belt formation, subduction of tectonic plates and the development of sedimentary basins occur on a million-year timescale and involve rocks that have nonlinear visco-elasto-plastic material properties and experienced very large deformations. In order to simulate such processes in 3D, we developed a scalable parallel code, LaMEM, that employs a staggered finite difference discretisation combined with a marker and cell approach. Here, we describe the numerical approach and discuss some case studies in which we employed the code (i) to study the physics of crustal scale folding and faulting, (ii) to understand how continental collision might result in mountain belt and plateau formation, (iii) how it can be combined with an inversion strategy to constrain the rheology of the crust and lithosphere.

1 Introduction

Computational geodynamics uses numerical modelling to understand fundamental geoscience questions such as: Why do we have plate tectonics on Earth and not on other planets? How did mountain belts such as the Alps and the Himalaya form and what is the role of erosion in this? At the same time, computational geodynamics also addresses more practical questions related to the evolution of so-called fold-and-thrust-belts and salt structures, which are closely linked with the majority of the world’s oil reservoirs. Numerically, the problems are challenging as the rheology of rocks varies from elasto-plastic at low temperatures (close to the Earth surface), to viscous at higher temperatures (deeper in the lithosphere and mantle). In addition, the codes should be able to handle very large strains (even after plastic material failure has occurred). As geological processes are slow, inertial terms are negligible and one has to solve the (incompressible) Stokes equations but with visco-plastic or visco-elasto-plastic rheologies, which results in an elliptic system of equations with strongly varying coefficients (that can be 6 orders of magnitude or more over several grid cells). Over the last few years, we have developed a new code (LaMEM - Lithosphere and Mantle Evolution Model), which fulfils these requirements and has a range of multigrid preconditioners combined with Newton iterations for nonlinearities to solve the resulting equations. In addition, we have coupled the code with a Monte-Carlo inversion approach, in order to better constrain the mechanical structure of active mountain belts.
We will describe the mathematical background and numerical implementation of the forward and inverse modelling approach in Sec. 2, and discuss some modelling results in Sec. 3.

2 Numerical Approach

2.1 Mathematical Approach

We solve the coupled system of momentum, mass, and energy conservation equations, respectively, with velocity \( v_i \), pressure \( p \) and temperature \( T \) as primary unknowns:

\[
\begin{align*}
\frac{\partial \tau_{ij}}{\partial x_j} - \frac{\partial p}{\partial x_i} + \rho g_i &= 0 \quad (1) \\
\frac{1}{K} \frac{Dp}{Dt} - \frac{\alpha}{K} \frac{DT}{Dt} + \frac{\partial v_i}{\partial x_i} &= 0 \quad (2) \\
\rho C_p \frac{DT}{Dt} &= \frac{\partial}{\partial x_i} \left( \lambda \frac{\partial T}{\partial x_i} \right) + H. \quad (3)
\end{align*}
\]

Here \( x_i \) denotes Cartesian coordinates, \( \tau_{ij} = \sigma_{ij} + p \delta_{ij} \) is the Cauchy stress deviator, \( \rho \) density, \( g_i \) the gravity acceleration vector, \( K \) the bulk modulus, \( \alpha \) the thermal expansion coefficient, \( C_p \) the specific heat, \( \lambda \) thermal conductivity, \( H \) volumetric heat source, and \( D/Dt \) stands for the material time derivative, respectively. The visco-elasto-plastic constitutive equation for the deviatoric stress is given by:

\[
\dot{\varepsilon}_{ij} = \dot{\varepsilon}_{el}^{ij} + \dot{\varepsilon}_{vs}^{ij} + \dot{\varepsilon}_{pl}^{ij} = \dot{\varepsilon}_{ij}^{\varphi} + \dot{\varepsilon}_{ij}^{\tau} + \dot{\varepsilon}_{ij}^{\varphi} G + \dot{\varepsilon}_{II} \frac{\tau_{ij}}{\tau_{II}}, \quad (4)
\]

where \( \dot{\varepsilon}_{ij} = \frac{1}{2} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) - \frac{1}{3} \frac{\partial v_k}{\partial x_k} \delta_{ij} \) is the deviatoric strain rate tensor, \( \dot{\varepsilon}_{el}^{ij}, \dot{\varepsilon}_{vs}^{ij}, \dot{\varepsilon}_{pl}^{ij} \) are the elastic, viscous and plastic components, respectively, \( \dot{\varepsilon}_{ij}^{\varphi} = \frac{\partial \tau_{ij}}{\partial t} + \tau_{ik} \omega_{kj} - \omega_{ik} \tau_{kj} \) is the Jaumann objective stress rate, \( \omega_{ij} = \frac{1}{2} \left( \frac{\partial v_i}{\partial x_j} - \frac{\partial v_j}{\partial x_i} \right) \) is the spin tensor, \( G \) is the elastic shear modulus, and the subscript \( II \) denotes the square root of the second invariant of a corresponding tensor, e.g. for the deviatoric stress \( \tau_{II} = \left( \frac{1}{2} \tau_{ij} \tau_{ij} \right)^{1/2} \). The magnitude of the viscous creep strain rate is subdivided into diffusion (\( \dot{\varepsilon}_d \)), and dislocation (\( \dot{\varepsilon}_n \)) components:

\[
\dot{\varepsilon}_{II}^{d} = \dot{\varepsilon}_d + \dot{\varepsilon}_n = A_l \tau_{II} + A_n \left( \tau_{II} \right)^n, \quad (5)
\]

where \( n \) is the stress exponent of the dislocation creep, and the pre-exponential factor (\( A \)) of each creep mechanism is defined by:

\[
A_l = B_l \exp \left[ - \frac{E_l + p V_l}{RT} \right], \quad A_n = B_n \exp \left[ - \frac{E_n + p V_n}{RT} \right]. \quad (6)
\]

Here \( B, E, \) and \( V \) denote the creep constant, activation energy, and activation volume, respectively, of the corresponding creep mechanism, and \( R \) is the gas constant. The magnitude of the plastic strain rate (\( \dot{\varepsilon}_{pl}^{ij} \)) is determined by enforcing the Drucker-Prager yield criterion:

\[
\tau_{II} \leq \tau_Y = \sin(\phi) \ p + \cos(\phi) \ c, \quad (7)
\]
where $\phi$ is the friction angle, and $c$ is the cohesion. The volumetric heat source includes shear heating, controlled by efficiency parameter $0 \leq \chi \leq 1$, and the radiogenic heat ($A$):

$$H = \chi \tau_{ij} \left( \dot{\varepsilon}_{ij} - \dot{\varepsilon}_{ij}^{el} \right) + \rho A. \quad (8)$$

### 2.2 Numerical Formulation

We discretise the conservation Eqs. 1–3 in space using staggered grid finite differences\(^1\) as it is a low-order but stable discretisation for (nearly) incompressible fluid flow (see Fig. 1 for grid layout). To achieve scalability on massively parallel machines we use the distributed arrays (DMDA) and iterative solvers (KSP, SNES) from the PETSc library\(^2\). The free surface is implemented using a so-called sticky air approach, which assigns a relatively low but nonzero viscosity to the air phase, together with an appropriate stabilisation method to allow for sufficiently large time steps\(^3, 4\). The topography of the free surface is explicitly tracked by an internal 2D grid that covers the entire domain.

We employ a Marker And Cell (MAC) method\(^1\) to track material properties and implement material advection in an Eulerian kinematical framework. To prevent spurious clustering of the material particles (markers) we use a combination of a 4th-order Runge-Kutta method with a conservative velocity interpolation scheme\(^5\). During the advection, the elastic history stresses from previous time step ($\tau_{ij}^n$) are corrected on the markers to account for the rigid-body rotation, and then interpolated on the edge and cell control volumes (Fig. 1) using the distance-based averaging\(^4\) to obtain the effective strain rates:

$$\dot{\varepsilon}_{ij}^* = \dot{\varepsilon}_{ij} + \frac{\tau_{ij}^n}{2G\Delta t}, \quad \tau_{ij}^* = \tau_{ij}^n + \Delta t \left( w_{ik} \tau_{kj}^n - \tau_{ik}^n w_{kj} \right). \quad (9)$$
The second invariant of the effective strain rate is computed by cross-interpolation and averaging of the missing data (squares of the corresponding components) between all the control volumes.

The effective viscosity ($\eta^*$) and the updated deviatoric stresses ($\tau_{ij}$) are computed from the effective strain rates, using the standard quasi-viscous expression:

$$\tau_{ij} = 2\eta^* \dot{\varepsilon}_{ij}^*, \quad \eta^* = \min \left[ \left( \frac{1}{G\Delta t} + \frac{1}{\eta_l} + \frac{1}{\eta_n} \right)^{-1} \frac{\tau_Y}{2\varepsilon_{II}} \right]. \quad (10)$$

Here, the individual creep viscosities are defined by

$$\eta_l = \frac{1}{2} (A_l)^{-1}, \quad \eta_n = \frac{1}{2} \left( A_n \right)^{-1} \left( \varepsilon_{II}^* \right)^{-1}. \quad (11)$$

The discretised coupled system of nonlinear algebraic equations is solved at each time step using the preconditioned Jacobian-Free Newton-Krylov (JFNK) method with line-search as implemented in the PETSc SNES nonlinear solver framework:

$$A^{-1} J(x_k) \delta x_k = -A^{-1} r(x_k), \quad x_{k+1} = x_k + \alpha \delta x_k, \quad (12)$$

where $r$ and $x$ are the coupled residual and solution vectors, respectively, $\delta x$ is the iterative correction vector, $k$ is the iteration index, and $\alpha$ the line-search step length. The Jacobian ($J$) is defined implicitly by a matrix-vector product approximated by finite differencing. The preconditioning matrix ($A$) is obtained by discretising the conservation Eqs. 1–3 using the current effective viscosity and by ignoring the coupling terms between the Stokes block and the energy equation. $J$ and $A$ are given by:

$$J_y \approx \frac{r(x + h y)}{h} - r(x), \quad A = \begin{pmatrix} K & G & 0 \\ D & C & 0 \\ 0 & 0 & E \end{pmatrix}, \quad (13)$$

where $h$ is the perturbation parameter, $y$ is an arbitrary vector to be multiplied with the Jacobian, $K$, $C$, and $E$ denote the stiffness matrices of the velocity, pressure, and temperature blocks, respectively, $G$ is the pressure gradient matrix and $D$ is the velocity divergence matrix.

To achieve optimal scalability of the linear solver we employ a multigrid method to approximately invert the Stokes block in the preconditioning matrix. The coarse grid operators for the $k$-th level are obtained algebraically via Galerkin coarsening: process $A_k = R_{k+1}^k A_{k+1} P_{k+1}^k$. We have incorporated custom restriction ($R$) and prolongation ($P$) operators suitable for the staggered grid discretisation$^6$ into the PETSc multigrid framework. The multigrid preconditioner is implemented in either a coupled form, using simultaneous coarsening of the velocity and pressure blocks, or in a block triangular form, in which coarsening is applied only to the velocity matrix. Accordingly, the resulting preconditioners are referred to as coupled ($A_c$) or uncoupled ($A_u$)

$$A_c = \begin{pmatrix} K & G \\ D & -\frac{1}{\eta^*} I \end{pmatrix}, \quad A_u = \begin{pmatrix} K & G \\ 0 & -\frac{1}{\eta^*} I \end{pmatrix}, \quad (14)$$

In both cases, we approximate pressure Schur complement by the inverse viscosity matrix.
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2.3 Scalability Tests

We performed a number of tests to verify the scalability of LaMEM on JUQUEEN. A weak scalability test shows nearly perfect scalability for a single multigrid step up to the whole machine size (Fig. 2a). Our coupled multigrid preconditioner gives convergence behaviour that is resolution independent for a variable viscosity setup with a viscosity contrast of 1000 and 10 falling spheres, which was demonstrated to be a realistic test setup for geodynamic problems (Fig. 2b). A typical example of convergence during a visco-elasto-plastic shear localisation test during several time steps shows that the Newton solver results in rapid convergence once the initial residual has been reduced sufficiently (Fig. 2c).

3 Application Examples

3.1 Crustal-Scale Folding and Faulting

Under compression, crustal rocks can either fault or deform through folding. Folding results in quasi-regular structures, but it was incompletely understood how such structures grow, particularly in 3D. We therefore performed a systematic study and could demonstrate, using a combination of scaling laws and 3D simulations, that the wavelength of folds is mainly controlled by the effective viscosity structure of the crust that is deformed above a weaker salt layer. Lateral growth of folds results in linking of individual segments in a way that is quite similar to those observed in the Zagros (Iran). Yet, in some locations in the Zagros, salt crops out at the surface. Geological arguments suggest that these salt outcrops are salt diapirs sourced at a deep salt level, but that they were shallowly buried or exposed at the surface before the onset of collision. The formation of such salt structures is controlled by the speed with which sediments are deposited on top of the salt. As such pre-existing salt structures form large-scale heterogeneities, they might affect the folding process. In order to understand that, we performed simulations in which we added the observed salt structure spacing in the Zagros to the initial model setup. Results show that this indeed localises deformation and result in folds with larger amplitudes, even though...
Figure 3. Examples of fold-and-thrust belt simulations: a) 3D fold pattern formation that develops once a system of multilayered crustal rocks above a weaker salt layer is compressed. Random heterogeneities are added to initiate the instability. Yet, fold spacing is mainly controlled by the material properties of the rocks. b) If pre-existing salt diapirs are present before the onset of collision, they affect the fold amplitudes but not their spacing. c) Example of brittle fault formation and interaction during compression.

the fold spacing is unaffected (Fig. 3b). In additional work, we studied the effect of erosion on folding patterns and could demonstrate that erosion by itself does not affect fold spacing dramatically, even though it might result in a faster growth of the structures and affect the manner in which folds link laterally.

Yet, folding is not the only response to compression. If crustal rocks are relatively cold, or have no or only few mechanically weak layers, fault zones will develop. In order to understand how this process works, we performed simulations of a brittle crust, which show that there is significant lateral interaction between fault zones, which ultimately develop larger scale structures (Fig. 3c).

3.2 Continental Collision and Plateau Formation

The collision of India with Asia resulted in the largest mountain belt on Earth, the Himalaya, but also in the Tibetan plateau, which has an average height (~5km) that is more than the highest mountain in Europe. A similar plateau exists in the Andes (Altiplano), whereas the Alps does not have one. Why does a plateau form in some cases and not in others? In order to understand this, we performed systematic simulations using a setup in which an oceanic plate subducts underneath an overriding continental plate, followed by continent-continent collision. The results show that in order to form a plateau, we need to
have sufficiently large convergence velocities, strong parts in the overriding lithosphere and a sufficiently large viscosity of the lithosphere (Fig. 4). We could demonstrate that there are 4 different types of plateaus that can form, which are controlled by two non-dimensional numbers, and which can be used to explain the observations\textsuperscript{13}.

### 3.3 Constraining the Rheology of the Lithosphere through Geodynamic Inverse Modelling

The largest uncertainty in performing geodynamic models comes from our imprecise knowledge of the effective viscosity of rocks, which is typically measured in the laboratory by deforming small rocks samples. Rather than relying on these data, we developed a new approach that couples lithospheric-scale geodynamic models with geophysical observations such as the GPS velocities with which plates deform, the topography of the lithosphere and measured gravity anomalies. During the inversion process, we automatically adopt the input parameters until a low misfit is obtained. As it is unclear whether a single global minimum exists, we employ a Monte Carlo based method in combination with geometrical constraints, which is able to deal with multiple local minima\textsuperscript{14}. We could demonstrate with an analytical solution that this geodynamic inversion gives unique results for a rising sphere example, which is a significant improvement over earlier gravity-only inversions that has non-unique results. In a next step, we performed synthetic tests using linear viscous 3D models and showed that the method is able to retrieve the material parameters of layers that contribute to the large-scale dynamics of the model\textsuperscript{14}. More recently, we could demonstrate that it also works for fully non-linear and temperature dependent rheologies that include plastic yielding\textsuperscript{15}, which implies that it can be employed to constrain the rheology of the lithosphere. A first application to the India-Asia collision zone shows that the viscosity of the Indian lithosphere must be rather large, but also that the
viscosity beneath Asia can be less well constrained given the current data\textsuperscript{15}. Overall, our results suggest that the geodynamics inversion is a very promising new research direction that will give new insights in our understanding of the physics of the lithosphere.

**Acknowledgements**

This work was sponsored by the European Research Council under Starting Grant 258830. The authors gratefully acknowledge the Gauss Centre for Supercomputing (GCS) for providing computing time through the John von Neumann Institute for Computing (NIC) on the GCS share of the supercomputer JUQUEEN\textsuperscript{16} at Jülich Supercomputing Centre (JSC). GCS is the alliance of the three national supercomputing centres HLRS (Universität Stuttgart), JSC (Forschungszentrum Jülich), and LRZ (Bayerische Akademie der Wissenschaften), funded by the German Federal Ministry of Education and Research (BMBF) and the German State Ministries for Research of Baden-Württemberg (MWK), Bayern (StMWFK) and Nordrhein-Westfalen (MIWF).

**References**


Computational Aspects of High-Resolution Global Gravity Field Determination – Numbering Schemes and Reordering

Jan Martin Brockmann and Wolf-Dieter Schuh

Institute of Geodesy and Geoinformation, Department of Theoretical Geodesy, University of Bonn, Nussallee 17, D-53115 Bonn, Germany
E-mail: {brockmann, schuh}@geod.uni-bonn.de

Estimating high-degree spherical harmonic gravity field models from complementary observation types is computationally demanding. The computational effort depends on the one hand on the maximal resolution of the spherical harmonic expansion (i.e. the number of parameters to be estimated, tens to hundreds of thousands) and on the other hand on the number of observations (up to hundreds of millions). If approximations (e.g. block-diagonal approximations) should be avoided, concepts of high-performance computing have to be used to compute rigorous least-squares solutions from the typically dense systems of equations.

Within this contribution we focus on a technical detail in the context of estimating combined global gravity field models. Typically, dense systems of normal equations of different resolutions and provided in different numbering schemes have to be combined. Due to their dimension, they are mapped to the main memory as block-cyclically distributed matrices. We introduce symbolic numbering schemes, which are used to describe the resolution and the parameter order. This contribution summarises, how these symbolic numbering schemes are used to determine the permutation between the parameter order of two normal equations of different resolution and how the reordering is performed.

1 Introduction and Motivation

Gravity field models of the Earth are highly relevant in many geo-scientific applications. With a growing database (through dedicated satellite gravity missions like GRACE or GOCE, altimetry or surface data) combined models with higher spatial resolution become possible. The state-of-the-art mathematical parameterisation to describe the global Earth’s gravitational potential is a spherical harmonic expansion up to a certain maximal degree \( l_{\text{max}} \). The potential may be written, for some evaluation point \((r, \theta, \lambda)\) in an Earth fixed and centred coordinate system, as

\[
V(r, \theta, \lambda) = \frac{GM}{a} \sum_{l=0}^{l_{\text{max}}} \left(\frac{a}{r}\right)^{l+1} \sum_{m=0}^{l} (c_{lm} \cos (m\lambda) + s_{lm} \sin (m\lambda)) P_{lm}(\cos \theta),
\]

where \( l \) and \( m \) denote the spherical harmonic degree and order (d/o), \( c_{lm} \) and \( s_{lm} \) the unknown coefficients of the spherical harmonic expansion, \( a \) the equatorial radius of the Earth reference ellipsoid, \( P_{lm}(\cdot) \) the fully normalised associated Legendre functions, and \( GM \) the geocentric gravitational constant. This model comprises \( U = (l_{\text{max}} + 1)^2 \) unknown coefficients, which can be used to express related geometrical and physical functionals of the Earth’s gravity field.

Within global gravity field determination, the unknown coefficients \( c_{lm} \) and \( s_{lm} \) are estimated in a least-squares adjustment from various data sources, i.e. observations of the
effect of the Earth’s gravity field (gravity changes, satellite orbit disturbances, accelerations, ...)

1, 4, 5. These observations are either globally collected by satellites or locally in terrestrial measurement campaigns. Depending on the used data sets and their characteristics tens to several hundreds of thousands of parameters have to be estimated from the data. The unknown parameters from multiple data sources indicated by subscripts $o$ and $n$ are typically estimated in a joint weighted least squares adjustment 6

\[ \sum \omega_o A^\top_o \Sigma_o A_o + \sum \omega_n N_n \]

The unknown parameters from multiple data sources indicated by subscripts $o$ and $n$ are typically estimated in a joint weighted least squares adjustment 6

\[ \sum \omega_o A^\top_o \Sigma_o A_o + \sum \omega_n N_n \]

The observation groups $o$ are available as raw measurements with design matrices $A_o$, stochastic data vectors $\ell_o$, and covariance matrices $\Sigma_o$ describing the uncertainty characteristics of the observation vector. The observation groups $n$ are assumed to be already available as NEQs, where $N_n$ are the preprocessed NEQ matrices and $n_n$ the right hand side vectors. $\omega_{o,n}$ are (unknown) weight factors for the observation groups. The vector $x$ contains the unknown parameters, i.e. mainly spherical harmonic coefficients $c_{lm}$ and $s_{lm}$ but also additional group specific parameters like biases, or finite element parameters if the dynamic ocean topography is co-estimated from the altimeter data 10, 11.

Although it is generally useful to separate the group $n$ and $o$ as they have to be treated separately within the entire procedure 9, they can be merged within this contribution. Defining $N_o := A^\top_o \Sigma_o A_o$ and $n_n := A^\top_o \Sigma_o n_n$, which assumes the direct computations of the NEQs from groups $o$, Eq. 2 can be re-written with a single index $i \in \{o,n\}$ as

\[ \sum \omega_i N_i \]

Due to the dimension of tens to hundreds of thousands of rows and columns 9 of the symmetric and positive definite system of NEQs (Eq. 3), their setup and solution is implemented via an integrated use of block-cyclically distributed matrices 12, 9, 8 and SCALAPACK. Although the task of combining the group specific NEQs $N_i$ and $n_i$ seems simple, Eq. 3 is only valid if the observation equations and thus the NEQs of all groups $i$ are all assembled for the same and entire target parameter space (in the same parameter order).

Within gravity field determination, this is typically not the case as: (i) the NEQs from individual data sets are typically set up only up to a certain spherical harmonic degree, i.e. a degree determined by the sensitivity of of the measurement concept. For instance this can be $l_{\text{max}} = 5$ for Satellite Laser Ranging 13 but $l_{\text{max}} = 280$ for GOCE 14. (ii) The NEQs may contain group specific parameters, e.g. biases, calibration parameters or additional target parameters which can be determined from specific observation groups only 10. Finally, (iii) the ordering of the parameters is varying, as it is more or less arbitrary, although different (standard) so called numbering schemes with different properties exist 15. If an arbitrary number of NEQs should be combined, online reordering is required to guarantee consistent combined NEQs.

This contribution focuses on the combination of different NEQs assuming the parameter space and ordering of the different groups $i$ differs. A reordering strategy is developed to derive a general and flexible framework. Based on a symbolic description of the parameter ordering (numbering scheme) efficient reordering schemes can be applied. As within
global gravity field determination the NEQs are high-dimensional, the concept is applied to block-cyclically distributed matrices. The developed framework is usable for many applications and in different situations, e.g. prerequisites for different solvers\textsuperscript{9,16}.

2 Reordering of Block-Cyclically Distributed Matrices

2.1 Symbolic Numbering Schemes

Instead of relying on rule-defined numbering schemes\textsuperscript{17,15} it is more flexible and more general to define symbolic numbering schemes. A symbolic numbering scheme can be defined as a linear sequence of symbolically described parameters, for instance objects of a type Parameter. The linear sequence can be realised as a std::vector<Parameter>. The class Parameter and their attributes are used to uniquely describe the parameters, the parameter type (e.g. spherical harmonic coefficient, fine element coefficient, ...) plus additional information like d/o for a spherical harmonic coefficient. Every parameter group can be mapped to this scheme. For the later described determination of the reordering operation between two symbolic numbering schemes, it is essential that parameters are comparable such that they are sortable. As every parameter in a numbering scheme is unique, it is simple to define a operator<\textsuperscript{(const Parameter & p)}. A numbering scheme, a sequence of parameters is called \( p \) in the following, whereas \( p \) is an individual parameter and \( p[i] \) the \( i \)th parameter in the numbering scheme. Each numbering scheme, either generated based on rules or arbitrarily chosen, can be represented by such a symbolic numbering scheme. Thus, it is easy to assume that for every NEQ used in the combination, a symbolic numbering scheme can be created online (rule-based) or is available (from a file).

2.2 Reordering of Matrices, Index and Permutation Vectors

Based on two numbering schemes \( p_f \) and \( p_t \), the goal is to find the index vector and the permutation operator which reorders a vector \( x_{p_f} \) given in \( p_f \) to the vector \( x_{p_t} \) which contains the parameters sorted as described by \( p_t \). The requirements for \( p_f \) and \( p_t \) are that either all coefficients of \( p_f \) are contained in \( p_t \) or vise versa, that all coefficients of \( p_t \) are contained in \( p_f \). The first case means that \( p_f \) contains fewer parameters then \( p_t \), i.e. \( p_f \) is a subset of \( p_t \). The vector to be reordered shall be extended by zeros, corresponding to entries of “missing” coefficients. In the other case, \( p_t \) contains fewer parameters then \( p_f \), consequently \( p_t \) is a subset of \( p_f \). In that situation, the vector should be reordered in such a way that the first coefficients correspond to the ordering of \( p_t \) and that the additional coefficients are ordered to the end of the vector, which can then be truncated. The algorithms provided are operational for both cases. Nevertheless, for the combination of NEQs focused on here, the first case is the crucial one. The change of the parameter order (reordering) is nothing else than an interchange of rows for vectors (like the right hand side \( n_y \)) and the interchange of rows and columns for matrices (like the normal matrices \( N_i \)). Mathematically the operation can be described by an index vector \( i_{p_{f} \rightarrow p_{t}} \) or a permutation operation \( \Psi_{p_{f} \rightarrow p_{t}} \). Whereas the index vector assumes a simultaneous interchange, the permutation assumes a sequential interchange (taking already performed interchanges into account).
Algorithm 1: Computation of index vector from two symbolic numbering schemes.

Data: vector<Parameter> \( p_{\text{from}} \) Symbolic numbering scheme source matrix is ordered in vector<Parameter> \( p_{\text{into}} \) Symbolic numbering scheme matrix should be reordered to

1. vector<\text{size}_{i}> \( i_{\text{from}}^{\text{--to}}_{\text{into}} (p_{\text{into}}.\text{size}(), 0) \) // initialisation of index vector
2. \( i = 0 \) // start value for fill in indices for parameters in \( p_{\text{into}} \) but not in \( p_{\text{from}} \), inserted at the end
3. \( i_{\text{from}} \) = \( p_{\text{from}}.\text{size}() \)
4. // store current index of parameter in auxiliary variable \( i \) of each individual parameter
5. for \( k = 0 \) to \( p_{\text{from}}.\text{size}() \) do
   6. \( i_{\text{from}}[k].i() = k \)
7. end
8. sort\( (p_{\text{from}}.\text{begin}(), p_{\text{from}}.\text{end}()) \) // sort numbering scheme \( \langle \text{operator} \rangle \)
9. // loop over all parameters in \( p_{\text{into}} \)
10. for \( k = 0 \) to \( p_{\text{into}}.\text{size}() \) do
11. \( i = \text{lower bound}(p_{\text{from}}.\text{begin}(), p_{\text{from}}.\text{end}(), p_{\text{from}}[i].i()) \)
12. if parameter found, insert index \( i \), otherwise fill in value outside of \( p_{\text{from}}.\text{size}() \)
13. if \( i < p_{\text{from}}.\text{size}() \) then
14. \( i_{\text{from}} = p_{\text{from}}.p(i).i() \)
15. else
16. \( i_{\text{from}} = p_{\text{from}}.p(i).i() + e + + \)
17. end
18. end
19. end
20. // special case if \( p_{\text{into}} \subseteq p_{\text{from}} \) : extend index vector to size of \( p_{\text{from}} \)
21. if \( p_{\text{into}}.\text{size}() < p_{\text{from}}.\text{size}() \) then
22. \( i_{\text{from}} = p_{\text{from}}.\text{resize}(p_{\text{from}}.\text{size}()) \)
23. // the remaining parameters are sorted to the end as they are not contained in \( p_{\text{into}} \)
24. for \( k = p_{\text{into}}.\text{size}() \) to \( p_{\text{from}}.\text{size}() \) do
25. \( i_{\text{from}} = p_{\text{from}}.p(i).i() \)
26. end
27. end
28. return \( i_{\text{from}}^{\text{--to}}_{\text{into}} \) // index vector performing reordering from \( p_{\text{from}} \) to \( p_{\text{into}} \)

Index Vector for Reordering

Within the index vector \( i_{p_{\text{from}}}^{\text{--to}}_{p_{\text{into}}} \), the entry at position \( i \) contains the index, the coefficient \( p_{i}^{}(i) \) can be found in \( p_{i} \), and thus \( p_{i}^{}(i) = p_{i}^{}(i_{p_{\text{from}}}^{\text{--to}}_{p_{\text{into}}}^{}(i)) \). Given a matrix \( A \) in \( p_{i} \), its rows are reordered to \( p_{i} \), via \( A_{p_{i}} = A_{p_{i}}(i_{p_{\text{from}}}^{\text{--to}}_{p_{\text{into}}}^{}(i), :) \), its columns via \( A_{p_{i}} = A_{p_{i}}(:, i_{p_{\text{from}}}^{\text{--to}}_{p_{\text{into}}}^{}(i)) \), and for quadratic matrices rows and columns via \( A_{p_{i}} = A_{p_{i}}(i_{p_{\text{from}}}^{\text{--to}}_{p_{\text{into}}}^{}(i), i_{p_{\text{from}}}^{\text{--to}}_{p_{\text{into}}}^{}(i)) \), using the well known MatLab/Octave like notation. The index vector \( i_{p_{\text{from}}}^{\text{--to}}_{p_{\text{into}}} \) can be computed with the efficient Alg. 1, which works for both cases mentioned above.

Within each coefficient of \( p_{i} \), the original position in the numbering scheme is stored (cf. Alg. 1, l. 5–7) in a auxiliary attribute \( i \). Afterwards \( p_{i} \) can be sorted. Now, iterating over the parameters in \( p_{i} \), they can be efficiently found, if contained, in \( p_{i} \) as they have to be searched in a sorted vector (cf. Alg. 1, l. 10–20). The original index is stored from the auxiliary variable into the index vector. If the parameter is not contained in \( p_{i} \), the index is set to an entry larger than \( p_{i}.\text{size}() \), which will correspond to the extended zeros when the reordering is performed to a vector/matrix. Parameters contained in \( p_{i} \) but not in \( p_{i} \) are arranged to the end, via setting the entries of the index vector to a value larger then the
Algorithm 2: Conversion of an index vector to a permutation vector.

Data: vector<size_t> \( \mathbf{i}_\text{vec} \) → \( \mathbf{i}_\text{vec} \) index vector to be converted to permutation vector

1. vector<size_t> \( \psi_\text{vec} \) → \( \mathbf{i}_\text{vec} \) = \( \mathbf{i}_\text{vec} \) → \( \mathbf{i}_\text{vec} \) // initialisation of permutation vector

2. size_t \( p = 0 \)

3. // auxiliary vector, entry \( h(k) \) contains index where value \( k \) is stored in \( \psi_\text{vec} \) → \( \mathbf{i}_\text{vec} \)

4. vector<size_t> \( h(\mathbf{i}_\text{vec} \) → \( \mathbf{i}_\text{vec} \).size(), 0)

5. for \( k = 0 \) to \( \mathbf{i}_\text{vec} \) → \( \mathbf{i}_\text{vec} \).size() do

6. \( h(\mathbf{i}_\text{vec} \) → \( \mathbf{i}_\text{vec} \)(\( k \))) = \( k \)

7. end

8. // loop over entries of index vector

9. for \( k = 0 \) to \( \mathbf{i}_\text{vec} \) → \( \mathbf{i}_\text{vec} \).size() do

10. \( p = h(k) \) // index of number \( k \) follows from \( h \) instead of \( \text{find} \) operation

11. if \( p > k \) then

12. \( \psi_\text{vec} \) → \( \mathbf{i}_\text{vec} \)(\( p \)) = \( \psi_\text{vec} \) → \( \mathbf{i}_\text{vec} \)(\( k \))

13. \( h(\psi_\text{vec} \) → \( \mathbf{i}_\text{vec} \)(\( k \))) = \( p \) // update vector \( h \), value \( \psi_\text{vec} \) → \( \mathbf{i}_\text{vec} \)(\( k \)) is now at position \( p \)

14. end

15. end

16. return \( \psi_\text{vec} \) → \( \mathbf{i}_\text{vec} \) // sequential permutation vector corresponding to \( \mathbf{i}_\text{vec} \) → \( \mathbf{i}_\text{vec} \)

The complexity of the algorithm is \( O(n \log(n)) \). For a test case of two numbering schemes of 520 000 parameters, the serial runtime is 0.2 s.

Permutation Vector for Reordering

An alternative notation/operation, which is better suited for the block-cyclically distributed matrices, is a so called permutation or pivoting vector. In contrast to an index vector, where the column and/or row interchanges are assumed to be performed simultaneously, a permutation vector contains a sequence of serial row and column permutations, i.e. a sequential swapping of two rows/columns starting at the begin of the vector. In contrast to the index vector, already performed swapping operations are taken into account in the representation. An entry in the permutation vector at position \( i \) means that the row \( i \) is swapped with row \( \psi(i) \). To be more precise, the current content of row/column \( i \) is swapped with the current content of row/column \( \psi(i) \). Note that the content might change with every swapping operation. Now, the old entry of position \( i \) is in row \( \psi(i) \), thus the index vector needs to be updated. A remaining entry \( i \) in the subsequent elements of \( \mathbf{i}_p \) has to be replaced by the entry \( \psi(i) \). The procedure to convert an index vector to a permutation vector is summarised in Alg. 2. The basic idea is to avoid the search operation via introducing a second vector which stores the position of an entry \( k \) in the vector. The complexity is \( O(2n) \), its serial runtime is 0.01 s, for an example index vector with 520 000 entries.

To apply a permutation vector to rows and/or columns, the operator \( \Psi_\text{p} \rightarrow_\text{p} \) is defined. This operator performs the serial permutations of rows \( \Psi_\text{p} \rightarrow_\text{p} \) as given by the vector \( \psi_\text{p} \rightarrow_\text{p} \), the operator \( \Psi_\text{c} \rightarrow_\text{p} \) performs the column interchanges and \( \Psi_{\text{p,c}} \rightarrow_\text{p} \) performs the interchanges for rows and columns.
3 Combined System of NEQs

Assuming that a target numbering scheme \( \mathbf{p} \) (associated with \( N \)) exists which covers the entire parameter space to be estimated, Eq. 3 can be rewritten as

\[
\sum_i w_i \left[ \begin{array}{cc} N_i & 0_{U_i \times U-U_i} \\ 0_{U-U_i \times U_i} & 0_{U-U_i \times U-U_i} \end{array} \right] (\mathbf{p}_i \mapsto \mathbf{p}, \mathbf{p}_i \mapsto \mathbf{p}) \right) \cdot x = \sum_i w_i \left[ \begin{array}{c} n_i \\ 0_{U-U_i} \end{array} \right] (\mathbf{p}_i \mapsto \mathbf{p}),
\]

(4)

for the use with an index vector. Using the introduced permutation operator, we obtain

\[
\left( \sum_i w_i \Psi^{r,c}_{\mathbf{p}_i \mapsto \mathbf{p}} \left( \begin{array}{cc} N_i & 0_{U_i \times U-U_i} \\ 0_{U-U_i \times U_i} & 0_{U-U_i \times U-U_i} \end{array} \right) \right) \cdot x = \sum_i w_i \Psi^{r}_{\mathbf{p}_i \mapsto \mathbf{p}} \left( \begin{array}{c} n_i \\ 0_{U-U_i} \end{array} \right),
\]

(5)

assuming \( N_i \) and \( n_i \) to be the original NEQs as they were originally set up. Their numbering scheme is denoted as \( \mathbf{p}_i \). These NEQs for the subset of the parameters are extended with zeros, if required. Afterwards the index vector or the permutation vector is applied to the temporarily extended NEQs. The NEQs can be combined performing a simple addition as the parameter order and parameter space is adjusted to the defined target numbering scheme \( \mathbf{p} \). The solution of the NEQs equations can be performed with SCALAPACK.

4 Reordering for Block-Cyclically Distributed Matrices

With the known permutation vector between two numbering schemes, the permutation is applied to block-cyclically distributed matrices to compute the combined system of NEQs cf. Eq. 5. With the permutation vector, the operation is simply performed by the SCALAPACK helper routine \( \text{pdlapiv} \), which is used within SCALAPACK for pivoting during the solution of systems of equations. The subroutine performs the permutation given by \( \psi_{\mathbf{p}_i \mapsto \mathbf{p}} \) to either rows or columns of a block-cyclically distributed matrix. Applying the function twice, first to permute rows and secondly to permute columns, both are reordered. Beside the standard input of the block-cyclic distribution of the matrix, the function requires the input of the permutation vector as block-cyclically distributed integer vector. Note that before reordering, a symmetric matrix has to be stored in the lower and upper triangle, as during reordering, both are mixed.

Fig. 1 gives an overview of the required runtime for the reordering of rows and columns of distributed matrices of different dimension on different quadratic processor grids (for the distribution parameters default values of \( b_r = b_c = 64 \) were used) to get an idea of the order of magnitude. The index vector was randomly generated (random shuffle of an index vector). The main conclusions of the test are: i) The reordering of columns is much faster than the reordering of rows (by a factor of three to ten). This could be expected as the column access in memory is much faster using the column major order for matrices for the locally stored matrices. ii) For matrices of dimension lower than \( 20 000 \times 20 000 \) the reordering is performed in less than 1 s on all grids. For the reordering of columns, this even holds for matrices smaller than \( 80 000 \times 80 000 \). Although there is no real scaling behaviour of the reordering operations with the number of cores (cf. Fig. 1(b)), the most important thing is that the performance increases on larger compute core grids and does not drop to additional organisational requirements (at least for matrices above dimension \( 10 000 \times 10 000 \) the scaling is above 1.0 for all cases analysed).
5 Summary and Conclusions

The concept of symbolic numbering schemes and the strategy to reorder block-cyclically distributed matrices is used within the framework for global gravity field recovery\(^9\). The reordering is computed efficiently on the fly and the original NEQs can be kept, and no additional preprocessing and homogenisation of the NEQs into a predefined numbering scheme is necessary. These strategies are also required within global gravity determination using iterative solvers, where the NEQs are required in different numbering schemes for the efficient setup of the observation equations (recursion formulas) and for preconditioning (block diagonal dominance in specific numbering)\(^9,16\).
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Turbulent rotating convection occurs in many geo- and astrophysical bodies, but it is still far from being well understood. Here, we review some recent findings in this field which were obtained using the JUQUEEN system. We present results revealing that tiny viscous boundary layers, so-called Ekman layers, are much more important in rapidly rotating convection than previously thought. We also discuss evidence for upscale kinetic energy transport generating large-scale, coherent structures in rotating convection. Finally, we briefly discuss the geo- and astrophysically relevant case of convective systems in which the fluid parcels in the deeper parts of the convective region get compressed significantly by the weight of the overlying fluid. We show that in the presence of rotation, such compressibility effects can drive alternating jets similar to those observed on Jupiter and other giant planets.

1 Introduction

Buoyancy driven fluid flows, so-called convective flows, are ubiquitous in nature. They stir the outer layer of the sun and play an integral part in transporting the energy generated in the solar interior to the surface, from where it is radiated into space. Convection also occurs in giant planets, and has been proposed to drive the strong zonal winds which organise Jupiter’s colourful clouds into the banded structures that dominate the planets’ visual appearance. Deep below our feet, the Earth’s magnetic field is generated by convective flows in its liquid outer iron core. Convection is also important in daily life and in technical applications, for example when it cools down a cup of tea or when it generates comfortable living room temperatures by redistributing the thermal energy of a radiator.

Geo- and astrophysical convective systems are however special in a number of respects. In particular, (i) they typically have a huge spatial extent, (ii) they usually spin rapidly, and (iii) the fluid in deeper parts of their convective regions can be compressed significantly by the overlying weight. All these features affect the dynamics considerably. The huge system size makes viscous diffusion irrelevant on most flow scales of interest, causing intense turbulence. At the same time, the motions usually feel the effects of rotation, and in many important applications, Coriolis forces dominate the leading order force balance. Finally, fluid particles can get compressed or expanded as they travel between different depth levels, which changes their moment of inertia. As we will discuss below, this can lead to order one changes in the overall dynamics, especially in rapidly rotating systems such as Jupiter, where it is possibly this process driving the zonal winds.

The goal of the research presented here is to gain a better understanding of the basic dynamics of turbulent, rotating convection and of its role in natural systems. In this contribution, we review some recent findings in this field which have been obtained using the JUQUEEN system in Jülich. The presentation style is chosen to appeal to a wider audience, with more details being available in our recent publications.

319
2 Modelling Approach and Applied Methods

Numerical simulations in geo- and astrophysics are often tailored to mimic a specific natural system as closely as possible. All physical processes expected to be relevant are included, and complicated geometries and boundary conditions are adopted. While results from such models can be compared directly with observations, the inherent complexity sometimes obscures the view on the fundamental physics. In this work we therefore focus deliberately on conceptually simple models in plane, Cartesian geometries. A rotating plane layer, heated from below and cooled from above with gravity pointing downwards is considered. This choice of setup allows us to directly relate the results to laboratory experiments which are usually carried out in a similar configuration. Furthermore, the most advanced theoretical models are generally developed for this particular setup. Testing the available theory with numerical simulations allows us to assess our current level of understanding and, as we will show, can also guide future theoretical advances.

Three different levels of approximation are used in our simulations, which in increasing order of complexity are (i) the Boussinesq approximation, which accounts for density variations only in the buoyancy force while otherwise treating the flow field as incompressible, (ii) the anelastic approximation, which includes the effects of an adiabatic increase of density with depth, and (iii) the so-called fully compressible model, which contains no approximations beyond those involved in basic continuum-mechanics. The Boussinesq approximation is usually used in the context of laboratory experiments, and also in the bulk of the existing theoretical work. Unfortunately, it breaks down in large-scale natural convection if the material gets compressed significantly by the weight of the overlying fluid. The anelastic approximation takes this effect into account, while maintaining most computational benefits of the Boussinesq approach. Its general validity, especially in the context of rapidly rotating flows, has however been called into question recently\textsuperscript{8}. The fully compressible model provides the most comprehensive description, and remains valid even under super-sonic conditions and for intense thermodynamic fluctuations. An in-depth discussion, including the relevant equations, is beyond the scope of this overview paper and can be found elsewhere\textsuperscript{3,6}.

Different codes\textsuperscript{9,6} are used for the simulations. In the Boussinesq and anelastic case, high order spatial discretisation schemes are employed, based either on spectral Fourier and Chebychev expansions, or on a hybrid spectral / finite-difference formulation. In the fully compressible case, a second order finite difference scheme is used. Time integration is performed by linear multistep methods (AB/BDF2 and AB/BDF3). All codes have been shown to scale well on JUQUEEN up to at least $10^5$ cores.

3 Asymptotic Behaviour of Rapidly Rotating Convection

Direct numerical simulations (DNS) of geo- and astrophysical convection are usually unable to cover the full range of temporal and spatial scales occurring in nature. This difficulty is well known to occur in the presence of strong turbulence, where eddy sizes often range from the system scales all the way down to the so-called Kolmogorov micro-scales at which molecular viscosity becomes important. Similar problems are, however, also encountered in rotating fluids, where it is the Coriolis effect that creates dynamical processes on a broad range of temporal and spatial scales. An important control parameter in this
case is the so-called Ekman number $E = \nu/(2\Omega H^2)$, which is defined as the ratio of the rotation time scale $(2\Omega)^{-1}$ to the characteristic time scale of viscous diffusion $H^2/\nu$ across the convective layer. Here, $\nu$ denotes the kinematic viscosity, $\Omega$ is the rotation frequency and $H$ the layer depth. In planetary cores, $E$ is on the order of $10^{-15}$, while even the most advanced simulations only reach down to $E = O(10^{-7})$. Viscosity is therefore massively overrepresented in these simulations. The problem is due to an extreme range of spatial and temporal scales that needs to be resolved at small $E$. While the system scale is $H$, convective instabilities occur on $O(E^{1/3}H)$ spatial scales and viscous boundary layers have an $O(E^{1/2}H)$ thickness. The time scale of vertical viscous diffusion is $H^2/\nu$, which is $O(E^{-2/3})$ times longer than the horizontal diffusion time scale across convective instabilities, and $O(E^{-1})$ times longer than the period of certain waves appearing in rotating flows. For $E$ as low as $10^{-15}$, these scale disparities are too huge to be resolved. Unfortunately, laboratory experiments also have been unable to probe the low Ekman numbers regime beyond the values attainable in simulations, albeit for different reasons.

As both simulations and laboratory experiments cannot reach realistic parameter values, the question arises whether they nevertheless represent the physics of natural systems adequately. Any geophysical interpretation of their results clearly requires an extrapolation over many orders of magnitude in Ekman number. This can only be done if (i) no further bifurcations or regime transitions are encountered within the covered parameter range and (ii) if the relevant scaling relations are known exactly. In essence, the physics in the asymptotic limit $E \to 0$ needs to be understood rigorously, and both numerical simulations and laboratory experiments have to advance into regions of parameter space where clear asymptotic behaviour becomes apparent.

Over the past decade, there has been considerable progress in mathematical studies of the low Ekman number limit employing asymptotic expansion techniques. Detailed quantitative predictions for rapidly rotating plane layer convection are now available, and these are expected to be valid even in the fully turbulent regime as long as Coriolis forces remain dominant in the force balance. JUQUEEN has allowed us to test these predictions, and thus our current understanding of rapidly rotating convection. As the available theoretical studies cover the Boussinesq case with anti-parallel rotation and gravity, we also employed this configuration in our DNS. Fig. 1 shows the computed convective heat transport as a function of the forcing strength for a range of Ekman numbers. As described in the figure caption, clear convergence against the theoretical predictions is found if the boundary conditions are chosen to explicitly suppress lateral shear stresses on the bounding surfaces. However, for rigid, no-slip boundary conditions, as they arise in laboratory experiments or planetary cores, the available theory appears to break down.

The crucial difference between the two cases is that viscous boundary layers, so-called Ekman layers, form in the no-slip case. These are extremely thin structures - for the simulations at $E = 10^{-7}$ shown in Fig. 1, the Ekman layers cover only the outermost $\sim 0.1\%$ of the fluid layer (but still need to be properly resolved, of course). It is surprising that these tiny structures can have such a strong impact on the overall dynamics - in some cases, they increase the heat transport across the convective region by more than $800\%$! Even more surprising is that Fig. 1 suggests that the Ekman layers gain dynamical importance as $E$ is reduced, despite the fact that both their thickness and the secondary flows they induce are known to decrease with decreasing $E$. Our simulation results are also puzzling in the light of mathematical studies conducted back in the 1960s, which irrevocably showed that at
the onset of convective motions, Ekman layer effects become asymptotically small in the rapidly rotating regime\textsuperscript{15}. This suggests that somewhere above onset, a previously overlooked non-linear effect kicks in that brings the dynamical consequences of the tiny Ekman layers back into the leading order dynamics, with enormous effects on the heat flow.

Using an in-depth analysis of the numerical simulations, a refined version of the asymptotic theory which explicitly includes the Ekman layers has been developed\textsuperscript{7}, and detailed computations based on this theory are currently in progress. Computations on JUQUEEN have thus revealed that a key physical process had been missed in previous theories. They also have provided essential information concerning the nature of the missing pieces. At least in the simple geometries considered here, a much more comprehensive understanding of rapidly rotating convection now appears within close reach.
Figure 2. Formation of large-scale, coherent vortices in rotating Rayleigh-Bénard convection ($E = 10^{-7}$, $Pr = 1$ and $\tilde{R} \approx 10$) with stress-free boundaries. Shown is (a) vertical vorticity, (b) kinetic energy of horizontal flow components, (c) temperature anomaly close to the upper boundary and (d) vertically integrated vertical vorticity. As apparent from panels (a) and (c), the convective flow itself exhibits a small-scale, turbulent, three-dimensional structure, but drives system-scale, coherent vortices as shown in panels (b) and (d). Note that the horizontal scales are stretched by a factor of $\sim 4.5$ in (a) and (b) to aid the visualisation.

4 Upscale Kinetic Energy Transport in Rapidly Rotating Convection

As stated earlier, convective instabilities in rapidly rotating systems occur on small $O(E^{1/3}H)$ length scales, with $H$ denoting the depth of the convective region. For the Earth’s core with $E = O(10^{-15})$, this corresponds to a few tens of meters, which is tiny compared to the outer core radius of roughly 3400 km. An important question is whether convective turbulence driven at such small scales is able to generate much larger coherent structures on the global scale $H$. Such structures could then possibly explain large-scale anomalies in the Earth’s magnetic field. Similarly, if the zonal winds on Jupiter and other giant planets are indeed convectively driven, a mechanism needs to exist that transports kinetic energy from the local convective injection scales to the global wind scales.

Our simulations on JUQUEEN indeed reveal that system scale coherent structures can form in rapidly rotating Boussinesq convection provided the turbulence level is high enough. An example is shown in Fig. 2. Although the convective flow exhibits many small scale features on the $O(E^{1/3}H)$ convective instability scale, it drives an intense pair...
of vortices on the largest scale available to the system. The formation of such vortices in rotating convection has recently also been observed in simulations at larger $E$, where the large-scale energy accumulates predominantly in cyclonic structures\textsuperscript{15,16}. Such symmetry-breaking is theoretically predicted to be absent in the asymptotic case of rapid rotation\textsuperscript{17}. Indeed, our DNS reveals the generation of both cyclonic and anti-cyclonic vortices, which suggests that symmetry tends to be restored as $E$ is reduced. A further interesting observation is that upscale kinetic energy transport appears to be largely suppressed by no-slip boundaries. An investigation of this effect is currently underway.

5 Modelling Compressibility Effects

So far, we have completely neglected the fluid’s compressibility. This is typically justified in laboratory experiments, but not in large-scale geo- and astrophysical systems, where the weight of the overlying fluid often causes a substantial density increase with depth. In Jupiter for example, density varies by about four orders of magnitude from the one bar level down to the region where the atmospheric hydrogen becomes metallic, which is often viewed as a natural lower boundary of an outer convection zone.

There are several ways to model such configurations. One approach is to solve the basic fluid-dynamical equations following from first principles of continuum physics. These equations however also describe sound waves, and the requirement to resolve these can significantly hamper simulations of natural flows which often evolves on much longer time scales. To circumvent this problem, the governing equations can be simplified using the so-called anelastic approximation, which filters out the sound waves. Unfortunately, there are some concerns about the general validity of this approximation, and problems have recently been predicted to occur for low viscosity fluids in rapidly rotating systems\textsuperscript{8}. It is therefore necessary (i) to check the validity bounds of the approximation, (ii) to quantify the arising errors and (iii) to quantify the relative computational efficiency for both approaches.

JUQUEEN has recently allowed us to compare both modelling strategies systematically, from the laminar to the turbulent regime, for the first time\textsuperscript{3}. As a first step, an ideal gas has been taken as the working fluid, and only the non-rotating case has been considered so far. Our simulations show that results obtained using the full equations converge to the anelastic case exactly as predicted by theory, even in the turbulent regime. In addition, they provide quantitative error estimates as well as rough guidelines concerning the computational efficiency of each approach. This enables modellers to chose the most accurate and efficient approach for their particular problem at hand. We are currently extending this study to the rapidly rotating case.

6 Are Jupiter’s Zonal Winds Driven by Compressibility?

Strong zonal winds organise the colourful clouds on Jupiter’s surface into characteristic banded structures that can be observed even with basic amateur-level telescopes. Higher resolution pictures reveal that these winds are embedded in a sea of small scale turbulence. Similar pronounced zonal wind structures have been observed on all gas and ice giants in our solar system, and thus appear to be a very robust feature. Despite the tremendous observational progress that has been made over the last decades, the dynamical origin of the
winds remains poorly understood. Some models emphasise dynamical effects occurring in the outermost atmospheric layers, invoke approximations valid for shallow atmospheres only and ignore the vast interior of the planet\textsuperscript{18}. Other models seek the dynamical roots of the differential rotation in convective motions extending deep downwards into the gaseous envelope\textsuperscript{10,14,20}. Today, it is not clear how deeply the jets extend into the planetary interior. The Juno mission that will reach Jupiter in mid-2016 has the potential to better constrain the radial extent of the jets\textsuperscript{21}.

Here, we focus on the deep dynamics, and investigate the possibility that the jets are driven by compressibility effects. The idea\textsuperscript{22} is that in deep planetary convection, an inverse cascade successively transports kinetic energy generated by small-scale convective instabilities to larger scales, in a similar fashion as described in Sec. 4. At some point, the convective eddies become large enough to feel the density increase with depth. When this happens, certain waves, so-called \textit{compressional Rossby waves}, are excited\textsuperscript{23}. Their basic dynamics is in many respects similar to the classical Rossby waves that create meanders in Earth’s jet stream and influence our mid-latitude weather, but in this case it is the compression of the fluid with depth, and not the variation of Coriolis forces with latitude, that causes the wave motions. Theory suggests that the interaction of the turbulent eddies with these waves may channel the kinetic energy into horizontal shear flows, which would correspond to the observed zonal jets. Fig. 3 shows results from a numerical simulation using the anelastic approximation that illustrates the general possibility of this scenario\textsuperscript{1}.

By running a large number of simulations, we were able to investigate the dynamics in detail\textsuperscript{1}. The jet thickness could be shown to follow a certain scaling law similar to classical Rhines’ theory for beta-plane turbulence. Applied to the giant planets in the solar system,
the observed number of jets is reasonable well predicted, which is remarkable given the simplicity of the model considered here.

7 Conclusions

Rotating convection is a fascinating fluid-dynamical phenomenon with large relevance in geo- and astrophysical systems, but it is still not well understood. Simulations on JUQUEEN have shown that the nature of the boundaries has a much larger impact than previously expected. In rapidly rotating systems, tiny Ekman boundary layers are shown to massively boost the heat transfer, contrary to common theoretical expectations. Also the processes of upscale kinetic energy transport and large-scale coherent structure formation appears to be strongly affected by the mechanical boundary conditions. Both effects need further study. We have also been able to demonstrate very clearly that intense alternating jets can be convectively driven by a complex interplay of compressibility effects and rotation. This should be an important effect in the interiors of gas planets, and must be considered as a possible explanation for the zonal winds observed on all giant planets in our solar system.
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Computer Science and Numerical Mathematics
In this part we have two contributions which concern geophysical flows with the main focus on high scalability, multigrid acceleration and fault tolerance.

The contribution of B. Gmeiner, M. Huber, L. John, U. Rüde, C. Waluga, and B. Wohlmuth about “Massively Parallel Large Scale Stokes Flow Simulation” concerns the efficient computation of solutions of the coupled system consisting of a Stokes-type and a convection-dominated transport equation. This coupled system is considered as a mathematical model for geophysical flows in the earth’s mantle, where special convection patterns of solid material evolve on large time and length scales. Laboratory experiments for the investigations of these problems are impossible and therefore a reliable and efficient numerical simulation is necessary. The numerical method is based on finite element discretisations and geometric multigrid methods.

For the solution of a simplified mantle convection problem an iterative coupling of solving the mass-momentum system and the energy equation is used. Different solver strategies like preconditioned Krylov space and multigrid methods for the first system are studied. It turns out that these methods outperform competing methods significantly. Weak scaling results for the JUQUEEN as well as the robustness with respect to the problem size are excellent.

They also study fault tolerance algorithms, i.e. how to recover nodal values which are lost during a fault. They compared the results for global recovery with those obtained without recovery for a large Laplace problem. The project was funded by the DFG.

In the paper “Analysing the Scalability of Climate Codes Using New Features of Scalasca” by M. Harlacher, A. Calotoiu, J. Dennis, and F. Wolf one of the most important challenge in high performance computing is considered: The efficiency, in particular in this paper the scalability, of algorithms on parallel computers with a very large number of threads. In order to detect scalability bugs, a load-balancing simulator is developed. It can be used to compare the advantages of different load balancing strategies, without changing the code: For instance, the performance impact of different domain decomposition strategies, such as block size, aspect ratio and maximal number of blocks that can be designed. The method is applied to a code for climate simulation and it includes in particular sea ice distribution.
Massively Parallel Large Scale Stokes Flow Simulation

Björn Gmeiner¹, Markus Huber², Lorenz John², Ulrich Rüde¹, Christian Waluga², and Barbara Wohlmuth²
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In many applications, physical models consisting of a Stokes-type equation that is coupled to a
convection-dominated transport equation play an important role, e.g., in mantle-convection or
ice-sheet dynamics. In the iterative treatment of such problems the computational cost is usually
dominated by the solution procedure for the Stokes part. Hence, we focus on massively scalable
and fast multigrid solvers for the arising saddle point problem. To gain deeper insight into the
performance characteristics, we evaluate the multigrid efficiency systematically and address the
methodology of algorithmic resilience. Three methods based on the HHG software framework
will be presented and are shown to solve FE systems with half a billion unknowns even on
standard workstations. On petascale systems they furthermore exhibit excellent scalability.
This together with the optimised performance on each node leads to superior supercomputing
efficiency. Indefinite systems with up to ten trillion ($10^{13}$) unknowns can be solved in less than
13 minutes compute time.

1 Introduction

Thanks to the continuous improvements made in parallel computing technology, current
leading-edge supercomputers can provide up to several petaflop/s of performance provided
that suitable algorithms and implementations are designed. While this enables the develop-
ment of increasingly complex computational models with unprecedented resolution, it
also requires a novel co-design process that aims at maximal performance at all stages of
developing a simulator. This includes the appropriate choice of mathematical models, dis-
cretisations, and algorithms, as well as the matter of software implementation, which all
– in their interplay – must be carefully analysed, adapted, and possibly revised to avoid
unnecessary inefficiencies in data volume, data traffic, and arithmetic cost. To achieve
several levels of parallelism with hundreds of thousands of threads all components must
be specifically designed for avoiding synchronisation and communication where possible.
This often requires the use of complex hybrid programming models.

In this work, we use the hierarchical hybrid grids framework (HHG)¹,² that realises a
compromise between structured and unstructured grids. It exploits the flexibility of finite
elements and capitalises on the algorithmic efficiency of geometric multigrid methods. The
HHG package was initially designed with scalar elliptic equations in mind, see Refs. 1,
2. In Refs. 5, 6 an extension to Stokes systems using a pressure-correction scheme was
presented and in Ref. 12 we discuss the conservative coupling to transport equations. For
the extension to other types of scalable multigrid-based Stokes solvers, see Ref. 10. In the
context of multigrid methods, the execution of a parallel smoothing step for the multigrid
algorithm consumes a major part of the total computational cost. The performance of such
algorithms can be substantially improved, e.g. by using suitable discretisations that permit a memory-efficient, matrix-free implementation.

Our application problem is motivated by fundamental geophysical questions revolving around the physics of the Earth’s mantle, which extends from some tens of kilometres below the surface down to the core-mantle-boundary at about 2900 km depth. In this region, convection patterns of solid material evolve on large time- and length-scales; e.g., Fig. 1 shows the rise of a typical plume formation, displaying the characteristic “mushroom” shape of the iso-temperature surfaces.

![Figure 1. Scaled temperature distribution for a coupled convection simulation. The convective part of the energy balance equation is determined by the velocity solution of a Stokes system.](image)

While the general structure of convection within the mantle is relatively well understood, some important details remain open, including the potential thermo-chemical nature of the convection currents (which are essentially a statement on the buoyancy forces) appropriate rheological parameters and the importance of lateral viscosity variation. Due to the extreme conditions deep inside the Earth and the large time scales involved, answering these questions is mostly outside the scope of laboratory experiments. Thus, further progress in mantle convection research relies on extracting meaningful answers from the geologic record through a careful assimilation of observations into models by means of fluid dynamics inverse simulations. There are three aspects making the inversion feasible: the strongly advective nature of the heat transport, the availability of terminal conditions from seismic tomography, providing current temperatures and densities inside the mantle, and the availability of boundary conditions, i.e. surface velocity fields for the past 130 million years, from paleomagnetic reconstructions.

2 Simulation Models

A popular model for mantle convection considers the conservation of mass, momentum and energy in the following form:
Here, $\sigma$ represents the stress tensor while $\dot{\varepsilon} = \frac{1}{2}(\nabla u + \nabla u^\top)$ denotes the rate of strain tensor that is defined as the symmetric part of the gradient of the velocity field $u$. The vector $g$ denotes the gravitational acceleration acting in vertical/radial direction. We further denote the internal energy density by $e$, the heat flux per unit area by $q$, and the volumetric radiogenic heat production rate by $H$. The density $\rho = \rho(p,T)$ is related to the pressure $p$ and the temperature $T$ through an equation of state that is investigated in the field of mineralogy and usually represented via lookups or analytical expressions. Finally, the stress tensor $\sigma$ is defined as

$$\sigma = 2\mu(\dot{\varepsilon} - \frac{1}{3} \text{tr} \dot{\varepsilon} \cdot I) - pI,$$

where $\mu$ denotes the dynamic viscosity. As mentioned before, the rheology of the mantle is not yet well understood, and there are different models for the viscosity. As the focus of this present study is on parallel scalability and efficiency, we only consider numerical examples for a simplified model of mantle convection in the following.

Firstly, we employ the Boussinesq-approximation, i.e., we treat the flow as incompressible everywhere apart from the buoyancy term $\rho g$. The mass balance (Eq. 1b) then simplifies to the incompressibility constraint $\text{div} \, u = 0$. It is well-known that for long term dynamic simulations of coupled problems, local mass conservation is a crucial ingredient. Although we are using stabilised $P_1$ conforming finite element spaces for the velocity and the pressure space, our simulation results do not suffer from the lack of mass conservation. A local post-process guarantees that the velocity flux entering the energy balance equation is locally conservative, and thus no spurious source or sink terms occur. The picture on the right of Fig. 2 shows the vorticity field produced by the modified approach which is in excellent agreement with the reference solution while the one on the left exhibits a physically incorrect structure.

Figure 2. Uncorrected (left) vs. corrected (right) coupling approach: Vorticity contour surfaces for an isoviscous Boussinesq flow with free-slip conditions and a Rayleigh-number of $Ra = 7.7 \cdot 10^4$. 

$$- \text{div} \, \sigma = \rho g$$

$$\partial_t \rho + \text{div}(\rho u) = 0$$

$$\partial_t (\rho e) + \text{div}(\rho e u) = - \text{div} \, q + H + \sigma : \dot{\varepsilon}$$
If we additionally assume a constant viscosity, the model can be even further simplified and instead of the symmetric strain operator, we can use the gradient operator in the momentum equation (Eq. 1a) which has the advantage that the different velocity components decouple, and the associated stencils are smaller. By doing so, roughly a factor of two in the time-to-solution can be saved.

Figure 3. Domain with \( n_s = 305 \) equally sized, randomly placed spheres and velocity streamlines.

It should be mentioned that our HHG solver is not tailored towards the spherical shell geometry. For instance, in Fig. 3 we present the velocity streamlines of the flow through a cylindrical channel filled with randomly placed spheres on which we impose no-slip boundary conditions. In Fig. 4, we illustrate the effect of different radii. Setups of this type are of relevance for instance when studying infiltration processes.

Figure 4. Domain with \( n_s = 231 \) randomly placed spheres with three different radii and velocity streamlines.

3 Parallel Multigrid Performance

For the solution of the simplified mantle-convection problem on the spherical shell domain we usually consider an iterative coupling, where we solve the mass-momentum system and
the energy equation separately. Since the first part constitutes the most challenging part, we shall in the following employ and compare different solver strategies.

Given a fast solver for a scalar positive definite system, the most natural approach to extend the existing framework to the indefinite Stokes system is to consider the Schur complement for the pressure. After formally performing an elimination of the velocity, the discrete problem for the pressure reads as

$$Sp = r.$$  \hspace{1cm} (3)

Here $S$ stands for the pressure Schur complement which is defined by $S = BA^{-1}B^T + C$, where $A$ stands for the discrete velocity operator in the momentum balance equation, $B$ denotes the discrete divergence operator, and $C$ is the matrix resulting from the stabilisation term that suppresses spurious pressure modes resulting from the equal-order approximation (we use a $P_1 - P_1$ approximation below). The right-hand side is given by $r$. In our numerical experiments, we solve Eq. 3 by a preconditioned conjugate gradient method, where we choose a lumped mass matrix preconditioner that is known to be spectrally equivalent to $S$; see e.g. Ref. 8. This simple preconditioning reduces the effects of varying element sizes and shapes and can be extended to account for non-isoviscous flow. Since the direct assembly of the dense matrix $S$ cannot be performed efficiently, it is applied indirectly by replacing each multiplication of the discrete inverse $A^{-1}$ by a few cycles of a parallel geometric multigrid algorithm. In addition to the previously described strategy we consider two competing approaches that deal directly with the indefinite nature of the system. The first one is a preconditioned Krylov space method and the second one a multigrid method applied directly to the saddle-point system. This method employs an Uzawa type smoother\textsuperscript{10}. To obtain a better understanding of the different solvers, we first run the solvers on a conventional, low cost workstation for the serial case with a single Intel Xeon CPU E2-1226 v3, 3.30 GHz and 32 GB shared memory.

<table>
<thead>
<tr>
<th>$L$</th>
<th>DoFs</th>
<th>SCG iter time</th>
<th>MINRES iter time</th>
<th>MG Uzawa iter time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$1.4 \cdot 10^4$</td>
<td>26 0.11</td>
<td>108 0.23</td>
<td>9 0.08</td>
</tr>
<tr>
<td>3</td>
<td>$1.2 \cdot 10^5$</td>
<td>28 0.56</td>
<td>83 0.78</td>
<td>8 0.29</td>
</tr>
<tr>
<td>4</td>
<td>$1.0 \cdot 10^6$</td>
<td>28 3.33</td>
<td>73 3.99</td>
<td>8 1.79</td>
</tr>
<tr>
<td>5</td>
<td>$8.2 \cdot 10^6$</td>
<td>28 24.28</td>
<td>70 26.53</td>
<td>8 12.70</td>
</tr>
<tr>
<td>6</td>
<td>$6.6 \cdot 10^7$</td>
<td>31 205.84</td>
<td>67 189.27</td>
<td>8 95.85</td>
</tr>
<tr>
<td>7</td>
<td>$5.3 \cdot 10^8$</td>
<td>out of memory</td>
<td>out of memory</td>
<td>8 730.77</td>
</tr>
</tbody>
</table>

Table 1. Iteration numbers and time-to-solution (in sec.) on standard workstation for a constant viscosity.

Roughly speaking, the three approaches based on HHG outperform most competing methods significantly and reach on a workstation the performance when less efficient methods may already require a supercomputer. Beyond this, the multigrid method for the indefinite system with a suitable Uzawa type smoother (MG-Uzawa) outperforms the two alternative approaches with respect to memory and time-to-solution. Tab. 1 shows in detail that with our co-design it is already possible to solve indefinite systems with half a billion unknowns in a few minutes on a standard low cost machine. To further investigate the
characteristics of the different approaches, we identify the required operator applications for all solvers in the same setting. To enable a fair comparison the stopping criteria for all solvers are chosen in exactly the same way. In our results, which we depict in Fig. 5, it can be observed that the Uzawa multigrid method for the indefinite system requires considerably fewer operator evaluations of the operator $A$ and consequently requires a shorter runtime. This effect is expected to become even more significant when considering more complex models, e.g., with varying viscosities.

![Figure 5. Number of different operator evaluations for the three considered solvers.](image)

Let us next restrict ourselves to the Uzawa multigrid method (MG-Uzawa) and demonstrate some weak scaling results obtained on the JUQUEEN supercomputer (Jülich Supercomputing Centre, Germany), currently listed in the top 10 of the TOP500 list\(^a\). In our numerical results that are presented in Tab. 2, we observe robustness with respect to the problem size and excellent scalability. Additionally to the time-to-solution (time) we present the time without coarse grid (time w.c.g.) and the total amount in % which is needed to solve the coarse grid problems. To approximate the coarse grid problem, we apply a preconditioned Krylov subspace solver. It can be observed that even for the largest example computation, the latter fraction is smaller than one-eighth of the total run-time. The largest problem exceeds $10^{13}$ unknowns.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Threads</th>
<th>DoFs</th>
<th>iter</th>
<th>time</th>
<th>time w.c.g.</th>
<th>time c.g. in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>80</td>
<td>$2.7 \cdot 10^9$</td>
<td>10</td>
<td>685.88</td>
<td>678.77</td>
<td>1.04</td>
</tr>
<tr>
<td>40</td>
<td>640</td>
<td>$2.1 \cdot 10^{10}$</td>
<td>10</td>
<td>703.69</td>
<td>686.24</td>
<td>2.48</td>
</tr>
<tr>
<td>320</td>
<td>5120</td>
<td>$1.2 \cdot 10^{11}$</td>
<td>10</td>
<td>741.86</td>
<td>709.88</td>
<td>4.31</td>
</tr>
<tr>
<td>2560</td>
<td>40960</td>
<td>$1.7 \cdot 10^{12}$</td>
<td>9</td>
<td>720.24</td>
<td>671.63</td>
<td>6.75</td>
</tr>
<tr>
<td>20480</td>
<td>327680</td>
<td>$1.1 \cdot 10^{13}$</td>
<td>9</td>
<td>776.09</td>
<td>681.91</td>
<td>12.14</td>
</tr>
</tbody>
</table>

Table 2. Weak scaling results with and without coarse grid for the spherical shell geometry.

\(^a\)http://top500.org
4 Fault Tolerant Algorithms

In the future era of exa-scale computing systems, highly scalable implementations will execute up to billions of parallel threads on millions of compute nodes. In this scenario, fault tolerance will become a necessary property of hardware, software and algorithms. Nevertheless, nowadays commonly used redundancy approaches, e.g., checkpointing, will be too costly, due to the high memory and energy consumption. An alternative and less consuming approach is to incorporate resilient strategies directly into the multigrid solver.

In Ref. 9, we introduce a methodology and data-structure to efficiently recover lost data due to a processor crash (hard fault) when solving elliptic PDEs with multigrid algorithms. We consider a fault model where a processor stores the mesh data of a subdomain including all its refined levels in the multigrid hierarchy. Therefore, in case of a processor failure, we assume that all data is lost in the faulty domain $\Omega_F \subset \Omega$. We further assume that the healthy domain $\Omega_H \subset \Omega$ is unaffected by the fault, and data in this domain remains available. The nodes associated with the interface $\Gamma := \partial \Omega_F \cap \partial \Omega_H$ between the faulty and healthy domain are used to communicate between neighbouring processors by introducing ghost copies that redundantly exist on different processors. Therefore, a complete recovery of these nodes is possible without additional storage.

To recover the nodal values $(u_F, p_F)$ in $\Omega_F$ which are lost during a fault, we propose to solve a local Stokes (subproblem in $\Omega_F$) with Dirichlet boundary conditions on $\Gamma$ for velocity and pressure, respectively. To guarantee that the local system is uniformly well-posed, we formally include a compatibility condition obtained from the normal components of the velocity. If the local solution in $\Omega_F$ is computed while the global process is halted, then this procedure yields a local recovery strategy. To this end, the solution algorithm proceeds asynchronously in the faulty and the healthy domain such that no process remains idle. Temporarily, the two subdomains are decoupled at the interface $\Gamma$, and the recovery process in the faulty domain is accelerated by delegating more compute resources to it. This acceleration is termed the superman strategy. Once the recovery has proceeded far enough and has caught up with the regular solution process, both subdomains are re-coupled and the regular global iteration is resumed. These approaches result in a time- and energy-efficient recovery. In Fig. 6 (left), we consider a test scenario in $\Omega = (0, 1)^3$ in which we continuously apply multigrid $V(3,3)$-cycles of the Uzawa multigrid method introduced in Sec. 3. In total 23 iterations are needed to reach the round-off limit of $10^{-15}$. During the iteration, a fault is provoked after 5 iterations affecting 2.1% of the pressure and velocity unknowns. As approximate subdomain solvers we compare the fine grid Uzawa-smoother, the minimal residual method, the block-diagonal preconditioned MINRES (PMINRES) method and $V, F, W$-cycles in the variable smoothing variant from Sec. 3. For the block-preconditioner in case of PMINRES a standard V-cycle and a lumped mass-matrix $M$ are used. Fig. 6 (left) displays also the cases in which no fault appears (fault-free) and when no recovery is performed after the fault.

After the fault, we observe that the residual jumps up and when no recovery is performed, the iteration must start almost from the beginning. A higher pre-asymptotic convergence rate after the fault helps to catch up, so that only four additional iterations are required. This delay can be further reduced by a local recovery computation, but only local multigrid cycles are found to be efficient recovery methods.
The table on the right of Fig. 6 summarises the performance of the global recovery in terms of the time delay (in seconds compute time) as compared to an iteration without faults. The tests are performed for a large Laplace problem discretised with up to almost $10^{11}$ unknowns. The undisturbed solution is obtained in 50.49 seconds using 14 743 cores on JUQUEEN. Two faults are provoked, one after 5 V-cycles, one after 9. Both faults are treated with both the global recovery strategy and a local superman process that is $\eta_{\text{super}} = 4$ times as fast as a regular processor. Faulty and healthy domains remain decoupled for $n_H$ cycles with the Dirichlet-Neumann strategy, i.e., solving a Dirichlet problem on $\Omega_F$ and a Neumann problem on $\Omega_H$, then the regular iteration is resumed. The case $n_H = 0$ corresponds to performing no recovery at all and leads to a delay of about 20 seconds compute time. By the superman recovery and the global re-coupling after $n_H = 2$ cycles, the delay can be reduced to just a few seconds. In some cases the fault-affected computation is even faster than the regular one, as indicated by negative time delays in the table.
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This paper shows how recently developed features of the performance analysis tool Scalasca helped gain important insights into the performance behaviour of state-of-the-art climate codes in the CESM (Community Earth System Model) ensemble. Particular emphasis is given to the load balance of the sea-ice model and the scaling behaviour of the atmospheric model. The presented work is a result of the project \textit{Enabling Climate Simulation at Extreme Scale}, which has been funded through the G8 Research Councils Initiative on Multilateral Research Funding.

1 Introduction

Policy decisions for mitigating climate change or adapting to it are subjects of great discussion throughout the world. Uninformed decisions will impose a heavy cost on future generations, both financial and human. Therefore, it is essential to reduce the current uncertainties about future climate changes and their impact by running climate simulations at 1,000 times larger scales than today. Exascale supercomputers are expected to appear around 2020, featuring a hierarchical design and gathering 100 millions of computing cores. The numerical models of the physics, chemistry, and biology affecting the climate system need to be improved to run efficiently on these extreme systems. Without improvement, these codes will not produce simulations results required to respond to the societal and economical challenges of climate change.

The objective of the G8 ECS (Enabling Climate Simulation at Extreme Scale, 2011-2014) project was to investigate how to run efficiently climate simulations on future exascale systems and get correct results. The project gathered researchers in climate and computer science from Canada, Germany, Japan, Spain, and USA to focus on three main topics: (i) how to complete simulations with correct results despite frequent system failures, (ii) how to exploit hierarchical computers with hardware accelerators close to their peak performance and (iii) how to run efficient simulations with very high numbers of threads.

This article concentrates on the third aspect – the scalability. Subject of the study is the CESM (Community Earth System Model)\(^1\), a fully-coupled ensemble of climate codes maintained at the National Center for Atmospheric Research. It provides state-of-the-art computer simulations of the Earth’s past, present, and future climate states. In this study, we analyse the performance of selected CESM codes using new technologies developed in the framework of the Scalasca project\(^2\), a performance analysis toolset designed for
highly scalable applications. All performance experiments were carried out on the IBM BlueGene/Q system JUQUEEN located at the Jülich Supercomputing Centre.

The scalability of CESM is predominantly influenced by the spatial resolution and the performance of the most time-consuming modules, the atmospheric model CAM and the ocean model POP. CAM features very good scalability, while POP scales merely up to a few thousands of cores and is therefore considered as the most severe scalability bottleneck. Since in a common configuration (Fig. 1), the sea-ice model CICE is run alongside POP, one way of compensating for POP’s limited scalability is to expand CICE’s. This is why major efforts concentrated on this module of CESM. In this article, we focus on CICE and CAM, two studies in which we demonstrate new performance-analysis methods. Whereas we looked at the full model for CICE, we studied CAM using its dynamical core, which is called HOMME\textsuperscript{3}.

Initially, we used only the vanilla version of Scalasca\textsuperscript{2}. With the help of Scalasca, we identified critical performance factors and established causal relations between them. During the project, we also used recently added features, such as delay analysis\textsuperscript{4}, and added new features on our own whenever necessary. Since load imbalance emerged as a major theme from this initial study, we finally came up with the new idea of a load-balancing simulator that can be used to compare the benefits of different load-balancing strategies without changing the code. We created a design of the simulator, implemented a prototype, and present preliminary results for CICE, which suggest significant optimisation potential. Finally, over the course of the project we developed a novel tool for the automatic detection of scalability bugs. The tool, which is based on automatically generated performance models, was developed in collaboration with the DFG-funded project Catwalk. We applied it to assess HOMME’s potential for running at very large scales. More details about the three analysis methods and their results are given below.

2 CICE – The Sea Ice Model

Our study of the sea ice model revealed significant load imbalance. In an early version of the code, all processes receive roughly the same amount of grid cells, which implies huge computational imbalances across processes because the distribution of ice is not uniform. This load imbalance entails wait states in communication sections.
With our delay analysis extension, we were able to detect a phenomenon caused by the nearest-neighbour exchange pattern used in the application: the propagation of wait states. Near the poles, at the boundary between computationally intensive and less intensive regions, processes with less work wait for messages from processes with more work. This lets them appear overloaded to their neighbours closer to the equator, leading to a chain reaction along which wait states propagate all the way from the poles to the equatorial regions. Fig. 2 depicts the indirect waiting time, which is the waiting time caused by previous wait states and not direct delay through computation overload. It increases with increasing distance from computationally intense regions (poles).

To visualise the performance characteristics with a more advanced domain decomposition, as shown in Fig. 4, we recorded the required decomposition information at runtime. We extended our study to the at that time latest CESM release, 1.0.4, with a decomposition based on space-filling curves as a method for load balancing. This configuration is used by NCAR for high-resolution climate simulations. Already by comparison of the application profiles gained with Scalasca, we were able to measure the performance impact of the different domain decomposition strategies. We experienced a very strong dependence of the application’s execution time on the choice of domain distribution parameters, such as block size and aspect ratio, maximum number of blocks that can be assigned to a process and the kind of the space-filling curve.

Another functionality recently added to Scalasca is the reconstruction of the application’s critical path, the longest execution sequence without wait states in a parallel program. The critical path identifies the activities that determine the overall program runtime, and are therefore preferable candidates for performance optimisation. The higher-level function “evp_haloupdate3dr8” in the dynamics, including communication setup and nearest neighbour data exchange, contributes 27%. Jointly with the computational routines “evp” in the dynamics (with 17%) and “compute_ded” in the radiation step (16%), these
functions have the largest share of the critical path. The latter two also show high critical imbalance, the time difference between a call path’s contribution to the critical path and the average time spent in the call path across all processes. In a perfectly balanced program, their impact should only amount to 12.5% and 2.9% of the total runtime, respectively. This indicates that the highest potential for performance improvement via better load balancing rests in the function "compute_dedd".

2.1 Load-Balancing Simulation

In our studies on the scalability and efficiency of CICE, we were able to trace poor scalability of some communication routines back to load imbalance in associated computation phases. Although load balance is crucial for efficient resource utilisation, it is often very difficult for application developers to find a suitable load-balancing strategy that fits their specific problem. The effectiveness of a strategy depends not only on the specific combination of balancing criteria, e.g., computational weight and communication load, but also on the application behaviour, e.g., the communication pattern and sequence of computation and communication phases. Moreover, implementation and test of different load balancing strategies are usually not possible without major code surgery. Therefore, we designed and implemented a load-balancing simulator as a software engineering tool that enables developers to easily test and experiment with different load-balancing strategies. The load-balancing simulator facilitates experiments with different load-balancing strategies and communication patterns without cumbersome analytical comparison or time consuming modifications of the real code and subsequent tests. This information aids developers in choosing a specific method and gives them a guideline whether or not the per-

Figure 3. Architecture of the load-balancing simulator. Based on an abstract problem and application description, the simulator re-enacts the application’s communication behaviour under the assumption of different partitions, facilitating an easy comparison in experiments.
The CESM sea ice model shows severe computational load imbalance between regions of sea ice and open ocean, resulting in large MPI wait time. Using the load-balancing simulator, we replayed this behaviour (left image) and compared it to an alternative partition (right image). The improved load balance reduces MPI wait time and suggests a speedup of up to 2.7 on 256 cores.

Figure 4. The CESM sea ice model shows severe computational load imbalance between regions of sea ice and open ocean, resulting in large MPI wait time. Using the load-balancing simulator, we replayed this behaviour (left image) and compared it to an alternative partition (right image). The improved load balance reduces MPI wait time and suggests a speedup of up to 2.7 on 256 cores.
quent tests. We initially used the simulator to compare the current partition of the sea ice simulation to an alternative partition. In contrast to the current partition, the alternative partition does not restrict block sizes and is based on measured computational weights instead of the probability of sea ice. We estimated a speedup after reconfiguration of 2.7 for 256 cores. Note that the speedup numbers do not yet take into account that to lift the limit on block sizes it would be necessary to allocate the memory dynamically, which might prohibit some compiler optimisations. An investigation of this issue is still in progress.

3 HOMME – The Dynamical Core of the Atmospheric Model

Many parallel applications suffer from latent performance limitations that may prevent them from scaling to larger machine sizes. Often, such scalability bugs manifest themselves only when an attempt to scale the code is actually being made - a point where remediation can be difficult. However, creating analytical performance models that would allow such issues to be pinpointed earlier is so laborious that application developers attempt it at most for a few selected kernels, running the risk of missing harmful bottlenecks. We designed a lightweight performance modelling tool that improves both coverage and speed of this scalability analysis. Generating an empirical performance model automatically for each part of a parallel program, we can easily identify those parts that will reduce performance at larger core counts. Using the HOMME climate simulation as an example, we demonstrated that scalability bugs are not confined to those routines usually chosen as kernels.

Fig. 5 gives an overview of the different steps necessary to find scalability bugs using our method, whose details we explain further below. To ensure a statistically relevant set of performance data, profile measurements may have to be repeated several times - at least on systems subject to jitter. This is done in the optional statistical quality control step. Once this is accomplished, we apply regression to obtain a coarse performance model for every possible program region. These models then undergo an iterative refinement process until the model quality has reached a saturation point. To arrange the program regions in a ranked list, we extrapolate the performance either to a specific target process scale or to infinity, which means we use the asymptotic behaviour as the basis of our comparison. Finally, if the granularity of our program regions is not sufficient to arrive at an actionable recommendation, performance measurements, and thus the kernels under investigation,
can be further refined via more detailed instrumentation.

Going beyond models for just runtime, we now also started to generate empirical models that allow projections for application requirements. Application requirements can be anything such as the required number of floating-point operations, network messages, transmitted bytes, or even memory consumption. System designers can use process-scaling models in tandem with problem-scaling models and the specification of a candidate system to determine the resource usage of an application execution with a certain problem size. Once analytical models are established for an interesting set of requirements, the designer can use them to “play” with configurations such as the amount of memory per node or the network injection speed etc.

To showcase how our tool helps to find hidden scalability bugs in a production code for which no performance model was available, we applied it to HOMME. Being designed with scalability in mind, it employs spectral element and discontinuous Galerkin methods on a cubed sphere tiled with quadrilateral elements. While experiences in the past did not indicate any scalability issues at up to 100,000 processes, HOMME has never been subjected to a systematic scalability study. The result of our analysis was the identification of two scalability issues, one of which was previously unknown. The unknown issue was found in the initialisation and is a reduction needed to funnel data to dedicated I/O processes. It is of the kind usually overlooked when modelling manually. Fig. 6 shows the projected execution times of these two problematic kernels. The initialisation problem is expected to become serious already before hitting one million processes.

The requirements analysis of HOMME revealed some potential future bottlenecks that would need to be mitigated or removed to achieve extreme scaling potential. Specifically, two MPI-collective call paths ending in Allreduce and Bcast show prohibitively growing message sizes \(O(p)\) and \(O(p \cdot \log(p))\), respectively.

![Figure 6. Projected execution times of selected functions in HOMME, two of them representing scalability bottlenecks.](image-url)
4 Outlook

In the future, we plan to continue our work on load-balance optimisation and requirements analysis for extreme scalability. With respect to the former, we plan to enhance the design of the load-balancing simulator mainly with simplified usage in mind. This includes a more automated way of extracting computation and communication weights from the application and utilities for calibration and validation of the simulation’s accuracy. We also plan to enrich the current portfolio of supported load-balancing strategies. Finally, we want to facilitate the simulation of dynamic strategies by modelling them as a sequence of (static) balancing steps.
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Ventricular Assist Devices (VADs) are commonly implanted to assist patients suffering from heart diseases. They provide long- and short-term support for the human heart and help patients to recover from heart attacks and from congestive heart failure. It is essential to design blood-sensitive VADs to minimise the risk of hemolysis and thrombosis. The blood pump, however, must operate at a wide range of flow rates and pressure heads which makes a low-risk design a challenging task. In this study the flow in a centrifugal blood pump, provided by the U.S. Food and Drug Administration (FDA), is investigated by means of numerical simulations on high performance computers. The simulations are carried out for different operation Reynolds numbers. A total of 15 pump revolutions is performed to obtain quasi-steady results. The pressure drop across the pump is considered to study convergence of the solution and to characterise the energy loss of the device. Investigations of the velocity field show that there exist high velocities and strong velocity gradients and shear layers in the outflow region potentially leading to hemolysis. Investigations of the wall-shear stress reveal the existence of thin boundary layers at the blade tips. Finally, the motor torque is investigated to identify the force acting on the blades. All the findings show that there is a strong need to develop more blood-sensitive designs to reduce the risk of hemolysis and thrombosis.

1 Introduction

In 2014, about 26 million people worldwide suffered from heart failure1, which is the most common fatal disease in developed countries. Heart failure develops gradually as the heart muscle weakens. It is caused by a dysfunction of the heart’s ventricle that limits the cardiac performance and can often only be treated by heart transplant. However, only 5,000 donor hearts become available each year, while 50,000 patients remain waiting2.

Ventricular Assist Devices (VADs) are the only viable bridging solution allowing patients to survive until a donor is found. Such devices consist of inflow and outflow cannulas and a blood pump to support the ventricle pumping. The major advantage, e.g., over a Total Artificial Heart (TAH), is that the native heart remains in the body while the VAD sustains the natural blood flow by means of an external power supply. Two different major kinds
of blood pumps exist, i.e., axial and centrifugal pumps. Axial blood pumps consist of a
rotor type impeller mounted in a small housing rotating at $8,000 - 15,000 \text{ rpm}$. Thereby,
the pump accelerates the blood in the streamwise direction based on the principle of the
Archimedean screw. High rotational speed may lead to non-physiological flow conditions,
i.e., high shear stress and the formation of recirculation zones. Such phenomena may in-
duce hemolysis and thrombosis. High shear rates may damage the red blood cells causing
excessive hemolysis which may lead to kidney and hence multiple organ dysfunction. The
formation of recirculation zones increases the likelihood of blood clots, which may circu-
late in the cardiovascular system and obstruct important arteries or veins. In contrast to
axial pumps, centrifugal pumps operate at a speed of $1,400 - 4,000 \text{ rpm}$ and consist of a
non-occlusive pump head with several rotor blades mounted in a pump housing. The fluid
enters through the head and is centrifugally accelerated by the perpendicularly mounted
pump head. The accelerated flow decelerates in the diverging outflow cannula causing a
pressure increase. As fluid is displaced at the discharge side of the pump, more fluid is
sucked in to replace it at the suction side leading to flow.

Blood pumps must operate over a wide range of flow rates and pressure heads. Another
requirement is minimisation of the damage to blood cells. The intricacy of the problem
makes Computational Fluid Dynamics (CFD) a powerful tool for the analysis and design
of blood pumps. A review of the design and numerical analysis of both centrifugal and
axial blood pumps is given in Behbahani et al. The investigations in this study concentrate
on a centrifugal blood pump provided by the U.S. Food and Drug Administration (FDA). The FDA aims at characterising the feasi-
bility of CFD methods for the design of medical devices. That is, they review the disad-
vantages and problems of medical devices and call health professionals’ attention to their
findings. At the end of 2013 the FDA invited academical as well as industrial organisations
of the CFD community to take part in a benchmark study that involves the analysis of the
flow in a typical blood pump. The study is composed of six test cases with different pump
speeds and REYNOLDS numbers in the range of $Re = 210 \cdot 10^3$ to $Re = 293 \cdot 10^3$. The
high REYNOLDS number regime requires large meshes to highly resolve the flow and High
Performance Computing (HPC) is mandatory to perform the simulations. They have been
carried out on the JUQUEEN7 system at the Jülich Supercomputing Centre (JSC). Within
this work, the velocity field, secondary flow structures, the wall-shear stress, and the motor
torque are investigated to develop an understanding of the blood sensitivity of the FDA
blood pump. For validation of the numerical results the FDA has contracted 3 indepen-
dent laboratories to produce experimental data of the flow through the pump by means of
Particle Imaging Velocimetry (PIV).

This paper is organised as follows. The numerical method for the simulation of the
flow in the centrifugal FDA blood pump and the code scalability are described in Sec. 2.
Subsequently, the results of the simulations at several REYNOLDS numbers are presented
in Sec. 3. Finally, conclusions are drawn in Sec. 4.

## 2 Numerical Methods

In this section the numerical methods, i.e., the flow solver, the geometry of the problem and
the mesh generation as well as a scalability analysis of the simulation code are presented.
2.1 Flow Solver

To simulate the flow in the FDA centrifugal blood pump a Finite Volume Method (FVM) is used since it is well suited for CFD simulations of high REYNOLDS number flows in complex geometries. In addition, FVM is known to demonstrate good parallel performance. Code_Saturne\(^a\) implements these advantages and is well suited for three-dimensional calculations of steady or transient single-phase, incompressible or compressible, laminar or turbulent flows. Advanced and accurate turbulence modelling for Reynolds-Averaged Navier-Stokes (RANS) and Large-Eddy Simulations (LES) represents a key feature of the code. Its flow solver is based on a FVM, with a fully co-located arrangement for all variables and a predictor-corrector scheme for the time discretisation of the Navier-Stokes equations. Parallelisation is handled using MPI, and some OpenMP pragmas are implemented in version 3.2.x and 3.3.x of the code. Code_Saturne is developed since 1997 at EDF R&D and has found massive application for a variety of fluid mechanical problems on several high-end machines.\(^b\)

Within the framework of this study several RANS turbulence models were tested including first order models such as k-\(\epsilon\) and k-\(\omega\) and, a Reynolds Stress Model (RSM), namely the Rij-SSG (Speziale, Sarkar, Gatzki). It was shown that the RSM represents an appropriate choice with respect to modeling high-REYNOLDS number flow cases as isotropic first order models (k-\(\epsilon\), k-\(\omega\)) without rotation correction do not correctly model turbulence effects with rotation, which induces anisotropy.

2.2 Geometry and Mesh Generation

The FDA centrifugal blood pump consists of two main components: the housing and the rotor positioned inside it. The blood flows through a curved inlet tube into the housing interior, where it meets a hub and then is rotated within the interior of the housing by means of the rotor. Finally, blood exits the pump through a diffuser and continues into the outlet (see Fig. 1).

\(^a\)http://www.code-saturne.org/

\(^b\)http://www.code-saturne.org/

Figure 1. a) Picture of the FDA centrifugal blood pump, showing the long curved inlet, the pump and a part of the long outlet; b) cross section of the pump including dimensions and interface (red line) between the rotor and the housing which separates the rotating and static flow regions. All dimensions are given in mm.
Figure 2. Cross-sectional view (in purple) of a) static domain and b) dynamic domain meshes. At the interface region pyramids can be seen.

For the grid generation SALOME version 6.6.0\(^b\) was used. To be able to simulate the motion of the rotor, an interface is introduced and the mesh is split into two sub-meshes, one for the rotor (which is moving) and one for the stator (which is static). The first sub-mesh consists of the mesh of the rotor in a cylinder, and the second sub-mesh of the mesh of the rest of the geometry minus the aforementioned cylinder (see the interface in Fig. 1 b). An efficient and fully parallel mesh joining strategy is used at each time step between both sub-meshes to create a full mesh used to solve the RANS equations. Hybrid meshes were generated consisting of pyramids and tetrahedra, which had a defined number of regularly arranged quadrangular surface elements at the interface. The corresponding sub-meshes are shown in Fig. 2. The pump region, i.e., the first sub-mesh, was made of 14 million cells at first and was later refined to 21 million cells for better resolution of critical areas. The final full mesh including also the long inlet and outlet contained a total of 76 million cells. The cell volume ranged between \(5.05 \times 10^{-15} \text{m}^3\) and \(9.14 \times 10^{-12} \text{m}^3\). The mesh was designed fine enough to serve for the production runs of the FDA simulations, and scalable wall-functions were used to better capture boundary layers. The same 76 million cell mesh was used for all 6 simulations (see Tab. 1), which were conducted on the IBM Blue Gene/Q JUQUEEN at Jülich Supercomputing Centre\(^{13}\).

After computing the flows using the Code_Saturne version 3.2.x, the flow structures are visualised using ParaView\(^{14}\) version 3.14.1.

\(^b\)http://www.salome-platform.org/
2.3 Code_Saturne Scalability Study

*Code_Saturne* has demonstrated extreme scalability up to 1,572,864 *MPI* tasks, using 32 ranks per node on the IBM Blue Gene/Q Mira, Argonne National Laboratory. Fig. 3 shows the speed-up of *Code_Saturne* for three mesh sizes, consisting of 111 million, 889 million, and 13 billion cells, respectively. The first two meshes (blue and green solid lines respectively) have been run for the classical lid-driven cavity test case, using tetrahedral cells. The third test (red solid line) is based on a mesh made of hexahedral cells and was designed for *LES* in tube bundles.

A scalability study was also performed for this case and included test runs for all 6 cases which *FDA* asked for. Effects of partitioning algorithms on the scalability were also investigated, using either serial METIS or PT-Scotch. For a number of 1,024 - 65,536 processors METIS turned out to be the most efficient partitioner, requiring 11.7 seconds to compute one iteration.

![Figure 3. Speed-up of Code_Saturne on Blue Gene/Qs, as a function of the number of MPI tasks. The blue (111M cells) and green (889M cells) plots with respectively circle and triangle symbols are obtained on Blue Joule (Hartree Centre, STFC, UK) and the red (13B cells) plot (square symbols) on Mira (DOE, Argonne, US).](image)

3 Results of the Centrifugal Pump Analysis

Similar to the REYNOLDS number definition for stirred vessel flow, the *FDA* defined the REYNOLDS number as $Re = \frac{\rho v d^2}{\eta}$, where $\rho = 1035.0$ kg/m$^3$ is the blood density, $v$ is the respective pump’s rotational speed, $d = 0.052$ m is the rotor diameter and $\eta = 0.0035$ Pa is the blood viscosity. Blood is known to display non-Newtonian properties. However, in experimental studies it has been shown that at shear rates $\dot{\gamma} > 100 \frac{1}{s}$, the viscosity of human blood with physiological hematocrit reaches a constant value, thus justifying the choice of a Newtonian model at moderate and high shear rates. The according flow conditions for all 6 cases are listed in Tab. 1. The data files which had to be
submitted to the FDA included velocities and pressures in the blade passage plane and in the outlet plane for all 6 simulation cases for prescribed rotor positions. Depending on the flow case a fixed time step of $2.45 \cdot 10^{-5}$ s or $3.43 \cdot 10^{-5}$ s was applied for typically 10,500 iterations in order to compute 15 revolutions of the rotor to approach a quasi-stationary state which is shown in Fig. 4 for simulation case 6. The computational effort (used CPU time) for computing one revolution of the blood pump while typically using 32,768 MPI tasks for the 76 million cell mesh resulted in 11,279 s or 3 h 13 min. It can be observed that the solution converges towards a quasi-steady state and that the averaged pressures over each revolution approach near-constant values, where a value of $80 \text{–} 90 \text{mmHg}$ corresponds to physiological pressure ranges.

Velocity and wall shear stress distributions for flow case number 5 are shown in Fig. 5. The highest overall velocities are found in the narrow portion of the diffuser at the pump outlet.

Fig. 6 shows the velocity field inside the blood pump housing. Inside the pump the highest velocities occur behind the rotor blades. From the representation by means of velocity vectors it can be observed that once the fluid has left the low-velocity inflow region, fluid particles follow a circumferential path. Strong radial components are only visible closely behind the rotor blades. Centrifugal forces pushing the particles to the outside are adding an additional radial velocity component in the wake of the blades. The pressure
loss caused by the velocity increase further accelerates particles in that region. The pressure distribution (data not shown here) in the pump clearly shows low pressures behind blade tips and high values in front of the tips and thereby confirms this interpretation. Another explanation for the elevated velocity values could be that there exist tip vortices in the wake of the pump blades that rotate at high velocities, which add velocity behind the blade. However, it is possible that RANS cannot capture these structures and LES computation and analysis is necessary in the future studies.

Tab. 2 shows a summary of characteristic pressure, wall shear stress and torque values. The given pressure head values represent the time-averaged pressure difference between

<table>
<thead>
<tr>
<th>Case</th>
<th>pressure head $[10^3\text{N/m}^2]$</th>
<th>wall shear stress $[\text{N/m}^2]$</th>
<th>shaft torque $[10^{-3}\text{Nm}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>77.6</td>
<td>61.2</td>
<td>8.4</td>
</tr>
<tr>
<td>2</td>
<td>49.3</td>
<td>27.4</td>
<td>13.3</td>
</tr>
<tr>
<td>3</td>
<td>38.6</td>
<td>135.5</td>
<td>18.8</td>
</tr>
<tr>
<td>4</td>
<td>-5.1</td>
<td>72.9</td>
<td>15.9</td>
</tr>
<tr>
<td>5</td>
<td>24.4</td>
<td>129.0</td>
<td>24.5</td>
</tr>
<tr>
<td>6</td>
<td>14.9</td>
<td>119.8</td>
<td>26.7</td>
</tr>
</tbody>
</table>

Table 2. Time-averaged pressure head (between inlet and outlet) over last rotation, time-averaged wall shear stress magnitude over the housing rim and shaft torque for all 6 FDA simulation cases.
the outlet and inlet. To that purpose pressure values were averaged over the inlet and outlet areas respectively for a given rotor position. The time-averaged wall shear stress magnitude was computed over the housing rim and was averaged over the last full rotation. Finally, the torque values were computed from the velocity derivatives acting parallel to the rotor surface and pressures perpendicular to the blades. According to the computed values for the pressure head, simulation case 4 is not a feasible operating condition as a very low and negative pressure would not support the required pumping function. All other cases represent operating conditions, where the computed pressure heads lie in the range of typical values reported in literature\textsuperscript{19}. Values found for commercial blood pumps lie typically in a range of $80 \text{ mmHg} - 200 \text{ mmHg}$ ($10,666 - 26,666 \text{ Pa}$) but can go up to values of $700 \text{ mmHg}$ ($93,331 \text{ Pa}$) depending on the operating conditions. The computed wall shear stress values are especially high for the simulation cases 3, 5 and 6. Values between $119.8 - 135.5 \text{ Nm}$ may cause hemolysis, especially because in centrifugal blood pump the blood does not necessarily leave the pump after the first rotation. The blood may rotate several times inside the housing, which strongly increases the shearing time for blood cells and can cause strong deformation or rupture of these cells.

Post-processing and visualisation of the simulation data were performed on local computers for distinct time steps and on JUVIS at the JSC if many time steps had to be loaded simultaneously. Besides the various pictures requested by the FDA, it was possible to produce dynamic visualisation of the data including a movie of the blood flow situation inside the FDA pump for the 76 million cell mesh. A snapshot from that movie is shown in Fig. 7. About 1000 frames were generated through ParaView which amounts for over two and a half revolutions. Pathline generation (not shown here) could also be performed.

4 Conclusion and Outlook

In this study the blood flow could be characterised for different operating conditions of the FDA centrifugal blood pump. High shear stress regions could be identified both inside the housing and in the diffusor region. The high shear values detected for some of the flow cases may lead to hemolysis. The presented CFD study results can therefore serve
to improve existing centrifugal blood pumps to obtain a hemocompatible design. The required shaft torque, an important characteristic value for the operation of a centrifugal blood pump, could equally be determined. All quantitative data and visualisations required for the benchmark could be sent to the FDA. The performed flow field characterisation can serve in the future to quantitatively estimate hemolysis using a mathematical model of red blood cell deformation and damage. In the context of this study, Code_Saturne could be shown to be an efficient, scalable code which is suitable for the analysis of highly turbulent rotating flows.

One important next step will be to compare the numerical results with real measurements. Until now the FDA has not yet published any experimental results from the three laboratories that were asked to perform comparative PIV studies but the publication of such results is expected soon. From comparison to literature and from analytical considerations it can already be concluded that the computed results are of the right order.

Another next step will be to perform Large-Eddy Simulations (LES) for the FDA blood pump. LES computations will essentially help to understand the unsteady and highly dynamic flow in blood pumps and will support design studies for future VADs. The findings will help to reduce the high shear stress in such devices and will hence minimise the risk of hemolysis and thrombosis for the patient. These studies represent a step towards the establishment of reliable methods to accurately predict blood flow and blood damage in fast rotating biomedical devices. The LES computations will increase the computational complexity and will at the same time require finer meshes of approximately 200 million elements to capture turbulent effects, thus making the continued use of high performance computing necessary.
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The process, in which a magnetic field is amplified by the flow of an electrically conducting fluid, known as dynamo action, is believed to be the origin of many magnetic fields in the universe including the magnetic field of the earth. A successful laboratory experiment investigating the underlying mechanisms is the Von Kármán Sodium device, consisting of a cylindrical vessel filled with liquid sodium, stirred by two counter-rotating soft-iron impellers. Despite its success, it leaves important questions unsolved and even raises new ones. The aim of this project are detailed high-resolution direct numerical simulations of the VKS experiment. This type of simulations of a three-dimensional turbulent fluid flow in complex geometries supporting a magnetic field are challenging. We designed a massively parallel pseudo-spectral MHD (magnetohydrodynamics) solver that models the geometry of rotating impellers via a penalisation technique. Benchmarks show a good quantitative agreement with experimental data. The investigation of hydrodynamic properties of the system reveals the generation of conical vortices close to the blades, which may provide a major contribution to dynamo action. We achieve dynamo action in simulations of the full magnetohydrodynamic system. A variation of the impeller material constants (steel → soft iron) towards the experimental value leads to a significant decrease of the dynamo threshold as well as a change of the magnetic field mode as observed in the experiment.

1 Introduction

The self amplification of a magnetic field induced by stretching and twisting magnetic field lines by a fluctuating flow, known as dynamo action, is believed to be the main mechanism for generating magnetic fields in the universe including the magnetic field of the earth. In order to gain a better understanding of the underlying processes different experimental groups have investigated dynamo action in laboratory experiments using liquid sodium1,2.

A very successful experiment is the Von-Kármán-Sodium hosted in Cadarache which was able to reproduce dynamo action in a turbulent flow in 2006. They use impellers to stir liquid sodium in a cylindrical vessel. It has been found that the shape and the material of the impellers play a crucial role for the efficiency of the dynamo action3. However, a detailed understanding of their respective roles is still lacking also because the material properties of sodium make in situ diagnostics very difficult. Direct numerical simulations (DNS) provide a unique tool to assess the spatially and temporally resolved flow and magnetic field.

In the frame of this project such simulations are performed. The complex geometry of rotating impellers is modelled via a penalisation or immersed boundary technique (IBM) and implemented in a massive parallel pseudo-spectral Navier-Stokes and magnetohydrodynamics solver.
One major open problem of the VKS dynamo concerns the observation of an axial dipole magnetic field mode. This mode cannot be explained by a mean flow dynamo model. Two important ingredients have so far been identified: The magnetic boundary conditions of the impellers and the dynamics of a vortex generated in the vicinity of the impellers. However up to now, only simplifying simulations driven by global or local volume forcing or simulations with an artificial assumption about the dynamo mechanism have been done. This is the first approach to the problem via DNS of a conducting fluid driven by moving impellers in conjunction with realistic magnetic field boundary conditions. These simulations serve to analyse directly (without further modelling) the resulting flow and magnetic fields. Especially, they allow to investigate the effects of magnetic material properties and the flow structures around the moving disk-blade impeller on the efficiency of the dynamo action.

2 Numerical Methods and Setup

The used code, named LaTu, is of pseudo-spectral type. It solves the three-dimensional incompressible Navier-Stokes and MHD equations and will now be explained in detail. In the MHD approximation considering solid objects with different magnetic properties an incompressible conducting flow is described by the following equations:

\[ \frac{\partial}{\partial t} \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} = \left( \nabla \times \frac{\mathbf{B}}{\mu} \right) \times \mathbf{B} - \nabla p + f^u + \nu \nabla^2 \mathbf{u}, \]

\[ \frac{\partial}{\partial t} \mathbf{B} = \nabla \times (\mathbf{u} \times \mathbf{B}) - \nabla \times \left( \eta \nabla \times \frac{\mathbf{B}}{\mu} \right), \]

\[ \nabla \cdot \mathbf{u} = 0, \quad \nabla \cdot \mathbf{B} = 0, \]

with the velocity field \( \mathbf{u}(x, t) \), the magnetic induction field \( \mathbf{B}(x, t) \), the pressure \( p(x, t) \) and the kinematic viscosity \( \nu \). The magnetic diffusivity (or electric resistivity) \( \eta(x, t) \) and the magnetic permeability \( \mu(x, t) \) are inhomogeneous in general to take into account solid objects with different material properties. Both the velocity field and the magnetic induction fulfill the incompressibility condition (Eq. 3). \( f^u \) represents additional possible forces such as a penalty force in the immersed boundary technique discussed below. Setting \( \mathbf{B} = 0 \) gives the Navier-Stokes equations describing hydrodynamic flows. The equation system is solved with a standard Fourier pseudo-spectral method on a regular Cartesian grid. The time step is discretised with a third order Runge Kutta method.

The geometry of the simulations is flexible and is chosen closely to the VKS experimental setup - a cylindrical vessel, filled with liquid sodium, driven by two counter-rotating impellers. For benchmarking purposes we use a configuration resembling that of preceding water experiments. The periodic simulation box has a size of \( 2\pi \) along all three directions. The cylinder has a radius of \( R_c = 3.0 \) and a height of \( H_c = 6.0 \). For studies of the turbulent flow we choose an impeller setup close to the “TM28” curved blade impeller. For the numerical investigation of the dynamo, including the magnetic induction field evolution, we switched to the “TM73” impeller setup, used in the final VKS experiment. For all simulations presented here we choose positive turning direction (the direction of convex curvature) and equal angular velocities \( \Omega \) for both impellers.

The liquid is sticking on the cylinder and impeller surfaces so that the velocity field \( \mathbf{u} \) has to fulfil the no-slip boundary condition on boundary surfaces. To impose this condition...
we make use of an immersed boundary technique. It consists first in introducing in the right-hand side of the momentum equation Eq. 1 a penalty force $f^u = f^u_b(x,t)$, which acts as a Lagrange multiplier associated to the constraint defined by the boundary condition. In order to compute $f^u_b$ we make use of a direct forcing method introduced by Ref. 11 where we directly impose the velocity to the grid. This numerical scheme has already been benchmarked and used in the case of stationary and moving finite-size particles in hydrodynamic turbulent flows$^{12,13}$. For the magnetic induction we use periodic boundary conditions for simplicity, since it has turned out that the outer boundary condition has minor influence compared to material properties$^8$. Boundary conditions at the rotating impellers are not imposed explicitly, instead the material is modelled via inhomogeneous material constants, which is known to be sufficiently accurate$^8$.

LaTu operates in an entirely parallel manner via MPI communication and has been optimised for the BlueGene/Q system JUQUEEN. The code runs on more than 100k cores. Standard Fast-Fourier-Transform (FFT) libraries such as the FFTW$^{14}$ distribute the computation domain over different processes by cutting the domain one-dimensionally into slices. With this strategy one is limited in the maximal number of processes by the largest number of grid-points in one of the three spatial directions. To overcome this restriction for massive parallel architectures such as the BlueGene/Q system, we make use of a parallel pencil-FFT (P3DFFT$^{15}$), which divides the domain two-dimensionally into columns and which scales remarkably well. Scaling tests on JUQUEEN showed very good scaling properties up to 32768 cores (see Fig. 1). A further advantage of this P3DFFT-library is that it makes use of the platform-optimised Engineering Scientific Subroutine Library (ESSL)-library.

3 Flow Structures

As the first part of our work we performed a detailed DNS study of impeller driven hydrodynamic flows. There we chose a configuration very close to that of the VKS experiment, in particular the “TM28” impeller configuration$^9$. This is the first quantitative comparison of experimental and numerical data on impeller driven turbulence. Here we will present selected results in order to highlight the novelty of our approach.

The typical flow structure is visualised in Fig. 2. We measured the mean flow characteristics and compared it quantitatively with the VKS experimental data for a very similar
Figure 2. DNS data: (Left) configuration of the cubic computational domain showing the rotating impellers and the flow confining cylinder. (Middle) temporally averaged velocity profile. (Right) snapshot of volume rendering of the of the turbulent vorticity.

<table>
<thead>
<tr>
<th></th>
<th>TM28</th>
<th>256$^+$</th>
<th>512$^+$</th>
<th>512$^+$ hi-Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{pol, mean}$</td>
<td>0.199</td>
<td>0.174</td>
<td>0.184</td>
<td>0.179</td>
</tr>
<tr>
<td>$u_{pol, max}$</td>
<td>0.492</td>
<td>0.425</td>
<td>0.443</td>
<td>0.460</td>
</tr>
<tr>
<td>$u_{tor, mean}$</td>
<td>0.281</td>
<td>0.205</td>
<td>0.217</td>
<td>0.217</td>
</tr>
<tr>
<td>$u_{tor, max}$</td>
<td>0.691</td>
<td>0.535</td>
<td>0.538</td>
<td>0.509</td>
</tr>
<tr>
<td>$\Gamma_{mean}$</td>
<td>0.71</td>
<td>0.850</td>
<td>0.847</td>
<td>0.825</td>
</tr>
<tr>
<td>$\Gamma_{max}$</td>
<td>0.71</td>
<td>0.794</td>
<td>0.824</td>
<td>0.904</td>
</tr>
</tbody>
</table>

Table 1. Quantities from experiment and the simulations: the maximum and the mean of the poloidal and toroidal velocity and the respective ratio $\Gamma_{max} = \frac{u_{pol, max}}{u_{tor, max}}$ and $\Gamma_{mean} = \frac{u_{pol, mean}}{u_{tor, mean}}$. All the velocities are normalised by the maximum velocity of the impellers $V_{max} = \Omega R_d$. A quantification of the poloidal and toroidal components is done by extracting the maximum and mean values in the bulk, in the region $-0.8 R_c < z < 0.8 R_c$.

geometry. The mean toroidal velocity component of the experimental and numerical data are strikingly similar. The mean quantities are summarised in Tab. 1. Having in mind that the Reynolds number of the experiment is much higher than that of the DNS the values are in very good agreement.

We also performed measurements which are very hard to obtain in experiments. One of them concerns the flow structure very close to the impellers. We found a characteristic outwards spiralling jet in between the blades (Fig. 3). This helicity producing structure might help to increase the dynamo efficiency of the configuration due to a so-called turbulent $\alpha$ effect, which together with the shear flow twists and stretches the magnetic field lines. In this picture the shear flow converts poloidal magnetic energy to toroidal energy (the $\Omega$ effect), while the $\alpha$ effect converts toroidal to poloidal energy, closing the dynamo mechanism loop.

4 MHD Dynamo and Underlying Mechanism

For the dynamo study we switched from the TM28 impeller configuration to the so-called TM73 configuration, which is actually used in the successful VKS dynamo experiment. 

368
Figure 3. (Left) top view on an impeller in the co-rotating frame of reference. Arrow show the projected velocity onto the plane. The magnitude is given in colours. The slice indicates a second plane on which we give the projected velocity in the right figure. (Right) streamlines of the projected velocity in a plane indicated in the left figure. Colours give the magnitude of the velocity. Note the circular structures.

It is similar to the one previously used except for a smaller radius and a smaller curvature of the mounted blades. We studied in detail the impact of the permeability on global properties of the system. Increasing this material property in the simulation resembles the use of high permeability materials such as soft iron in the experiment. The analysis of local magnetic field structures by means of simulations at high permeability and high resolution lead us to a possible mechanism responsible for the success of the VKS experiment.

Fixing the conductivity of the impellers to $\sigma = 1$, only the kinetic and the magnetic Reynolds numbers $Re$ and $Rm$ and the magnetic permeability $\mu$ of the solid impellers remain as basic control parameters. We start all dynamo (MHD) simulations with an impeller-driven velocity field in the statistical stationary regime and a small random seed magnetic field. Under dynamo action, the magnetic energy increases exponentially, meaning $|B|^2(t) \propto \exp(\gamma t)$ with growth rate $\gamma$, up to about 10% of the kinetic energy. Then, quickly the Lorentz force back reaction sets in and stabilises the energy on the saturated level. A first goal is the knowledge of the dynamo onset depending on $Re$ and $Rm$ for different $\mu$. From the dynamo growth rates for different parameters, we found estimates of the dynamo threshold in terms of the magnetic Reynolds number $Rm_c(Re)$ typical for large-scale dynamos such as the Taylor-Green dynamo. Starting from low kinetic Reynolds numbers, the likewise low critical magnetic Reynolds number increases, finally reaching a plateau around $Rm = 1000$ for $\mu = 1$ and around $Rm = 600$ for $\mu = 8$. We found that for fixed Reynolds numbers the dynamo growth rate $\gamma$ also increases with the permeability.

4.1 Magnetic Field Shape

The time-averaged magnetic field for low permeability $\mu = 1$ at $Re = Rm = 506.25$ shows the shape found in previous kinematic simulations using the MND flow instead of a dynamically forced flow (Fig. 4 (left)). It is the so-called $m = 1$ mode of the field in cylindrical coordinates $(r, \varphi, z)$ decomposed into

$$B(r, \varphi, z) = \sum_{m=0}^{\infty} B_m(r, z) \exp(im\varphi).$$

Increasing the permeability to $\mu = 16$ the shape of the magnetic field changes, showing a rotational symmetric $m = 0$ mode with toroidal structures concentrated around the im-
pellers and a slight contribution from a twisted $m = 1$ mode in the bulk, which is similarly obtained in experiments (Fig. 4 (right)). The same behaviour is found as well for other sets of kinetic and magnetic Reynolds numbers. In previous simulations with stationary flows as well as in our simulations with low permeability most of the magnetic energy is contained in the $m = 1$-mode, corresponding to an equatorial dipole field⁹. In contrast to this, the field in the successful experiment is an axial dipole field, mainly containing its energy in the rotational symmetric $m = 0$ mode¹⁷. An analysis of the interaction between fluid and solid and the mechanism behind the mode switch to explain the success of the VKS experiment is part of our work.

4.2 Dynamo Enhancement by Winding Mechanism

For a better understanding of the enhancement of the toroidal axisymmetric magnetic energy by the impellers we analysed the magnetic field structure near and inside the impellers. This is a significant advancement compared to experimental measurements, since these only provide information about the (reconstructed) large scale field¹⁷.

We find that the magnetic field lines are refracted at the transition from the fluid to the solid with high permeability (Fig. 5). Field lines approaching from the bulk are pushed downwards to the disk due to the interaction with the flow behind the blades. The refraction effect bends the field lines downwards again. The impeller disk serves as an additional attractor for field lines. Thus the high permeability of the impellers in addition with the specific geometry helps to "trap" field lines in the impeller region, winding them up and producing toroidal magnetic energy via an enhanced $\Omega$ effect.

We demonstrate that increasing the permeability reduces the dynamo threshold and additionally changes the first growing dynamo mode. A simulation with $\mu = 1$ ($Re = 1518$, $Rm = 911$) lies below the dynamo threshold for the $m = 1$ mode and hence shows no dynamo action. For $\mu = 8$ we find a dynamo with most magnetic energy contained in the $m = 0$ mode. Like in the experiment it is thus not necessary to start from an already self-amplifying $m = 1$ mode at low permeability to produce the $m = 0$ mode at high permeability.
5 Concluding Remarks

Up to now our work has shown that pseudo-spectral solvers in combination with penalisation techniques provide a fast and reliable tool for the simulation of interacting solid objects with different magnetic properties and electrically conducting fluids. The specific implementation in framework LaTu is optimised for large computing clusters such as the BlueGene/G machine JUQUEEN and scales well up to 32k cores, allowing relatively high Reynolds numbers, reaching the turbulent regime or at least the transition regime to turbulence. In particular we performed simulations as close as possible to the Von Kármán Sodium experimental device, a successful liquid metal dynamo in the laboratory. Our investigations revealed possible mechanisms responsible for the success of the experiment, more precisely the vortex generation behind the impeller blades and the effect of field line trapping and winding due to the high permeability of the impeller material. Further detailed investigations are necessary to confirm these findings and to quantify the mechanisms.
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This paper presents investigations of experimentally well-characterised turbulent flames with highly-resolved Large Eddy Simulations (LES) and Direct Numerical Simulations (DNS). The combustion process is modelled with a flamelet-based approach, which assumes that the local turbulent flame structure can be described by an ensemble of wrinkled laminar flames. Good agreements between the simulation results and experimental measurement data is achieved. The governing equations are discretised with the Finite Volume Method (FVM). The numerical implementation is tailored for massively parallel simulations on a large number of grid cells. The computational efficiency benefits from the applied simple grid structure and the use of non-blocking Message Passing Interface (MPI) parallelisation.

1 Introduction

World energy consumption is mainly covered by burning fossil fuels such as natural gas, oil and coal but also sustainable fuels like biomass, biodiesel or biogas. As fossil fuels are limited and their combustion releases pollutants, their efficient usage is essential. To increase efficiency, a detailed understanding of the complex physical and chemical processes involved is required. Besides experiments, numerical analysis increasingly helps to understand combustion, exploiting the rapid increase of computational power in the past decades. As combustion in technical devices mostly occurs under turbulent conditions, the numerical investigation of the interplay between turbulent transport and chemical reactions is of high interest.

The governing equations for fluid flow and combustion are too complex to solve them directly for technical relevant combustors. To enable the simulation of such combustors, the governing equations are averaged in time or locally in space to reduce the computational costs. The averaging in time is termed Reynolds Averaged Navier Stokes (RANS) simulation, the filtering in space LES. These averaging operations lead to a loss of information on the smaller scales, which requires additional closure models. These closure models are developed based on theoretical considerations and on DNS of simpler geometries.

This work concentrates on highly resolved LES and DNS of more realistic geometries aiming to investigate and further develop existing combustion models. To avoid the excessive cost of the direct computation of a detailed chemical reaction mechanism, a tabulated chemistry approach is applied.

2 Numerical Approach

The investigations have been performed with the PsiPhi code. The code solves the implicitly filtered Navier Stokes equations for an incompressible flow of constant or variable
density using a FVM. A Cartesian, equidistant grid is used, providing good numerical accuracy with isotropic filters, parallel efficiency and good vectorisation through avoiding slow, non-sequential memory access. Furthermore, this configuration allows to decompose the domain in blocks for maximum efficiency during communication between CPUs. Specific care has been devoted to efficient MPI parallelisation: PsiPhi is able to handle meshes with billions of cells, enabling highly resolved LES and DNS of laboratory scale configurations. To obtain a high parallel efficiency and performance of the code without the additional complexity of a hybrid approach, non-blocking MPI communication with overlayed computation is used. To assess the parallel efficiency, strong scaling tests have been performed on the JUQUEEN machine. The code performance has been tested on up to 128,000 cores, the respective results are shown in Fig. 1. The code scales well overall, for the maximum used number of 64,000 cores in the productive runs the parallel efficiency is around 70%.

PsiPhi ensures continuity by a pressure-correction scheme using a projection method. The transport equations are discretised with a 2nd-order central difference scheme in space and an explicit 3rd-order Runge-Kutta scheme in time.

The implemented chemical models enable the simulation of complex reacting flows. In the tabulated chemistry approach a small set of transport equations are solved for the conserved quantities, which describe the mixture composition and in addition the combustion progress. All thermochemical quantities are determined \textit{a priori} and tabulated as a function of the control variables.

3 Quasi-DNS of a Bluff-Body Burner

The first presented case is a highly resolved simulation of an experimental bluff-body burner that has been investigated at the University of Cambridge and the Sandia National Labs\textsuperscript{1,2}. The burner features a central bluff body that is surrounded by two co-annular
Figure 2. Contours of the velocity vector components (axial direction ($U$ (m/s)), radial direction ($V$ (m/s)) and circumferential direction ($W$ (m/s))), the temperature ($T$ (K)), the reaction source term ($rP$ (kgm$^{-3}$s$^{-1}$))), and the equivalence ratio (Eq).

streams of lean premixed methane/air mixture at an equivalence ratio of 0.75. The whole burner is operated at ambient conditions and embedded in a co-flow of air. The grid resolution has been set to 100 $\mu$m, which is fine enough to resolve the turbulent flame struc-
ture directly without any need for sub-filter modelling. This led to a total domain size of 1120x1200x1200=1.6 Billion cells. The combustion modelling is done with the Premixed Flamelet Generated Manifolds (PFGM) tabulated chemistry approach. The work has been submitted to the Journal of Fluid Mechanics and is under review at the moment. Fig. 2 shows contour plots in the burner mid-section for the velocity vector components (U, V, W), the temperature (T) and the reaction source term (rP). The recirculation zone in front of the bluff-body, which stabilises the flame, becomes clearly visible in the velocity plots. The velocity fluctuation levels vary in the inner and outer stream, and a large amount of the fluctuations is dissipated away in the flame region.

The equivalence ratio field is exposed to strong turbulent mixing due to the shear layer between the outer stream and the co-flow, the mixing layer is getting broader when moving downstream. In contrast, the flame thickness stays relatively constant, due to the balance between chemical reaction and diffusion. The reaction source term plot visualises the inner flame zone, it can be seen that the flame actually burns in two regimes: In the near burner region, the flame front is only mildly wrinkled and relatively laminar. In the region from approximately 35 mm downstream, the flame gets much more wrinkled due to the interaction with the turbulent fluctuations originating from the shear layer between the inner and outer stream. A statistical investigation and comparison to the Peters-Borghi diagram (not shown here) have confirmed this observation.

Visualisations of the resulting three-dimensional flow- and flame structures are presented in Fig. 3. The left plot shows the iso-q-criterion, which is computed from the second invariant of the velocity gradient tensor and gives a good impression of the rotating structures present in the flow-field. A broad range of vortex structure sizes occurs, which
develop and interact when proceeding downstream. The right plot shows an iso-surface of the inner flame zone and a contour plot of the equivalence ratio. Again, the two flame regimes as discussed for Fig. 2 become visible. The three-dimensional structure of the flame surface develops from surface-wave patterns near the burner exit to distinct three-dimensional pockets far downstream.

The first and second statistical moments (means and variances), obtained from the simulations are compared against the experimental data. Additional correlations, spectra and probability distributions were evaluated to gain a deeper understanding of the process and reference data for the subsequent development of models that can be used in less expensive LES and RANS simulations which are utilised in industry.

4 Large Eddy Simulation of Reactive Multiphase Flows

Liquid fuels, with their many advantages, are utilised in relevant technical applications such as IC-Engines, gas turbines or oil-fired boilers. These devices feature highly turbulent flow structures to increase the mixing of fuel and oxidiser and subsequently increase the overall efficiency. The LES method is a suitable technique for the simulation of premixed and non-premixed flames as outlined by e.g. Janicka and Sadiki, but it also showed the capability to describe reactive multiphase flows.

A well established test-case for the validation of numerical models is the Sydney piloted spray burner, which was investigated by Masri et al. at the University of Sydney. The diluted ethanol spray flame is supported by a concentric premixed pilot flame, which provides the heat for the evaporation of the liquid droplets and subsequently to ignite the partially premixed main flame.

An Eulerian and Lagrangian approach is used to describe the gaseous and liquid phase respectively. The numerical particles, which interact with the gaseous phase, are treated as lists of arrays, where each rank (or core) has a separate list to improve the numerical efficiency. In the present study it was possible to use one numerical particle to describe one liquid droplet. This aforementioned treatment allows to have a better description of the particle distribution in the finite volumes. The PFGM approach combined with the Artificial Thickened Flame method (PFGM/ATF) as described by e.g. Proch and Kempf was adopted to fulfil the requirements to model the flame in the presence of a diluted spray, details can be found in the studies by Rittler et al. Source terms in the governing equations for the momentum, the mixture fraction and the reaction progress variable are required to account for the evaporating droplets. The unresolved velocity fluctuations are determined with Nicouds Sigma model, that yields the same accuracy as the Smagorinsky model with a dynamic procedure at much lower numerical costs.

As illustrated in Fig. 4 (a), the droplets evaporate due to the impact of the pilot flame and increase the mixture fraction further downstream, starting at z = 50 - 70 mm. Due to the higher slip velocity of the particles, that penetrate into the pilot stream from the jet stream, the evaporation is further amplified. The maximum mixture fraction is found at an axial location of z = 120 - 200 mm, downstream of this location the figures suggest that evaporation is completed. The spray flame has a lifted character at z = 50 - 70 mm, as outlined by the temperature and the OH mass fraction in Fig. 4 (b) and (c). Furthermore the OH mass fraction clearly indicates the flame wrinkling which results from the high turbulence level that increases mixing and the turbulent flame speed and reduces the flame
length and width. Besides this, OH indicates the flame front, which was found to be in good agreement with the experiments (not shown here). The applied model is also able to capture some toxic intermediate species like CO, as illustrated in Fig. 4 (d).

The modified PFGM/ATF approach is validated with the available data from the experiments - the first and second statistical moments for the particle properties and gas phase properties are in good agreement. Furthermore, a deeper understanding of the underlying processes in the spray flame could be obtained.

5 Massively Parallel Large Eddy Simulation of Pulverised Coal Combustion

Only since recently, computational power has become sufficient for the LES of realistic Pulverised Coal Combustion (PCC) furnaces. However, as there are still open questions regarding the modelling for the LES of PCC, validation against experimental measurements is indispensable. These measurements can only be obtained from laboratory up to semi-industrial experiments. Among these is the experiment by Weber et al.\textsuperscript{9} conducted by the International Flame Research Foundation (IFRF). We chose this experiment to validate our models since it offers a good compromise between comprehensive measurements and an environment comparable to large-scale furnaces found in power plants. In the future LES
of PCC promises to assist engineers and scientists in designing new and efficient furnaces and to obtain additional information that cannot be obtained by experiments.

The presented simulation relies on the non-premixed flamelet model to describe the gas phase. In the case of PCC, two mixture fractions have to be considered which represent:

a) volatile gases released as the coal particles are heated up and
b) the char-off gas that is released when oxygen diffuses into the porous coal structure during later stages of the coal combustion. Additional to the two mixture fractions, enthalpy and variance are required as parameters to describe the chemical state which leads to a four-dimensional pre-computed table that stores all the chemical information and is accessed during the computation.

An instantaneous image of the mixture fractions is shown in Fig. 5. It illustrates how volatile gases are released close to the inlet in the recirculation zone in the quarl region. Further downstream the burned volatile gases mix with combustion air promoting the slow char oxidation process through providing a hot mixture with oxygen excess.

Fig. 6 shows the CO$_2$ mass fraction. Intermediate CO$_2$ mass fractions can be found in the quarl region where mostly volatile gases burn. The CO$_2$ mass fraction first decreases further downstream as it is mixed with fresh combustion air. The highest CO$_2$ mass frac-

![Figure 5. Instantaneous image of volatile gas mixture fraction (yellow scale) and char-off gas mixture fraction (blue scale) from the LES of the IFRF furnace.](image5)

![Figure 6. Instantaneous image of CO2 mass fraction from the LES of the IFRF furnace.](image6)
tions are found downstream where char oxidation takes place.

The furnace has been discretised with 1.7 B cells and 40 M particles. The cells have an edge length of 2.5 mm and one numerical particle represents 100 real coal particles. Coarser simulations and the validation of the flamelet model for the LES of realistic PCC are currently under review\(^\text{10}\). The data from the simulations is compared to the experiment by means of statistical moments of species concentrations, temperature and velocities. The data is further analysed with a focus on instantaneous particle and gas phase quantities to gain additional insight into the combustion process and to identify possible model improvements.
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Massively parallel supercomputations are an important analysis tool to study the fundamental local and global mechanisms of heat and momentum transfer in turbulent convection. Rayleigh-Bénard convection, which evolves in a fluid layer that is uniformly heated from below and cooled from above, is the simplest setting for a buoyancy-driven turbulent flow and thus a paradigm for many turbulent flows in nature and technology. We discuss two topics of this vital field of fundamental turbulence research – large-scale pattern formation in the turbulent regime and convection at very low Prandtl numbers.

1 Introduction

Turbulent convection is an important area of present research in fluid dynamics with applications to diverse phenomena in nature and technology. They reach from chip cooling devices, heat exchangers in power plants and energy efficient indoor ventilation via convection in the Earth’s atmosphere, core and oceans to convection in the Sun and other stars. Often turbulent convection is then combined with other physical processes such as rotation, electromagnetic fields or phase changes. The turbulent Rayleigh-Bénard convection (RBC) model is at the core of all these turbulent flows. It can be studied in a controlled manner, but has enough complexity to contain the key features of turbulence in heated fluids. This flow in cylindrical cells has been investigated intensively over the last few years in several laboratory experiments all over the world¹⁴. In a RBC, a fluid cell or layer is kept at a constant temperature difference \( \Delta \theta = \theta_{\text{bottom}} - \theta_{\text{top}} \) between top and bottom plates which are separated by a vertical distance \( H \). The dimensionless Rayleigh number, \( Ra = \frac{CH^3}{\Delta \theta} \), characterises the thermal driving in convective turbulence. Here \( C = g \alpha / (\nu \kappa) \) with the acceleration due to gravity, \( g \), the thermal expansion coefficient, \( \alpha \), the kinematic viscosity, \( \nu \), and the thermal diffusivity, \( \kappa \). As the Rayleigh number keeps increasing past a critical value of 1708, a buoyancy-driven instability causes the conducting state to bifurcate via a convection state consisting of straight, parallel rolls and spatiotemporal chaotic states to an eventually fully turbulent flow. The hard turbulence regime in RBC is established for \( Ra \gtrsim 10^6 \). The Prandtl number \( Pr = \nu / \kappa \) and the aspect ratio \( \Gamma \), which is the ratio of cell diameter or cell length and cell height \( H \), are the two other input parameters.

One of the key questions in RBC is that of the turbulent transport mechanisms of heat and momentum: How does the turbulent fluid carry heat and momentum from the heated plate at the bottom to the cold plate at the top¹⁴? In the following, we want to discuss two points which are related to this key question: the origin of large-scale flow patterns
in fully turbulent convection in extended layers and the specific turbulence properties of
convection at very low Prandtl numbers. We address both points by high-resolution direct
numerical simulations (DNS) in which all turbulent scales starting from the system size
down to the viscous and diffusive scales which are resolved without any parametrisation
or model.

The three-dimensional Boussinesq equations Eqs. 1–3 are used to model Rayleigh-
Bénard convection. The first of these is the Navier-Stokes equation. The simplifying as-

sumption is made that the density only varies linearly with the temperature in the buoyancy
term. In addition we must include the heat diffusion equation and the incompressibility
condition to complete our system of (dimensionless) equations:

$$\nabla \cdot \mathbf{u} = 0,$$

$$\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \sqrt{Pr} \nabla^2 \mathbf{u} + \theta \mathbf{e}_z,$$

$$\frac{\partial \theta}{\partial t} + (\mathbf{u} \cdot \nabla) \theta = 1 \sqrt{RaPr} \nabla^2 \theta.$$  

The variable $\mathbf{u}(r,t)$ is the velocity field, $p(r,t)$ is the pressure, and $\theta(r,t)$ is the temper-
ate. We use no-slip velocity boundary conditions along all walls. The temperature field
obeys insulating sidewalls and constant values along the top and bottom plates. Alterna-
tively to the $Ra–Pr$ form of Eqs. 1–3, it is possible to write the Boussinesq equations with
the Grashof number $Gr = Ra/Pr$ and $Pr$. We come back to this point in Sec. 3.

A spectral element method (SEM) is applied which is based on the Nek5000 software
package. The order of the Lagrangian interpolation polynomials which is used in each
space direction is as high as $N − 1 = 13$. This code scales in our application very well
up to $\sim 3 \times 10^5$ cores. Numerical details and comprehensive resolution tests are found
in Scheel et al. The SEM is preferred if the fine-scale structure, i.e. gradients of the
turbulent fields have to be analysed. A second-order finite difference method (FDM) for
cylindrical or Cartesian nonuniform and staggered grids is additionally applied. This
method has been used for the numerical investigations on the large-scale patterns which
we will discuss in the subsequent section. In the cylindrical case, we can apply a two-
dimensional Poisson solver after a one-dimensional fast Fourier transformation is applied
in the azimuthal direction.

2 Large-Scale Circulation Patterns as Turbulent Superstructures of
Convection

The classical picture is that turbulent fluid motion is characterised by a cascade of vortices
and swirls of different sizes that give rise to a featureless and stochastic fluid motion. Our
daily experience shows, however, that turbulent flows in nature and technology are often
organised in prominent large-scale and long-living structures, which are termed turbu-
lent superstructures. In convection, turbulent superstructures are mean circulation patterns
whose coherence does not stop at the natural scale of the height $H$, but extends over much
larger scales. When present, these turbulent superstructures dominate the global transport
of heat and momentum. One way to answer the yet open question on their dynamical
origin is to monitor the structure formation in large aspect ratio cells starting at moderate Rayleigh numbers.

Our simulations showed that large-scale flow patterns, which are well-known from the spiral defect chaos regime of thermal convection at Rayleigh numbers $Ra < 10^4$, continue to exist in our three-dimensional numerical simulations of turbulent Rayleigh-Bénard convection in cylindrical cells with $\Gamma = 50$, $Pr = 0.7$ and $Ra \leq 5 \times 10^5$. In Fig. 1 we display the streamlines of the velocity field viewed from the top for three different Rayleigh numbers and compare instantaneous flow snapshots and time averages which have been obtained for two different intervals. At $Ra = 5000$ (left column) the convection flow is in the weakly nonlinear regime. The streamlines show that rolls are formed between the plates in a pattern of spirals and defects. Differences between a single snapshot and time averages are very small. For Rayleigh numbers $Ra = 50000$ (mid column) and 500 000 (right column) the magnitude of turbulent fluctuations exceeds the magnitude of the mean flow. Flow snapshots appear rather featureless. When the turbulent fields are averaged in time and turbulent fluctuations are thus removed, regular patterns are revealed, which we term turbulent superstructures of the convection flow. On the one hand, the averaging time should be long enough such that the fluctuations are suppressed. On the other hand, this time should be smaller than the time scale on which such a large-scale

Figure 1. Top view on the velocity field patterns for cylindrical convection cells with an aspect ratio of $\Gamma = 50$. We compare a snapshot and two time averages over 10 and 100 time units $T$. All runs are at $Pr = 0.7$. Note that the patterns in the upper left and lower right panels of this figure almost agree.
Figure 2. Top view on the mean velocity field patterns for a rectangular convection cell with $\Gamma = 3$. We compare the time averages which have been obtained over three successive intervals of 50 time units $T$. The run is at $Ra = 10^7$ and $Pr = 0.7$. The stream ribbons are coloured with respect to the vertical velocity (red for upwelling, green for almost zero and blue for downwelling).

The mean pattern evolves which typically grows with $\sim \Gamma^2$.

Although the Rayleigh numbers have been moderate, the simulations are very demanding since the numerical effort grows at least with $\Gamma^2$. Our analysis proceeds in two directions: first, we study how the mean flow structure changes as the Rayleigh number is increased. These simulations have to be conducted in smaller aspect ratio cells. The numerical effort is rapidly increasing as can be seen by the DNS from Ref. 13 for $Ra = 10^8$, for example. There, we compared a run at $\Gamma = 1$ with a single large-scale circulation roll with a run at $\Gamma = 3$. The latter run has just two large-scale circulations roll, i.e., we are still far away from extended patterns as in Fig. 1. The run at $\Gamma = 1$ required $N_e = 256\,000$ spectral elements, a polynomial expansion on each cell of $N = 12$ and thus a total number of mesh cells of $N_eN^3 \approx 4.4 \times 10^8$. The run at $\Gamma = 3$ required $N_e = 2\,304\,000$, $N = 10$ and $N_eN^3 \approx 2.3 \times 10^9$. The latter run is almost 9 times bigger as the $\Gamma = 1$ run and required 32768 MPI tasks on Blue Gene/Q. These studies revealed that the local turbulent heat transport depends sensitively on the shape of the superstructures in RBC.

Secondly, rectangular cells are investigated in order to study how the formation of turbulent superstructures is influenced by the different geometry. While turbulent convection in a cylindrical cell obeys homogeneity of statistical moments in the azimuthal direction, a rectangular cell has a preferred direction which is along the diagonal. First simulation results are displayed in Fig. 2 for a Rayleigh number of $10^7$. Mean patterns which have been obtained over disjoint time intervals switch between the two diagonals of the cell as visible by comparison of left and mid panels.

### 3 Turbulent Convection at Very Low Prandtl Numbers

Compared to the vast number of investigations at $Pr \gtrsim 1$, the very-low-$Pr$ regime appears almost as a “terra incognita” despite many applications. Turbulent convection in the sun is present at Prandtl numbers $Pr < 10^{-3}$, in the liquid metal core of the earth one finds $Pr \sim 10^{-2}$. Convection flows as present in material processing, nuclear engineering, or
liquid metal batteries have Prandtl numbers between $5 \times 10^{-3}$ and $2 \times 10^{-2}$. One reason for significantly fewer studies of convection at low Prandtl numbers is that laboratory measurements have to be conducted in opaque liquid metals, partly operated at temperatures significantly larger than room temperature. The only way to access the statistics in these turbulent flows is via ultrasound or X-ray probes. Examples are mercury\textsuperscript{5} or gallium at $Pr \approx 0.02 - 0.025$ and liquid sodium\textsuperscript{8} at $Pr \approx 0.005 - 0.009$. Liquid sodium provides the lowest Prandtl number which is accessible in controlled conditions of a laboratory experiment.

Direct numerical simulations (DNS) are currently the only way to gain access to the full three-dimensional convective turbulent fields in low-$Pr$ convection and to assure the accuracy of the boundary conditions. These simulations turn out, however, to become very demanding when the small-scale structure of turbulence has to be studied, even for moderate Rayleigh numbers $Ra$. To give an example: a simulation for convection in liquid sodium at $Ra = 2.38 \times 10^9$ required the same SEM mesh of $4.1 \times 10^9$ cells as a simulation for convection in air at $Ra = 10^{10}$, i.e. at a Rayleigh number that is almost four orders of magnitude larger than in sodium. Both DNS runs were conducted on 65 536 MPI tasks on BG/Q.

While the heat transport is reduced in low-$Pr$ convection, the production of vorticity and shear are enhanced significantly. We found that this in turn amplifies the small-scale intermittency in these flows and makes them better comparable to classical Kolmogorov turbulence\textsuperscript{14}. This result has important consequences in view to parametrisations for the small-scale turbulence in low-Prandtl-number fluids which are necessary in many applications such as in nuclear engineering or astrophysics. In Ref. 14 it was suggested that

---

**Figure 3.** Vertical instantaneous cuts for the temperature field $T$ (top row) and the magnitude of the velocity field $|u|$ (bottom row). Left: $Ra = 2.38 \times 10^6$ and $Pr = 0.005$ for liquid sodium. Mid: $Ra = 10^7$ and $Pr = 0.021$ for liquid mercury. Right: $Ra = 3.33 \times 10^8$ and $Pr = 0.7$ for convection in air. All data are obtained at the same Grashof number $Gr = 4.76 \times 10^8$. The corresponding colour scales are the same.
a comparison of the fluid turbulence at different Prandtl numbers should be conducted at the same Grashof number $Gr = Ra/Pr$ rather than at a same Rayleigh number. This can be motivated by an inspection of the dimensionless momentum equation Eq. 2. If $Gr$ is constant for different runs then Eq. 2 remains unchanged. In Fig. 3, we display vertical snapshot cuts of the temperature and the velocity magnitude for three simulations at the same Grashof number. Note that a constant Grashof number implies both, a change of $Pr$ and $Ra$. With decreasing Prandtl number, the temperature field becomes increasingly washed out due to the enhanced thermal diffusivity while the velocity field is more vigorous thus indicating the enhanced level of fluid turbulence. We have shown that the cascade of the fluid turbulence is extended at the large-scale and small-scale end with decreasing Prandtl number thus enhancing the flow Reynolds number and consequently the turbulent momentum transport in the convection flow. The more vigorous fluid turbulence enhances in the enstrophy production in the fluid.

Since the Rayleigh-Bénard fluid is confined between rigid impermeable walls, tiny boundary layers of the temperature and velocity fields form in the vicinity of the walls. All the heat that is supplied by the boundary conditions has to pass these boundary layers. They form a bottleneck that constrains the global heat transport. How can this bottleneck be widened? One way is to enhance thermal diffusivity in relation to the viscosity, as done in low-$Pr$ fluids. This certainly increases the width of the thermal boundary layer, but reduces the magnitude of the temperature gradients and thus the overall turbulent heat transfer at the same time. An alternative way is achieved when the boundary layers of velocity and temperature become fully turbulent. This regime of convective turbulence is called the ultimate regime of convection and goes back to a seminal paper from 1962 by Kraichnan. The existence and the Rayleigh number range at which this transition into the ultimate regime proceeds is currently intensively discussed in the community.
It can however be expected that if the transition to fully turbulent boundary layers exists then the transition Rayleigh number range will depend on the Prandtl number. Our recent high-resolution DNS in the very low-$Pr$ regime provide first hints although the accessible Rayleigh numbers are still too small. In Fig. 4 we display the velocity gradient at the heated plate at $z = 0$. The original nine-component velocity gradient tensor $A_{ij} = \partial u_i / \partial x_j$ is reduced to a two-component vector field $s = (A_{13}, A_{23})$ at the wall due to the no-slip boundary conditions. Stream line snapshots of this skin friction field are shown for the runs at $Ra = 2.38 \times 10^6$ and $10^{10}$ that were mentioned above. The complexity of both instantaneous velocity boundary layers is by visual inspection very similar: in a larger area fraction the field lines are nearly parallel very similar to the skin friction field in turbulent channel flows\(^6\). Both velocity boundary layers display area fractions that are turbulent which we have determined by quantitative measures, such as local friction coefficients or local shear Reynolds numbers. For the very low Prandtl number run this turbulence transition should appear at a much smaller Rayleigh number. Thus the level of fluid turbulence is not only enhanced in the bulk\(^7\) but also in the boundary layer when $Pr$ decreases.

## 4 Perspectives

We have discussed two particular topics in turbulent Rayleigh-Bénard convection which are being addressed by supercomputations:

*Origin of turbulent superstructures in convection:* Our DNS showed that the mean flow patterns from the weakly nonlinear regime are found to continue to exist when fluctuations in the fully turbulent regime are removed. The patterns thus remain dynamically relevant. As we indicated, one open question is how the turbulent large-scale patterns will vary when the Rayleigh number is increased or the Prandtl number is changed. First studies in this direction in smaller cells have been reported in Ref. 2 and imply further modifications as $Ra$ grows. Such transitions to new mean flow patterns could be analysed by bifurcation analysis, and modelled as phase transitions in the turbulent flow. This suggests one could apply a reduced amplitude equation formalism to describe the evolution of the large-scale patterns in the horizontal directions which are obtained by a decomposition into coarse and fine spatial scales as well as into slow and fast time scales. Computationally, a turbulent convection cell with $\Gamma = 15$ at $Pr = 0.7$ and $Ra = 10^9$ would require at least 57.6 million spectral elements (which are already feasible today with Nek5000) and thus about $10^{11}$ mesh cells. This requires at least 60 BG/Q racks for production jobs.

*Bulk and boundary layer dynamics in liquid metal convection:* We showed that the highly diffusive temperature field with coarse thermal plume structures is an efficient driver of fluid turbulence, both, in the bulk and in the boundary layers. Our DNS suggest therefore that the transition to turbulence in the boundary layers of liquid metal convection is triggered at lower Rayleigh numbers than for convection in air. Another open question is if this transition follows the same rules as in wall-bounded turbulent shear flows or if the temperature field alters the transition mechanisms. Simulations are the only approach to answer these questions since they can access the gradients of the fields in the vicinity of the walls. It is also clear that the Rayleigh number has to be increased further. For liquid gallium ($Pr = 0.021$), based on an extrapolation from our currently largest DNS at $Ra = 10^6$, we would need a mesh with $10^{10}$ cells for a high-resolution run at $Ra = 5 \times 10^8$. 

387
Both topics demonstrate clearly that supercomputing has become an essential tool to reveal the secrets of turbulence, and especially those of turbulent convection.
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We analyse impact of parametrisation in lattice Boltzmann simulations of flow in complex geometries. For the input geometries we use four sets of regularly and irregularly packed spheres ("packings") with known accurate solution for the permeability or drag. All four geometries have porosity equal to 0.366 but different microstructure resulting in their different permeability values. We vary spatial resolution in the range between 5 and 750 lattice nodes per sphere diameter, observe different behaviour of the numerical error for several resolution sub-ranges and address them in detail providing practical guidelines for increasing accuracy in low-resolution simulations, which are typical for practical problems.

1 Introduction

Transport processes (such as flow or diffusion) in porous media occur in many diverse fields of science and engineering, and their accurate prediction and optimisation requires understanding, both qualitative and quantitative, of the underlying physical phenomena. Slow (Stokes) flow of a viscous fluid is one of such key processes, and computer simulations nowadays are promising tools for its study. Among others, the lattice Boltzmann method (LBM) became a powerful computer simulation approach for, in particular, simulations of flows in complex geometries\textsuperscript{3}.

LBM is based on evolution of a "lattice gas", where classical gas model representation is replaced by the one with discrete space and time: individual molecules are combined into fluxes which do exist at discrete lattice nodes and move along prescribed discrete links connecting each node with its neighbours. During discrete time steps fluxes do propagate between lattice nodes and collide at them. Output of the collision step as well as the simulation result depend on a particular selection of LBM adjustable parameters (relaxation rates).

Despite more than two decades of the method history, there is still a controversy about selection of its parameters even for such a "simple" underlying physical phenomenon as Stokes flow of incompressible isothermal fluids, when we consider complex geometries like porous media. In this study we approach this problem using for the input geometry packing of impermeable spheres densely packed in regular and irregular fashions. We simulate Stokes flow in the voids between spheres, and assess method accuracy against its parametrisation.
Figure 1. Simulation geometries: sets of spheres (packings) of equal size where spheres are arranged in regular (BCC, FCC) and irregular (Rx0.001, Ωx0.95) fashions; all four packings have equal void space fraction of $\varepsilon = 0.366$. Irregular packings contain about 7000 spheres each.

2 Numerical Simulation Approach

2.1 Input Geometry

We create assemblies of fixed in space, impermeable spheres arranged in regular and irregular (random) fashions, considering two packings for each one. All four packings are spatially periodic and have equal porosity of $\varepsilon = 0.366$, the value close to the ones occurring in many real systems. We intentionally fix porosity to address the impact of heterogeneity on the simulation accuracy while it is assumed that irregular geometries may have lower numerical errors due to “error cancellation” effects. Coordinates of spheres in the regular packings are calculated analytically: first we create standard face-centred and body-centred packings of touching spheres with porosities of $\approx 0.26$ and $\approx 0.32$, respectively, and then shrink the sphere radii to obtain the target porosity of 0.366. Irregular packings were generated using Jodrey–Tory and Monte-Carlo algorithms which are geometrical approaches to distribute spheres in space in irregular fashion while achieving lower porosities ($\varepsilon < 0.40$). These four packings allowed us to create geometries – comprised of identical objects – with equal average porosity but different microstructure and different values of permeability/drag.

2.2 Discretisation Procedure

One of the key differences of this study from previous works is the discretisation procedure. Standard LBM approaches operate with uniform cubic meshes, and to simulate flow in a given packing its geometry is mapped onto the corresponding domain with cubic mesh marking each mesh node as “solid” or “fluid”. In the case of a packing with small amount of spheres (say, less than 10) and low discretisation resolution $d_{sp}$ ($\approx 10$ or fewer lattice nodes per sphere diameter) the change in the simulated permeability/drag value during step-by-step increase of the domain dimensions can be quite large. In this study we replicate considered geometries using their periodicity property and then discretise it. After proper selection of the domain dimensions such approach allows us to create meshes with non-integral dimensions of the initial unit cell and results in dramatic reduction of a scatter in simulated transport coefficients (i.e. drag or permeability)\(^1\).
2.3 Flow Simulation Approach: The Lattice Boltzmann Method

For the simulations of Stokes flow we use the lattice Boltzmann method (LBM), a suitable approach for simulations of flows in complex geometries. LBM is based on the evolution of a “lattice gas” consisting of distribution functions of gas molecule fluxes along a prescribed discrete set of lattice links (19 in this study) connecting each lattice node with its neighbours. Each LBM iteration consists of two steps: i) propagation of fluxes between lattice nodes along lattice links (streaming step), and ii) collision of fluxes at each lattice node (collision step). In LBM simulations with the course of time its distribution function (of fluxes) iteratively approaches an equilibrium, and simulation is done after variation of the distribution function becomes sufficiently small. The streaming step is a universal one for various LBM models, while implementation of the collision may differ. A simple and commonly used version of the collision operator is so-called “BGK”4, which contains only one relaxation time \( \tau \) defining the decay rate of the function towards its equilibrium as well as the viscosity of the simulated fluid. In the case of using so-called “bounce-back” boundary condition (a de facto approach for simulations based on micro-CT images of complex medium), a well known drawback of LBM BGK is its dependency of the simulated permeability on \( \tau \).

Recent developments of LBM models resulted in collision operators with collision occurring in the space of hydrodynamic and kinetic moments (like density, momentum, energy, energy flux), with corresponding conversion of the distribution function to/from the momentum space. Such a formulation of the collision operator7 allows introduction of multiple (up to the amount of links per lattice node, or 19 in this study, \( \tau_{0...18} \)) relaxation times – so-called MRT collision operator – for each individual mode, which also poses a question on the particular selection of those parameters, remaining unanswered till now. However, it is suggested that for Stokes simulations individual adjustment of all MRT relaxation rates is not necessary, and in the case of properly grouping the relaxation rates only two prescribed values \( \tau_v, \tau_f \) are sufficient to provide viscosity independent simulations of permeability. Namely, in this case the multiple-relaxation-time collision operator is reduced to two-relaxation-time (TRT) where, from the point of simulations, \( \tau_v \) controls fluid viscosity while \( \tau_f \) remains apparently free. However, it was demonstrated that when the following combination of these relaxation parameters \( \Lambda = (\tau_v - 1/2)(\tau_f - 1/2) \) stays fixed, LBM results in viscosity-independent permeability up to machine accuracy in any geometry5,6. Mathematical analysis of LBM behaviour for the simple case of flow between two parallel plates (Poiseuille flow) revealed that \( \Lambda \) controls the location of the zero-velocity boundary between adjacent solid and fluid voxels, and there are some specific values of \( \Lambda \) for this geometry: \( \Lambda = 3/16 \) results in correct boundary location for horizontally-oriented open channel while \( \Lambda = 3/8 \) – for diagonal orientation; \( \Lambda = 1/8 \) gives analytical (up to machine accuracy) flow velocity for horizontal orientation. Analysis of more complex geometries still remains an open topic, and therefore we consider four “basic” values of \( \Lambda = 1/8, 3/16, 3/8, \) and \( 1/4 \) – the latter providing results of widely used BGK collision with \( \tau = 1 \) – as well as wider variation of \( \Lambda \) between 1/512 and 2.

Here our value of interest is the average drag \( F_d \) exerted on a sphere, which can be seen as the quantity opposite to permeability \( k \): for a given geometry higher drag means lower permeability, and, in other words, higher resistance of a given geometry to the flow. Drag and permeability are related as \( F_d = \frac{d^2}{18(1-\varepsilon)k} \). For the reference values of drag \( F_d^* \) we use the accurately determined ones from our previous study1.
2.4 General Impact of Mag on Drag

We start our analysis by addressing the impact of $\Lambda$ using one of the regular packings (BCC). The results (Fig. 2a) reveal crucial influence of $\Lambda$ on drag at lower spatial resolutions: variation of $\Lambda$ may lead to ten-fold over- or underestimation of the accurate value. A similar picture is observed for other three packings (not shown). Convergence towards $F_d^\star$ vs. spatial resolution can be non-monotonous, and its behaviour strongly depends on the particular $\Lambda$ value. On the next step we took four "basic" values ($1/8$, $3/16$, $1/4$, $3/8$) and calculated the average drag for them. The results shown in Fig. 2b confirm non-monotonous convergence: at low resolutions LBM underestimates $F_d^\star$, then the numerical solution crosses the accurate value and hereafter starts very slow convergence from above. Such a behaviour was observed in various previous works but interpreted differently (suggesting no convergence at all at higher resolutions or attributing a low-resolution branch of the curve to the discrete porosity error, which, in turn, is significantly lower in this study compared to the work of Maier et al.). Fig. 2b motivates to split the following analysis into higher ($d_{sp} > 30$) and lower ($d_{sp} < 30$) resolution regions.

2.5 Analysis of High-Resolution Region

A closer examination of the high-resolution region in Fig. 2a is shown in Fig. 3a,b, where very similar behaviour in relative drag $F_d^\star/F_d$ is shown for one regular (BCC) and one irregular (Rx0.001) packings. As both panels a) and b) of Fig. 3 reveal, drag values calculated with all considered $\Lambda$ values collapse to each other above $F_d^\star$, and similar behaviour is observed for the other two packings (not shown). For the whole range $\Lambda \in [1/512, 2]$ variation of $\Lambda$ beyond “basic” values of $\Lambda \in [1/8, 3/8]$ does not change the picture qualitatively: for all $\Lambda$ the solution crosses its accurate value $F_d^\star$, meaning that with an increase of resolution a numerical solution obtained for arbitrary large value of $\Lambda$ will cross $F_d^\star$. 

![Figure 2. a) Dependence of $F_d$ on discretisation resolution ($d_{sp}$) in BCC packing; all other packing types (FCC, Rx0.001, $\Omega \times 0.95$) demonstrate a very similar picture (not shown). b) Convergence of the relative drag $F_d^\star/F_d$ calculated as average from 4 “basic” $\Lambda$ values ($1/8$, $3/16$, $1/4$, $3/8$); all packing types are shown.](image-url)
Figure 3. a, b) Dependence of the normalised drag $F_d/F_d^\star$ on discretisation resolution at high resolution values for one regular (BCC) and one irregular (Rx0.001) packing. c) The same as b) but with further resolution increase and log-log axis scale. d) Particular points extracted from c) with the corresponding power law fits; inset shows scaling exponents. e) and f) Differences between drag values $\Delta F_d^1$ calculated with $\Lambda$ pairs of $(1/512, 2)$ and $(1/8, 3/8)$ for all packing types: $\Delta F_d^1 = (F_d^{\Lambda=1/512} - F_d^{\Lambda=2})/F_d^\star$ and $\Delta F_d^2 = (F_d^{\Lambda=1/8} - F_d^{\Lambda=3/8})/F_d^\star$.

Panel c) in Fig. 3 shows the drag error on a double-logarithmic scale. Note that we keep the error sign (except one indicated point) and did not plot its negative values. Log-
log scale clearly demonstrates transient convergence rate of larger $\Lambda$ values, and for larger $\Lambda$ a constant convergence rate is observed for higher resolution values. Partially observed constant convergence rates motivate to perform fitting only for the corresponding curve regions, which is shown in Fig. 3d. The obtained convergence rates are $-1.0$ or slower indicating that selection of larger $\Lambda$ on the one hand may result in lower absolute errors at high resolutions, but on the other hand approximately constant convergence rates are observed at much higher resolution as well as the rates of convergence becomes slower.

It is straightforward to address convergence of the relative difference in the drag simulated for various $\Lambda$ values. For this purpose we took two pairs of limiting values: $[1/512, 2]$ for the whole considered $\Lambda$ range and $[1/8, 3/8]$ for the “basic” $\Lambda$ values only such that $\Delta F^1_d = (F_{\Lambda=1/512}^d - F_{\Lambda=2}^d)/F_\star^d$ and $\Delta F^2_d = (F_{\Lambda=1/8}^d - F_{\Lambda=3/8}^d)/F_\star^d$. Our results reveals almost identical convergence rate of $\sim 1.3$ for all four packings types as well as for two considered difference intervals. This allows to conclude that with the increase of resolution the drag values obtained with virtually any pair of $\Lambda$ will first collapse to some value above $F_\star^d$ and then continue its slow convergence to $F_\star^d$ from above.

2.6 Analysis of Low-Resolution Region

Low discretisation resolutions are common in practical LBM simulations\textsuperscript{10,11}. As Fig. 4 shows, $\Lambda$ has a strong and dispersive impact on the simulated drag values. On the other hand, even for the lower resolution case its impact on the relative drag $F_d/F_\star^d$ is almost identical for all four packings. We note that thanks to our improved discretisation approach one can see systematic trends in drag behaviour for $d_{sp} < 20$ in regular packings. Drag obtained with the basic $\Lambda$ values $[1/8, 3/8]$ systematically under- and then overestimates the accurate value $F_\star^d$. At the same time $F_d$ obtained for $\Lambda$ values out of the basic region are strictly lower or higher than $F_\star^d$, suggesting to use this property and to calculate a new value of $F_d$ taking the average of drag values obtained for $\Lambda$ out of the basic range. Among initially chosen $\Lambda$ values the lowest total error demonstrated the pair of $\Lambda = 1$ and $\Lambda = 1/16$ with the resulting average drag indicated by solid black line in Fig. 4; except for very low spatial resolutions $d_{sp} < 10$ such averaging of two simulations with different $\Lambda$ improves the final simulation accuracy.

3 Conclusion

We performed simulations of Stokes flow using two-relaxation-time ($\tau_v$ and $\tau_l$) LBM with bounce-back boundary condition, taking as input geometries two regular and two irregular packings of equal spheres fixing their porosity to $\varepsilon = 0.366$. Such a choice of geometries allowed us to study systems with relatively complex pore space and at the same time accurately determined reference permeability/drag values. We studied the impact of the specific combination of LBM relaxation times $\Lambda = (\tau_v - 1/2)/(\tau_l - 1/2)$ which controls spatial location of zero-velocity boundary in flow simulations. $\Lambda$ was varied within the wide range of $[1/512, 2]$, giving additional attention to the “basic” values of $1/4$ (widely used in BGK LBM simulations) as well as $1/8, 3/16, 3/8$ which provide exact velocity profiles or average flow rate in slit channel geometry accessible for direct analytical analysis. The “basic” $\Lambda$ values did not provide any additional gain in accuracy, and fall into the general pattern of solutions with other values from $\Lambda \in [1/512, 2]$. Due to the dispersive impact of $\Lambda$
on $F_d$ we split our analysis addressing separately high and low resolution regions. High resolution analysis revealed that $F_d$ with virtually any $\Lambda$ will first achieve some $F_d$ value above the accurate solution and then, with further increase of the resolution, will continue converging to $F_d^*$ at the rate of $-1.0$ or slower. Addressing lower resolution allowed us to suggest that instead of using any particular $\Lambda$ value one can achieve higher accuracy after performing two simulations for a pair of $(\Lambda_1, \Lambda_2)$ values and then averaging the result; our brief study suggests $\Lambda_1 = 1/16$ and $\Lambda_2 = 1$ to be a good candidate.

Our analysis in this paper is based on variation of spatial resolution within wide range. Although at a first glance higher resolutions are of purely academic interest, they are necessary to obtain complete picture of the solution behaviour (convergence) which later may open the possibility to predict higher resolution results by performing actual simulations in low-to-moderate resolution region only. Variation of the resolution is a very computationally demanding task because the computational effort grows as $O(d_{sp}^3)$ where $O(d_{sp}^3)$.
comes from the increase of amount of mesh nodes to be processed on each iteration and $O(d_{sp}^2)$ is due to the higher amount of iterations needed to achieve a given accuracy, which originates from the increase of the distance (in lattice units) between “solid” mesh nodes. In fact, the situation is even worse because at high resolutions the absolute error magnitude becomes small and the simulation accuracy must be further increased to accurately resolve systematic trends in the behaviour of errors with smaller magnitude. To be more specific about computational efforts, a single point in Fig. 3b for $d_{sp} > 200$ required about 5 hours of calculation using 32768 processor cores.
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Computational Plasma Physics
The two projects being presented here provide new insights into plasma-based acceleration processes and plasma astrophysics, respectively. The first paper deals with a future plasma-based free-electron laser (FEL) which - when in operation - will have an enormous impact on many scientific disciplines. The path towards a first successful realisation crucially requires advanced simulation codes to model and study the new physics involved. The second paper is on collisionless shocks. The latter are important in various fields of physics. Perhaps they are most prominent in the context of plasma astrophysics in order to explain the open problem of acceleration of cosmic rays to very high energies. Interestingly, the theory on shock physics can be simulated under laboratory conditions for the generation of energetic ions with applications in inertial fusion or medical physics. Thus, the common bracket of both papers is the plasma-based acceleration physics of particles.

Plasmas are many body systems. Since most of them are not in thermodynamic equilibrium, either a sophisticated non-equilibrium theory is required or high-performance numerical simulations become necessary. The type of modelling depends on the nature of the plasma under consideration. We distinguish between

- plasmas for magnetic fusion,
- plasmas as a result of laser-matter-interaction (including inertial fusion)
- charged beam interaction with matter, radiation, or plasma,
- complex plasmas (including quantum plasmas),
- plasma astrophysics,
- plasma technology (including low-temperature plasmas),

just to name the most prominent examples. The demand on computer time and storage is huge in all these fields.

According to the rich variety of plasmas and their different time and space scales, the theoretical models are multifaceted, e.g. classical, quantummechanical, non-relativistic, or relativistic, respectively. They apply to high-temperature or low-temperature, weakly or strongly coupled plasmas. Nonlinearities play the central role. Numerical approaches encompass single particle dynamics, particle-in cell codes, kinetic, gyro-kinetic, hydrodynamic (plasmadynamic), and magnetohydrodynamic (MHD) treatments, just to name the most popular ones.

The first paper discusses a new approach for a next-generation of free-electron lasers (FELs). The idea is based on the concept of laser-plasma accelerators, promising extremely
compact FEL setups, combined with unique features of the generated X-ray pulses. The exper-
imental setting is as follows. After the laser-plasma interaction, the generated electron
beam then emits X-ray pulses while propagating through the subsequent FEL undulator.
The process of electron beam generation and acceleration within the plasma has to be con-
trolled. Beam physics itself is multifaceted, containing interaction with radiation, matter
and plasmas. Beam self-fields (space charge), focusing, and bunching have to be consid-
ered. The processes occurring in the proposed plasma-driven free-electron laser happen on
\( \mu m \) length and femtosecond (fs) time scales. These scales require completely new codes\(^3\)
as an essential tool to study the novel plasma-based FEL concept.

Being presented by a leading group in concept design for new FELs, the paper\(^1\) clearly
describes the challenges and possible solutions for a new plasma-driven FEL. The authors
report on the remarkable progress based on the interplay between experiment, theory, and
high-performance computing (HPC).

The second paper\(^2\) is written by astrophysicists. It treats the “classical” problem of
collisionless shocks, making use of the fully relativistic particle-in-cell code OSIRIS\(^4\).
Collisionless shocks form due to the interaction of particles with electromagnetic fields.
Micro-turbulence is seeded due to plasma instabilities, which is then transformed to a large
scale structure. The authors\(^2\) have studied the shock formation process and the mediating
instabilities in astrophysical environments, i.e. in electron-positron pair plasmas as well as
electron-ion plasmas.

The mediating plasma micro-instabilities play a key role. The authors\(^2\) present an
overview over the shock formation processes in plasmas and treat in detail the evolution
of electromagnetic instabilities on different scales, including the related shear flows. They
studied the parameter conditions for shock acceleration, which is very efficient in terms of
generation of energetic ions.

Besides the interesting applications in astrophysics (e.g. cosmic ray acceleration) the
paper also shows that acceleration mechanisms may be similar in large-scale astrophysics
and table-top plasma based terrestrial accelerators. Meanwhile the OSIRIS code\(^4\) has
proven to become the “workhorse” of high-intensity plasma dynamics when PIC resolu-
tions are sufficient.
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Plasma-based accelerators are promising candidates to drive next-generation compact free-electron lasers (FEL) with unique X-ray properties. The correct modelling of the physics in the laser-plasma accelerator and of the FEL amplification from plasma-generated electron bunches thereby forms the basis for any application driven by these beams. Both problems are, however, extremely challenging. They heavily rely on computer simulations and, in fact, act as science drivers for the development of the latest generation of high-performance, highly parallel and efficient simulation codes. Here, we present our work towards a plasma-driven FEL, based on the particle-in-cell (PIC) codes VSIM and WARP, and the non-averaging 3D FEL code PUFFIN.

1 Introduction

Free-Electron Lasers (FEL) are essential tools for a broad scientific community to study the dynamic of matter on its natural length and time scale. The availability of today’s large-scale facilities to users, however, is very limited. A new approach for a next-generation FEL is based on the concept of laser-plasma accelerators (LPA), promising extremely compact FEL setups, combined with unique features of the generated X-ray pulses.

The path towards a plasma-based FEL is extremely challenging. Foremost, the process of electron beam generation and acceleration within the plasma has to be controlled. As the processes within the plasma happen on µm length and femtosecond (fs) time scales, the whole field relies heavily on computer-simulations to (i) predict and study new acceleration techniques, (ii) design new experiments, and (iii) analyse experimental data. Correctly modelling the physics within a plasma accelerator, under the restriction of limited computational resources, is still an area of very active development within the community. In fact, it is one of the scientific drivers for the development of highly parallel, high-performance simulation codes. Following the laser-plasma interaction, the generated electron beam then emits X-ray pulses while propagating through the subsequent FEL undulator. Here, existing codes, that have been successfully used to model the physics of today’s large-scale FEL facilities, are no longer sufficient to describe the physics involved. New codes are required, and in active development, as an essential tool to study the novel plasma-based FEL concepts.

Our project, Towards Plasma-Driven Free-Electron Lasers, covers crucial aspects of the development of a future plasma-based FEL. The electron beam quality, especially in
Figure 1. Left: Trojan Horse witness bunch generation. An electron beam (green particles) drives a plasma wakefield, represented by its field sum with up to 16 GV/m acceleration fields (gray). The high fields at the rear of the blowout are due to overshooting electrons, which were re-attracted to the drive beam axis. A strongly focused, short pulse laser (black) ionises neutral helium gas to generate free electrons in the wakefield (colour coded particles with 0-1 MeV energy). Right: The trapped witness has been accelerated to 1.1 GeV over a distance of 17.5 cm. Further parameters are 2.3 mm.mrad emittance, 10 pC charge, 2.1 kA peak current, and 1.2 % energy spread.

terms of energy spread and emittance, ultimately determines whether a beam is suitable to drive an FEL. It is therefore of utmost importance first, to generate high quality beams, and second, to maintain this quality throughout the acceleration section in the plasma and the subsequent transport to the FEL undulators.

In general, one can distinguish two different approaches in LPA: internal and external injection. In the former, an electron bunch is created inside the plasma from electrons that are pulled from the plasma background and directly accelerated within the same plasma target. In the latter, an external electron beam from a high quality source, such as a conventional accelerator, is injected into another plasma stage where it is further accelerated. In our project, we study both approaches. Electron beams studied in the two sub-projects are then imported into the new FEL simulation code, PUFFIN, that we develop and use to describe novel FEL schemes, based on plasma-generated electron beams.

2 Hybrid Systems and Underdense Plasma Photocathode

One path towards the generation of high-quality electron bunches is the underdense plasma photocathode (or “Trojan Horse” scheme). The central idea is to use an electron beam to drive a plasma wakefield, and employ a synchronised, strongly focused, short laser pulse to locally ionise additional electrons from a neutral high-ionisation-threshold background gas within the centre of the wakefield, see Fig. 1. We use the commercial PIC code VSIM to model this scheme, advance it conceptually, and to prepare and assist our granted beamtime at FACET (experiment E-210). There, we will for the first time demonstrate the Trojan Horse concept experimentally.

In the Trojan Horse scheme, a cavity is generated by a high energy, high charge electron driver beam which expels electrons off axis, leaving a positive ion background and providing GV/m level accelerating fields – which is 2 to 3 orders of magnitude larger than in conventional RF cavities. The expelled electrons form a negatively charged electron boundary and become re-attracted towards the axis after one plasma wavelength, forming an electron-free cavity (also known as “blowout”). Electrons created from the synchronised laser pulse can be accelerated to high energies within the plasma wave, if the wakefield is
strong enough to accelerate the electrons to relativistic energies within a length that is substantially smaller than one plasma wavelength. These electrons are then trapped at the rear of the plasma blowout – which is also moving with nearly the vacuum speed of light. The strong localisation of the electron release in combination with the low initial momentum of the electrons create high quality bunches of low emittance, that are then accelerated by the plasma wave. The scheme furthermore gives unprecedented control over the injection, and allows for tuning of charge and other important bunch parameters on a level of control hitherto only known from classical photocathodes.

Since the original publication\(^2\) we could significantly advance this concept. A major requirement of electron beam driven accelerators is the need for a sufficiently strong electron beam driver, that, so far, requires a conventional large scale accelerator. We are therefore actively investigating laser-plasma accelerators as an alternative and more available source of suitable drive beams\(^3\), and study methods to relax the requirements on the electron drive beam. This includes, for example, a plasma density downramp assisted trapping of electrons within the Trojan Horse scheme\(^5\). Here, the witness bunch electrons are ionised from the beginning of a plasma density downramp, which facilitates trapping, and thus allows for relaxed demands on the drive beam.

We could show that the demands on the driver electron beam quality in our Trojan Horse scheme are substantially lowered, compared for example to the requirements on bunch quality for FEL operation, and readily available by today’s laser plasma accelerators\(^4\). We found, that the most crucial properties for FEL driver beams, energy spread and emittance, are quite unimportant for driving a plasma wakefield. Within the parameter range of today’s laser-plasma accelerated bunches, an accelerated witness bunch is hardly affected by changing these properties of the drive beam. Other parameters like beam energy and current are more sensitive for a stable high gradient wakefield, and must not be beyond certain thresholds to guarantee stable acceleration, which is, however, a far easier task than generating small energy spread beams from a laser-plasma accelerator.

As another important achievement, we could propose a novel concept for witness bunch generation in beam driven plasma wakefield accelerators\(^17\), which is easy to set up experimentally and can even help to implement the underdense photocathode mechanism. In this context, we studied the sources of dark current, which can significantly lower the quality of the witness bunch\(^18\).

3 External Injection of Well-Defined Electron Bunches

A second concept to generate high-quality electron bunches, suitable for FEL operation, is based on well-defined electron beams from a conventional accelerator, that are injected into a subsequent plasma accelerator stage. By separating the tasks of electron beam generation, in the external electron source, from the actual acceleration, one could combine the advantages of both technologies: the extremely good control over the electron phase space in a conventional injector, and the huge accelerating field gradients in the plasma.

However, modelling these regimes requires mastering a new set of simulation technologies. External injection schemes typically operate with a significantly lower plasma density, compared to internal injection, which consequently lengthens the plasma target from only a few mm to a cm-scale. The significantly longer target can dramatically increase the computational costs of a PIC simulation. When modelling the problem in a
Figure 2. Comparison of the results of a 2D WARP simulation in a boosted frame ($\gamma_{\text{boost}} = 5$) with a reference simulation in the lab frame. The left panel shows the plasma electron density $n$, the right panel shows the longitudinal electric field $E_z$, both in arbitrary units. The upper half of the images corresponds to the back transformed results of the boosted frame simulation, whereas the results of the reference simulation are shown in the lower half.

Lorentz-boosted frame the plasma target gets contracted and it also propagates towards the laser. The number of timesteps and consequently the simulation runtime thereby can be reduced by up to a factor $2\gamma_{\text{boost}}^2$, where $\gamma_{\text{boost}}$ is the Lorentz factor of the boosted frame. We are therefore actively contributing to the development of the open-source PIC code WARP, and its capabilities to operate in the Lorentz-boosted frame, which is essential for our work.

For example, to interpret the simulation data, it needs to be transformed from the boosted frame back to the laboratory frame. However, the space and time variables of the boosted and the lab frame are coupled. To create a dataset that covers the simulation space at one moment in lab time, snippets of data from many times and positions in the boosted frame need to be combined. We implemented efficient and performance optimised routines which sort and save the lab frame output on-the-fly in a boosted frame simulation. The agreement between the back-transformed data and a simulation in the lab frame is very good, as can be seen from Fig. 2.

With these techniques we study several crucial physics aspects of a plasma-based FEL: we proposed the adiabatic matching technique for plasma accelerators, as well as a plasma-based phase space diagnostics concept.

One severe challenge for external injection schemes arises from the focusing forces inside the plasma wakefield. In the plasma, the large accelerating fields are accompanied by strong transverse fields that focus the electron beam, and the externally injected beam needs to have a transverse beam size that is matched to these focusing fields. Otherwise, the beam size will oscillate around the matched beam size, like in a harmonic oscillator, which causes strong emittance growth. However, this matched beam size is typically extremely small. In consequence, a very strong focusing optics before the plasma target is required to condition the beam to the plasma entrance, and also after the plasma stage, as the beam will also exit the plasma with a small beam size and consequently with a large divergence. This is not only challenging from a technological point of view, but also leads to emittance growth in the drift after the target.

This crucial issue can be tackled by properly designing the plasma target. Before and after the actual acceleration section a dedicated injection and extraction section is added to the target. There, the focusing forces are slowly increased or decreased and allow the
bunch to adapt from vacuum to plasma and out into vacuum again. The focusing forces are determined by the density profile and by the driver laser envelope, which need to be optimised in order to keep the sections short. For such optimisations extensive parameter scans in PIC simulations are inevitable.

Another challenge arises from the initially ultrashort few-fs bunches that are produced by laser-plasma accelerators. The bunch length is also a crucial parameter for external injection experiments. Since the accelerating field has a slope, different longitudinal slices of the bunch will experience a different accelerating field, which will increase energy spread. In order to minimise this effect, the bunches must be much shorter than one plasma wavelength. However, the measurement of bunch lengths and even current profiles with femtosecond resolution is extremely challenging.

In conventional accelerators, transverse deflecting structures are employed that are expensive, several meters long, and feature a resolution down to a few fs. For external injection experiments, we recently proposed to use a plasma target for the diagnostics of ultrashort electron beams, which promises a resolution of below 100 as, depending on the beam emittance and laser parameters. It does not require any additional instruments, as it employs the already installed driver laser. However, the method is sensitive to beam loading, which distorts the wakefield by the self-fields of the accelerated beam. These effects are only accurately represented in 3D PIC simulations, which are computationally demanding owing to high requirements on both memory and CPU performance.

4 FEL Simulations with PUFFIN

A key component in the design of FEL facilities is the use of numerical codes. Commonly used FEL codes like GENESIS perform various approximations of the mathematical models describing the FEL interaction, such as the slowly varying envelope approximation and averaging of the electron motion over a cycle, which limit their applicability. As such, they are not well suited to simulate some advanced FEL concepts. Neither do these approximations allow proper simulation of electron beams typically produced by laser plasma accelerators, which have quickly varying currents and a large range of energies.

Considering this, the so-called unaveraged 3D FEL simulation code PUFFIN has been developed, which is free of limiting assumptions. The advantage is an enhanced resolution, revealing new physics and enabling proper simulation of some advanced FEL concepts; the downside is the increased computational demand required to model this higher resolution. As such, it is required to run PUFFIN on HPC machines, utilising MPI, when in full 3D mode, and the availability of sufficient HPC resources is now a crucial prerequisite for the design of novel FEL schemes.

Within our project Towards Laser-Plasma Driven Free-Electron Lasers, we significantly enhanced the features of PUFFIN to handle some peculiarities, which are intrinsic to novel, plasma-based FEL schemes. PUFFIN previously solved the radiation diffraction in Fourier space, implying periodic boundary conditions, which were causing problems when, under certain conditions, the radiation was propagating significantly outside the boundaries of the model, for example in proposed demonstration schemes for a first plasma-FEL. A first priority was therefore the implementation of absorbing boundary conditions, which have now been utilised in the transverse plane in a method similar to Ref. 13, see Fig. 3.
Another improvement over the originally presented code\textsuperscript{1} is the inclusion of a 3D magnetic undulator field\textsuperscript{20}, that enables us to model realistic experiments. Previously, an artificial focusing channel was super-imposed on the 1D undulator field to approximate a so-called “natural focusing”; now this 3D focusing motion emerges naturally from the 3D magnetic undulator fields. In addition, various algorithmic improvements, such as a slightly modified field driving algorithm, which removes the need for a stiffness matrix (as was previously required and described in Ref. 1), and by paying careful attention to array storage, have reduced the run time by around 75\%.

These new features are crucial to study new FEL regimes, among which is a two-colour FEL scheme with wide frequency separation, as proposed in Ref. 14. In an FEL, the electron beam energy is usually resonant with only one radiated frequency. By switching the resonance condition between two widely separated, strongly non-harmonic frequencies in PUFFIN, the electron beam is shown to bunch at not only these frequencies, but the sum and difference frequencies, and the higher harmonics\textsuperscript{14}, see Fig. 4. A bunching at a given frequency means the beam will radiate and amplify at that frequency quickly if it is also resonant. This could be exploited in future FEL designs to quickly generate multiple additional colours in the FEL output. This result, involving such widely separated frequencies, cannot be obtained using averaged FEL codes, which are limited to simulating amplification within a narrow bandwidth around a defined central frequency (and the higher harmonics of this frequency). PUFFIN, being an unaveraged code, simulates the full radiation spectrum self-consistently.

Due to this higher resolution, PUFFIN is also ideally suited for simulating the radiation arising from fine structures in the electron pulse. Based on such structures in the bunch\textsuperscript{15}, we proposed in Ref. 16 a novel scheme that may improve the beam’s condition for lasing, or spontaneously produce high power, coherent radiation.
The beam phase space exhibits an oscillation at the shorter wavelength, which is “folded” into the oscillation at the longer wavelength. This results in the beam being bunched at not only these frequencies (the spikes in the bunching spectrum at frequencies $1$ and $0.4$), but also the sum and difference, and higher harmonics of these frequencies.

5 Concluding Remarks

Future plasma-based FELs would have an enormous impact on many scientific disciplines. The path towards a first successful realisation crucially requires advanced simulation codes, to model and study the new physics involved. To this end, we use a variety of codes, and we are specifically developing some of them to address physical problems, inherent to a plasma-based FEL. Over the past two years, we could show significant progress in addressing crucial aspects towards a future plasma-FEL, including enhanced beam quality from plasma accelerators, beam transport, and correct modelling of novel FEL schemes.
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A shock is characterised by a jump in several physical quantities, such as the particle density, the fluid velocity or the temperature. In contrast to hydrodynamic shocks, collisionless shocks form due to the interaction of particles with electromagnetic fields. Micro turbulence is seeded due to plasma instabilities, which is then transformed to a large scale structure. In different sub-projects, we have studied the shock formation process and the mediating instabilities in astrophysical environments. Furthermore, the findings are applied to the field of laser-plasma physics in order to benefit from an interdisciplinary approach.

1 Introduction

Collisionless shocks are important in various fields of physics. They have been most prominent in the context of space and astrophysics in order to explain the open problem of acceleration of cosmic rays to very high energies. Although having been studied for many decades, many open questions still remain regarding the formation process, the dissipation of energy and the particle acceleration process. In this context, mediating plasma instabilities play a key role. We outline below 5 sub-projects that take advantage of parallel simulations with high performance supercomputing resources in order to investigate either the formation and saturation of shocks, related shear flows and field amplification, or laboratory applications.

Electromagnetic shocks are triggered by the filamentation\textsuperscript{1} or Weibel\textsuperscript{2} instability. In anisotropic plasma flows electromagnetic fluctuations develop which can create a strong magnetic field. This leads to a deflection of charged particles and a mass accumulation that triggers the collisionless shock. The process of shock formation is investigated in a sub-project presented in Sec. 2. The large scale formation of the field is studied in a different project which is described in Sec. 3. While the above mentioned projects deal with an idealised system of symmetric flows, it is important to take into account less ideal conditions for understanding the realistic, non-ideal scenario. In a further sub-project, electromagnetic modes in shear flows are investigated and presented in Sec. 4.

In two further sub-projects we connect astrophysics with laser-plasma physics. In Sec. 5, a method is presented which allows us to mimic astrophysical scenarios in the laboratory, helping to understand the processes at stake in the universe. In the second project, the theory on shock physics is simulated under laboratory conditions for the generation of energetic ions with applications in inertial fusion or medical physics, see Sec. 6.

All simulations were performed with the fully relativistic particle-in-cell code \textsc{OSIRIS}\textsuperscript{3,4}.
2 Formation of Electromagnetic Shocks

A collisionless electromagnetic shock forms in an ideal setup of two symmetric, cold countercurrents with relativistic fluid velocities. We studied the formation of such shocks in electron-positron pair plasmas and electron-ion plasmas. It was found that the time to form a steady-state shock in pair plasmas takes two times the saturation time of the mediating plasma instability\(^5\,^6\). The formation process for electron-ion shocks was expected to scale similarly due to the rapid relativistic mass increase of the electrons, which happens on a few \(\omega_{pe}^{-1}\). A parameter scan of electron-ion shocks with different beam Lorentz factors and electron to ion mass ratios showed a formation time approximately 3 times longer than for pair shocks. After saturation of the filamentation instability on the ion time scale, an additional merging time of the magnetic field filaments is necessary, prolonging the shock formation process\(^7\). At the time of magnetic field saturation, the filament size is not big enough in order to significantly deflect the ions. Fig. 1 shows the paths of electrons and ions in the 2D simulation plane.

![Figure 1. Magnetic field at \(t = 4380 \omega_{pe}^{-1}\) (gray) and particle tracks (colour).](image)

3 Formation of Large-Scale Magnetic Fields

The origin of magnetic fields starting from unmagnetised plasmas is an important topic of modern research. Although much of the universe is magnetised (typically of order \(10^{-6}\,G\)) such that the magnetic field plays an important role in the dynamics, in the early universe this was not so. During the period of the cosmic microwave background, before recombination, it is widely accepted that there was no magnetic field\(^8\). Magnetic field growth is generally attributed to the turbulent dynamo\(^9\,\,^{10}\), which amplifies a required initial seed field. The source of this initial seed has been speculated to come from the Biermann battery mechanism\(^11\), or microinstabilities such as the Weibel\(^7\) or filamentation instabilities\(^1\).
Figure 2. A still frame (at $\omega_{pe} = 235.2$) from a movie showing the density of the fast moving jet of electrons, and a selection of magnetic field lines which surround the current filaments which have been formed at the electron inertial scale ($k_d e$) and begun merging to larger scales.

Fields generated by the Weibel instability have the advantage that the saturated fields reach magnetic pressures of the order of the plasma pressure ($\beta \equiv 8\pi P/B^2 \sim 1$) consistent with the $10^{-5}G$ fields seen today, and thus not much amplification is required. A big open question, however, is how these magnetic fields which form on very small spatial scales could change to the much longer observed scales. Besides the question of the origin of astrophysical magnetic fields, which vary over astrophysical length scales, this problem of scales has direct importance in the context of laser-solid experiments. In particular, experiments performed at the Tata Institute of Fundamental Research, Mumbai\textsuperscript{12} show turbulent spectra of magnetic fields that reach scales far surpassing the microscopic scales of the Weiblel instability.

Using OSIRIS, we have performed 2D and 3D particle-in-cell simulations of the generation of magnetic field, due to the Weibel instability. We modelled a uniform plasma where a percentage of the electrons consist of a stream of electrons flowing near the speed of light, and the remainder flow backward to cancel the current. This setup approximates the hot electrons flowing into the target generated by the laser in the experiment. The stream of fast electrons breaks up into small current filaments (due to the Weibel/filamentation instability) with associated electron inertial scale magnetic fields (wavenumber, $k_d e \sim 1$), which merge in order to form larger scales (see Fig. 2). We can produce a distribution of $k$ which can be compared with the experimental findings, for which we also find exciting
agreement with gyrokinetic power law predictions of the magnetic spectra\textsuperscript{13} (see Fig. 3).

Although we find excellent agreement in the spectra at the scales simulated, we have measured the merging rate and concluded that it is too slow to explain the experimental results. Therefore effects such as coupling with larger scale features, and flow generated turbulence (which may be required for dynamo) must play an important role in explaining the large scale magnetic fields observed in the laboratory and in nature. These effects, which can only be captured in 3D, provide exciting future work that can be performed using more computationally intensive 3D particle-in-cell simulations.

4 Microphysics of Relativistic Collisionless Shear Flows

Relativistic collisionless shear flows are pervasive in some of the most extreme astrophysical scenarios such as gamma-ray bursts, active galactic nuclei and blazars. While the stability of such shear configurations have been studied at a macroscopic (magnetohydrodynamic) level, the role of microphysical (electron-scale) effects have been overlooked. In addition to providing dissipation on the micro-scale, the operation of microphysical processes and instabilities in shear scenarios can strongly modify the particle distributions (in space and momentum) of the plasma, impacting the long-term macroscopic evolution of such systems.

Using the particle-in-cell code OSIRIS\textsuperscript{3} we have performed large-scale (\(\sim 10^5\) core hours) multidimensional simulations of relativistic collisionless shearing plasma flows, and have identified a fast-growing electron-scale instability that leads to the development of mushroom-like structures in the electron-density, transverse to the flow direction; we have labelled this process the Mushroom instability (MI)\textsuperscript{14}. Our numerical simulations have shown that the MI efficiently dissipates the immense kinetic energy available in relativistic shear flow scenarios, transforming it into electric and magnetic field energy, and
nonthermal acceleration of particles and radiation.

In an attempt to identify a laboratory configuration where the development of the MI can be verified, we have explored the dynamics of a relativistic, globally neutral electron-positron \(e^-e^+\) beam propagating through a hollow plasma channel. We have performed large-scale 3D PIC simulations (\(\sim 10^5\) core hours) to investigate the propagation of relativistic \(e^-e^+\) beams (with characteristics that are currently available at SLAC National Accelerator Laboratory) in hollow plasma channels with different diameters, and we have identified the development of the MI even in the absence of overlap (no contact) between the beam and the walls of the hollow channel (Fig. 4). We believe that this configuration reproduces the relativistic collisionless shear flow conditions that are relevant to extreme astrophysical shear scenarios, such as the shear interaction between relativistic astrophysical jets and the interstellar medium.

5 Brillouin Amplification: Towards Next Generation Laser Energy Densities

High-intensity lasers beams allow for the creation of high-energy-density (HED) conditions, that mimic extreme astrophysical scenarios, in controlled laboratory settings. These
exciting experiments give us a closer look at complex astrophysical processes that would otherwise have to be inferred indirectly by their radiation collected by our telescopes. Advances in the generation of higher laser powers and intensities is highly desirable, since these will give access to novel astrophysical conditions and exotic physical regimes of HED science, such as “boiling the vacuum”.

Further increasing current state-of-the-art laser energy densities is highly expensive using solid state optics. Plasma-based laser amplifiers, leveraging on parametric processes like stimulated Brillouin backscattering, overcome the optical damage limitations of solid state optics by several orders of magnitude, providing a promising alternative to the production of next generation laser energy densities.

We have performed large-scale (~ 10^9 core hours), multidimensional PIC simulations in order to understand the main limiting parasitic instabilities (ponderomotive filamentation and Raman scattering instabilities) for Brillouin amplification over a wide range of parameters, including different plasma densities and laser intensities. With the aid of the large-scale PIC simulations and analytic theory, we have identified the optimal parameter regime where parasitic effects are minimised, allowing for efficient Brillouin amplification (Fig. 5). Our work is critical for the design of future Brillouin amplification experiments.
6 Generation of Energetic Ions with Collisionless Shocks

There are many applications which require energetic ions, e.g., for plasma diagnostics, fusion or medical physics. This acceleration can be efficiently done by irradiating a plasma with a laser. Depending on the actual target setup, different acceleration mechanisms can dominate. With 3D particle-in-cell simulations, we studied the parameter conditions for shock acceleration, which is very efficient in terms of final energy output\(^{16}\). Fig. 6a shows the setup of the experimental configuration: a frozen hydrogen pellet is irradiated by two laser pulses. The first pulse reduces the target density due to target expansion and the second pulse initiates the acceleration process. On the one hand, the laser has to be well focused in order to guarantee a high laser potential at the target surface, while on the other hand, a wide laser beam would be beneficial for producing a plane shock for a focused ion beam. The transport of the ions from the target surface through the target is shown in Fig. 6b, where only the paths of the most energetic ions have been selected. The density accumulation due to the laser and with the shock ahead (further inside the target), can be observed as well.

7 Concluding Remarks

The global topic of our research project is the investigation of collisionless shock formation. In this context, the mediating plasma micro-instabilities play a key role. We presented five sub-projects in which we have investigated the shock formation process, the evolution of electromagnetic instabilities on different scales, related shear flows and their applications in the laboratory. High performance supercomputing resources are absolutely necessary in order to understand the full physical picture. It is possible to analyse very small spatial scales with a high temporal resolution and to follow the evolution of non-
linear processes on long time scales. Furthermore, idealised setups allow to simplify the
physics and to identify separate and basic processes.
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