The influence of filtered back-projection and iterative reconstruction on partial volume correction in PET
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Summary
Aim: We assess the influence of the reconstruction algorithms (OSEM for the iterative one vs. a filtered back-projection in Fourier space (Diff)) on partial volume correction in PET employing a fully 3D 3-compartment MR based PV-correction algorithm. The gray matter voxels in the PET image — after removal of the white matter and cerebrospinal fluid contribution — are corrected voxel-by-voxel using the image resolution. Material, methods: Phantom measurements and one healthy human brain FDG study were carried out. For the OSEM reconstruction, a combination of iteration steps and subset numbers (It/Sub) was used, whereby in case of no-convergence the image resolution had to be fitted. The results from the Diff reconstruction were equivalent to those obtained from the OSEM reconstruction with 10/32 combination for objects with widespread activity concentration. For the sphere phantom, the mean recovery based on the actual values achieved 99.2% ± 1.8 for all spheres and all reconstruction modes and It/Sub combinations (except for 2/8). In case of the Hoffmann 3D brain phantom the mean recovery of the cortical regions was 101% ± 1.2 (the increase based on the uncorrected values: 35.5% ± 1.5), while the subcortical regions reached a mean recovery of 80% with an increase of 43.9% ± 2.5. For the human data, an increase of the metabolized values of several cortical regions ranged between 42% and 48% independent from the reconstruction mode. Conclusions: Our data show that the 3-compartment fully 3-D MR based PV-correction is sensitive to the choice of reconstruction algorithms and to the parameter choice. They indicate that despite improved spatial resolution, the use of the iterative reconstruction algorithm for PV-correction results in similar recovery factors when compared to a correction using Diff reconstruction, insofar the image resolution values are fitted at the It/Sub combinations.
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Positron emission tomography (PET) allows the quantitative in-vivo measurement of the regional distribution of radioactive tracers. However, the low spatial resolution of PET scanners is a limiting factor for an accurate quantification of, for example, blood flow, metabolism, and receptor density in anatomical structures such as the cerebral cortex. The low spatial resolution results in a partial mass of the structures signal into the surrounding tissues for structures which are smaller than twice the resolution of the tomograph (9, 10, 12), as well as a contribution from these tissues into the considered structure.

As a consequence of this partial volume (PV) effect, the measured PET signal represents a mean radioactivity concentration, which is different from the true radioactivity concentration. In case of cerebral cortex the measured radioactivity concentration is underestimated because the neighbouring compartments, i.e. white matter (WM) and cerebrospinal fluid (CSF) exhibit a lower radioactivity concentration. The PV-effect is affected (9, 10, 12) by the

● shape of the considered structure,
● surrounding background, and
● axial sampling of the scanner.

After first studies which characterized the PV-effect in brain studies (2, 4, 8, 23), high-resolution MR based methods were developed to correct for contributions from CSF (19, 32) and to additionally account for WM (24). The latter method was extended including different volumes of interest within the gray matter structures (20).
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A similar idea was presented earlier (28) for a PV-correction based on regional contributions of distinct brain regions incorporating anatomical information into time-activity data from neuroreceptor PET studies, which was validated with phantom measurements (27). Most of this work contained an error analysis because of the restrictive assumptions about the chosen parameters of the different models that were used. A study dedicated only to such an analysis (31) gives an overview.

Almost all the work on PV-correction algorithm accuracy has been carried out using PET data reconstructed by filtered back-projection algorithms. The use of an iterative reconstruction algorithm can improve spatial resolution (14) and this should subsequently influence the accuracy of PV-correction. However, the frequently used OSEM (Order of Subsets-Expectation Maximization) algorithm is object dependent (25), and represents a confound for the correction. In the present work, the PV-correction is based on the work of Müller-Gärtner et al. (24) and our algorithm represents a fully 3-dimensional approach, where also the Gaussian filtering takes into account the third dimension.

The choice of the phantoms was guided by the idea to firstly use a clear and simply arranged phantom (sphere phantom) and in a second step a brain phantom to enable a controlled and comprehensive validation. Phantom experiments were performed in order to provide an error analysis of parameters influencing the performance of the presented three-compartment 3D PV-correction algorithm with the influence of the choice of the reconstruction algorithms (a filtered back-projection in Fourier space (DiFT) (30) vs. iterative reconstruction algorithms (OSEM) being of particular interest.

**Methods and materials**

**Theory**

**MRF segmentation of MR images**

The Markov random field (MRF) segmentation algorithm used for the segmentation of brain MR images (7) is based on an adaptive segmentation algorithm published by Wells et al. (35), and incorporates the following important characteristics:

- nonparametric distribution of tissue intensities are described by Parzen-window statistics,
- neighbourhood tissue correlations are taken into account by a probabilistic approach using MRF,
- signal inhomogeneities are modelled by a a priori MRF.

**3D PV-correction**

The algorithm of the 3D PV-correction method and the basic equations are briefly presented. The measured 3D PET activity concentration $C_{PETmeas}$ is assumed to be the sum of three different true activity concentrations for gray matter $C_{GM}$, white matter $C_{WM}$, and cerebral spinal fluid $C_{CSF}$ which are blurred by the three dimensional image resolution $h$:

$$C_{PETmeas} = C_{GM} \ast h(r) + C_{WM} \ast h(r) + C_{CSF} \ast h(r)$$

$h$ depends on the PET system and the reconstruction parameters used resulting in spatially variable values across the scanned volume and $r$ indicates this dependency given the distance from the center of the field of view; the symbol $\ast$ represents the 3D convolution. Brain MR data were classified into gray and white matter as well as cerebral spinal fluid using the 3D Markov random field segmentation algorithm (7) shortly described above and the following 3D masks are created with the help of segmentation data, ideal 3D radioactivity distributions for white matter and CSF can be calculated:

$$C_{WM} = X_{WM} \cdot C_{CSF}^* \quad \text{and} \quad C_{CSF} = X_{SCF} \cdot C_{CSF}^*$$

Because of the influence of the PV-effect, the corresponding value for GM, $C_{GM}^*$, as well as the artificial radioactivity distribution for GM is unknown

$$C_{GM} = X_{GM} \cdot C_{GM}^*$$

Using equation (2), equation (1) can be rewritten to calculate the unknown radioactivity concentration for GM:

$$C_{GM} \ast h(r) = C_{PETmeas} - (X_{GM} \cdot C_{WM}^*) \ast h(r) + (X_{CSF} \cdot C_{CSF}^*) \ast h(r) = C_{uncorr-GM}$$

In this way, the originally measured PET volume is modified by subtracting the contribution of WM and CSF so that only the blurred, uncorrected contribution of GM $C_{uncorr-GM}$ is obtained. A homogeneous radioactivity distribution within the GM is assumed, i.e., there are only very small, negligible regional changes of radioactivity distribution, and therefore:

$$C_{GM} \ast h(r) = (X_{GM} \cdot C_{GM}^*) \ast h(r) = C_{GM}^* \ast (X_{GM} \cdot h(r))$$

Combining equations (4) and (5) the PV-corrected PET radioactivity concentration for GM is obtained

$$C_{GM} = \frac{C_{uncorr-GM}}{(X_{GM} \ast h(r))}$$

Summarizing at this point, firstly the blurred, uncorrected concentration of GM $C_{uncorr-GM}$ is created with the help of segmented MR data set and the measured PET values for WM and CSF. Secondly, these PET data are corrected voxel-by-voxel dividing them with the blurred GM 3D mask obtained with the help of the segmented 3D MR data set. In this way only the GM voxels are considered and corrected. To carry out the convolution operations appearing in equations (4) and (6), a 3D Gaussian filtering was chosen, the shape of which is de-
scribed in the next section. Furthermore, the non central position of the object in the field of view (FOV) during the PET scan was taken into account.

Spatial resolution measurements

The resolution values \( h(r) \) used in equations (4) and (6) were determined by measuring line sources in water. Firstly, thin glass pipes (\(< 1 \text{ mm diameter} \) filled with a \(^{18}\text{F}\)-solution were placed parallel to the scanner axis and in different radial positions (\( r = 1 \text{ cm}, 4.5 \text{ cm}, 9 \text{ cm} \)) to determine the in-plane resolution values, and secondly transversally in the field of view and moved by a step of 1 mm over 45 mm to determine the axial resolution.

The data were reconstructed with the standard parameters given in section „Image Processing and Analysis“ and the resulting profiles were interpolated linearly. In case of axial resolution profiles were drawn at radial positions of \( r = 1 \text{ cm}, 4.5 \text{ cm}, \) and \( 8 \text{ cm} \) on the imaged line source. Our resolution measurements (Fig. 1) are in line with earlier results (1, 5) and revealed very similar values for 2D and 3D.

Dealing with the OSEM data, 6 representative combinations of iteration steps and number of subsets were chosen: 2/8, 4/8, 4/16, 6/16, 10/16, and 10/32 without post-filtering. The combination 6/16 corresponds to the default setting of the scanner Ecot Exact HR\(^+\), while 10/32 corresponds to the highest combination allowed from the software which should ensure good convergence and so as good as possible object independent resolution for objects with distributed activity concentration.

The measurements showed that the resolution values were independent from the different combinations of iteration steps and number of subsets. This indicates that nearly full convergence was already achieved for the line sources at 2 iterations and 8 subsets. We decided to chose one representative set of values for the three dimensions and applied interpolated resolution values corresponding to the distances of the interesting regions from the center of the FOV. Same interpolation was done with the DiFT resolution values.

Phantom experiments

Two phantoms were used. The MR measurements were performed with a Magnetom Vision at 1.5 Tesla (Siemens AG, Erlangen, Germany) using a 3D MPRAGE sequence and a voxel volume of \( 1 \times 1 \times 1 \text{ mm}^3 \). All PET measurements were carried out with a Siemens Ecot Exact HR\(^+\) scanner (CTI PET Systems, Knoxville, TN, USA) (1) in both 2D and 3D modus. For all experiments, a cold transmission scan was performed for measured attenuation correction. In order to obtain the true radioactivity concentrations for the different phantom measurements, a well counter was used as a reference.

Cylindrical phantom

A cylindrical phantom (20 cm diameter) containing six glass spheres (wall thickness: about 1 mm) with different diameters was used (PTW Freiburg, Germany) (6). The spheres were fixed in the cylinder so that the maximum diameters were positioned at the same level. The diameters ranged from 9.6 mm to 35.6 mm (Fig. 2a).

For PET measurements the \(^{18}\text{F}\) radioactivity concentration of the spheres was 36.8 kBq/cc, while the cylinder had a background concentration of 6.9 kBq/cc. The 2D scan was first performed and was followed by the 3D scan about 25 min later. The radioactivity concentrations for this latter measurement were 32.0 kBq/cc in the spheres and 5.9 kBq/cc in the background. For the MR measurements the spheres as well as the surrounding volume were filled with a solution of nickel sulphate and a concentration ratio of 1 : 0.5.
Brain phantom

The Hoffman 3D brain phantom provides a three-dimensional simulation of the radioisotope distribution found in the normal brain (Fig. 3a). It is made of sturdy plastic and a single fillable chamber simulates a 4:1 uptake ratio for GM:WM. The dimensions are 17.5 cm × 20.8 cm and the fillable volume is about 1200 ml.

For PET measurements a $^{18}$F solution with 39.7 kBq/cc was used starting with the 2D scan (WM value: 9.9 kBq/cc). After about 1.5 hours the 3D scan was started resulting in a GM concentration of 22.3 kBq/cc (WM value: 5.6 kBq/cc). Instead of a MR scan, a digitized 3D data set of the phantom was used to generate simulated segmented data.

Human data

A representative human study was performed on a 47-year-old healthy woman. For the PET measurements a dynamic study was acquired in 3D mode over 60 min following intravenous injection of 174 MBq of $^{18}$F-fluorodeoxyglucose (FDG). Images were summed over the interval 30–60 min p.i. After reconstruction all images were transformed into parametric images of metabolized glucose consumption ($\mu$mol/100 g/min) using the Sokoloff method.

Again the MR measurements were performed with a Magnetom Vision at 1.5 Tesla (Siemens AG, Erlangen, Germany) using a 3D MPRAGE sequence and a voxel volume of $1 \times 1 \times 1$ mm$^3$. The resulting image segmented into GM, WM, and CSF is shown in Figure 4a.

Image processing and analysis

All PET data were reconstructed with filtered back-projection in Fourier space as well as with the iterative weighted OSEM algorithm (11, 21). Fourier rebinning was used prior to both reconstruction algorithms in case of 3D scan mode. Data were corrected for scatter, random, and attenuation, the latter using measured attenuation values. In case of DiFT, the 63 transaxial images were obtained using a Shepp filter with a cut-off frequency of 0.40 cycles/pixel; in case of OSEM, representative combinations of iteration steps and number of subsets were chosen, as given in section „Spatial Resolution Measurements“. The zoom factor was 2.53 and the image matrix $128 \times 128$ yielding a voxel size of $2.035 \times 2.035 \times 2.425$ mm$^3$.

The MPITool (ATV GmbH, Germany) (26) was used for all data analysis (phantom and human data). After co-registration of the reconstructed PET images with the MR images, the phantom and the human data were transformed into the MR space. The Hoffman phantom had the same in-plane pixel size of $1 \times 1 \text{ mm}^2$, but only 64 slices and a voxel thickness of $2.33 \text{ mm}$ as the digitized image features.

For the phantoms, a recovery factor (expressed as % of change) was used as a measure of the correction accuracy. It is the ratio between the measured PV uncorrected or corrected radioactivity concentrations $C_{\text{mean}}$ and the corresponding true concentration values $C_{\text{GM}}$.

$$\text{Recovery factor} = 100 \cdot \frac{C_{\text{mean}}}{C_{\text{GM}}} \quad (7)$$

To get $C_{\text{mean}}$, ROIs were used. On the spheres we placed circles with a diameter of 75% of the actual diameter in order to assess the influence of the 3D PV-correction by covering most of the surface, but reducing the influence of the borders. For the Hoffman phantom ROIs were placed within two cortical and three subcortical regions following the structure of the corresponding digitized image (Fig. 3a). The calculation of recovery factors was then performed as stated above by dividing the mean activity concentration values from the ROIs by the known values $C_{\text{GM}}$. For the human data, four

![Fig. 3](image_url) Hoffman 3D brain phantom simulates a 4:1 uptake ratio in the gray and white matter
a) ROIs corresponding to (1) caudate nucleus, (2) putamen, (3) thalamus, and (4) occipital cortex; b) 3D PET image reconstructed with OSEM 10/32; c) PV corrected

![Fig. 4](image_url) Human study
a) ROIs corresponding to (1) frontal cortex, (2) parietal cortex, and (3) occipital cortex. The ROIs for the temporal cortex were drawn on another slice. b) 3D PET image reconstructed with OSEM 10/32; c) PV corrected
cortical regions were chosen (Fig. 4a): frontal cortex (1), parietal (2), occipital (3), and temporal (not shown because on a higher cut) and four rectangular ROIs (size: \(3.5 \times 3.5 \text{ mm}^2\)) were drawn on each of them. The mean of these four ROIs was used for the calculation of the increase (%) subsequent to the PV-correction.

As already mentioned, the resolution values achieved for the OSEM reconstruction are apparently valid for all the iterations and subsets combination. This is in fact not applicable to distributed activity concentrations as the sphere phantom, the Hoffman phantom, and even more for brain images. The commonly used iteration and subset combinations (e.g., 6/16) do not fully converge. The resolution values have consequently to be incremented in order to obtain the real recovery coefficient using the partial volume correction algorithm. We decided to enhance the resolution values stepwise (e.g., 3%, 5%, 8%) and to stop when the recovery factor was nearly 100%. The values achieved for the DiFT reconstruction have been slightly increased, too, in accordance to the increment used for the combination 10/32. For the human data we finally used the increment obtained by the analysis of the Hoffman brain phantom.

**Results**

**Phantom data**

Figure 2b shows a reconstructed image of the sphere phantom scanned in 2D mode and reconstructed with OSEM (10/32). Figure 5 shows the resulting plots of the recovery factors for the DiFT reconstruction (means between 2D and 3D due to the high similarity of the values) (Fig. 5a) and for the OSEM 10/32 reconstruction (Fig. 5b) together with the absolute percentage increase of the uncorrected data after PV-correction. Table 1 shows the percentages of resolution increment corresponding to each iteration/subset combination. The values of the 2D and 3D scan modes were almost identical, so one list only is given.

It was possible to reach a very high recovery (99.2% ± 1.8) for all the spheres and all the iteration/subset combination, except for the lowest combination of 2/8 even with a increase of 40%, whereby particularly the two smallest spheres could not be corrected enough.

Figure 3b shows the uncorrected Hoffman brain phantom scanned in 3D and reconstructed with DiFT, the corresponding PV-corrected image is given in Figure 3c. In Figure 6a the recovery factors for the cortex of the Hoffman 3D brain phantom are shown as vertical bars as function of the single reconstruction types and the percentages of the resolution increment used. The white bar corresponds to the uncorrected data, the gray one to the corrected data without resolution increment, and the black one corresponds to the corrected data with incremented resolution values. These are mean values for 2D and 3D data due to the very similar results. In the same way, Figure 6b shows the recovery factors for the caudate nucleus which represents the region with the poorest recovery.

The stop criterion for the resolution increment in the case of the Hoffman brain phantom was chosen on the basis of the cortex values, so that for the cortex regions the...
recovery reached a mean value over all the reconstruction types of 101% and a mean percentage increase from the uncorrected data of 35.5% ± 1.5. Using these incremented resolution values, the subcortical regions reached only a 80% mean recovery with a mean increase of 43.9% ± 2.5.

**Human brain data**

Figure 4b shows the uncorrected metabolic rate values scanned in 3D and reconstructed with DiFT; Figure 4c shows the corresponding PV-corrected image. In Figure 7a the metabolic values obtained with OSEM 10/32 of the human data are shown as vertical bars for the different cortical regions. Figure 7b shows the metabolic values for the frontal cortex as a function of the reconstruction modes. Again, the white bar corresponds to the uncorrected data, the gray one to the corrected data without increment of the resolution values, and the black one corresponds to the corrected data with incremented resolution values. The considered increment was the same as used for the Hoffman 3D brain phantom and the values are indicated in figure 7b, too.

The mean values of the cortical areas, calculated as the mean over four rectangular ROIs in each area, showed a clear dependency on the location in the brain. Within each area the percentage increase based on the uncorrected data and due to the PV-correction was rather constant over all the reconstruction modes, ranging from 36% up to 42% in case of PV-correction with no incremented resolution values, while ranging from 42% up to 48% when the resolution increment was taken into account.

**Discussion**

The PV-correction algorithm presented here is based on the work of Müller Gärtnere et al. (24) and represents a fully 3-dimensional approach. Specifically, we have addressed the question as to whether and if so to which extent PET data reconstruction influences the performance of the 3D PV-correction algorithm. Until now almost all of the work on PV-correction methods made use of filtered back-projection in the framework of PET data reconstruction (13, 16–18, 20). For the first time, an iterative reconstruction algorithm was used and comparisons on the potential influence of the choice of the PET image reconstruction algorithms on the quality of a PV-correction algorithm are presented.
In a first step the PET data sets (corrected for scatter, random and attenuation) were reconstructed with a filtered back-projection algorithm in Fourier space (DiFT) (30). Our findings using the DiFT algorithm are generally in line with findings of other groups that used filtered back-projection for data reconstruction. The comparison of real phantom data shows that the recovery factors for reconstructed real data that also contain noise – as compared to simulated data – does not always reach 100% and is lower for small structures like in this case the two smallest spheres of the phantom. This is in accordance with Strul et al. (31) who pointed out that correction instability is greater for small structures, and segmentation is the most critical factor contributing to the imprecision of correction. We showed that an increment of the optimal resolution values the possible bias due to the noise can be compensated, because the PV-correction strongly depends on the image resolution values used.

To date, PET data reconstruction in the framework of PV-correction algorithm evaluation is performed primarily using filtered back-projection. However, it is known for data with poor statistics, such as PET data, that the filtered back-projection results in low signal-to-noise ratio and streak artifacts. Iterative reconstruction algorithms have been introduced (3, 15, 22, 29, 33, 34) that show an improved image contrast and signal-to-noise ratio (22) as well as an improved resolution. Possible confounding factors of OSEM are related to slow convergence, amplification of noise with increasing number of iterations and dependence of its characteristics on source distribution. Furthermore, OSEM produces images with varying spatial resolution that is dependent on the surrounding activity. Defining criteria for stopping the iteration before the image becomes too noisy is very difficult since different parts of the image converge at different rates leading to non-uniform and object dependent resolution. Thus, the OSEM has position dependent (and image dependent) bias and resolution. For some applications this position dependent bias and resolution may play an important role. E.g., in tracer kinetic modeling, the time activity curves should only reflect changes in tracer concentration, and changes due to varying spatial resolution will cause errors. Similarly, when applying a PV-correction it is important that the bias does not change with position and image contents.

In order to assess the influence of the choice of the reconstruction algorithm on the PV-correction, the PET data sets (again corrected for scatter, random and attenuation) in a second step were reconstructed with an iterative reconstruction algorithm, OSEM (11, 21). Using the OSEM algorithm, the recovery factor depends not only on the image resolution, but also on the It/Sub combinations, i.e., on the achieved convergence: The use of the iterative OSEM algorithm with high It/Sub combinations (e.g., 10/32) resulted in similar recovery factors when compared to the filtered back-projection algorithm. At lower It/Sub combinations the image resolution values, obtained from a line source which can be imaged already at very low It/Sub combinations due to the simple object form, have to be incremented in order to reach a fully recovered and eventually compensate for the bias introduced by the noise. Because the shape of the sphere phantom is geometrically „simpler” than that of the Hoffman phantom with distributed activity concentration, we observed that the percentage increments for these two kinds of phantoms turned out to be different. In the case of the Hoffman phantom small structures like the caudate nucleus showed a reduced recovery factor although the cortex could be recovered up to 100%. At present we do not have an explanation of this finding, which should be further examined, also taking into account possible image reconstruction and correction biases. For the brain study we applied the same increments of the resolution values as for the Hoffmann phantom to obtain images with sufficient accuracy.

It can be concluded that for larger structures OSEM and DiFT provide similar results, given that the It/Sub combinations provide high convergence. Optimization of the number of iterations is, however, required for each organ scanned, as previously shown by Yao et al. (36) as well as the optimization of the image resolution increment depending on the It/Sub combination.

Conclusion

The correction of partial volume effects represents an important step towards the improvement of PET quantification especially with respect to PET studies on ageing or neuro degenerative disease. We presented a fully 3D 3-compartment PV-correction algorithm and applied it to simplified models and phantom shapes as well as to a single human brain study to show globally its influence. As an important finding we demonstrate that the accuracy of the 3D PV-correction algorithm depends on the used reconstruction algorithms (filtered back-projection and iterative reconstruction): OSEM revealed still an overall higher sensitivity than the DiFT and the effect was most prominent at lower It/Sub combinations being in line with the idea that it is a resolution problem, due to the difficulty to obtain resolution values independent from object shape and radioactivity distribution.
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