Introduction

Chromatographic separations are the method of choice for most protein purification applications using columns packed with porous particles. Consequently, a wide variety of mathematical models were developed in order to predict chromatographic performance. The simulation results rely, besides other parameters, on a precise knowledge of diffusion coefficients within the porous adsorbent.

It has been shown that pore diffusion is often the rate-limiting step in both affinity1 and ion exchange chromatography.2 Diffusion of macromolecules in porous structures is hindered in comparison to diffusion in free solution. This hindrance can be described as a function of solute size and geometric properties of the porous network or by an effective medium approach on the basis of the hydraulic permeability.

However, each stationary phase has different properties, which makes a priori prediction of intraparticle diffusion coefficients a difficult task. Thus, several experimental techniques were developed to measure diffusion coefficients in porous media in the past.

To obtain diffusion coefficients of proteins in porous media, columns packed with the respective media are used in conjunction with a chromatographic system and suitable detectors. The protein solution is injected either as a pulse3,4 or by a step change,5 and the protein concentration is measured at the column exit. The tank-in-series4 and continuum5 models, the moment, height equivalent to plate, or fast Fourier transform methods3 were used to calculate diffusion coefficients from the obtained chromatogram. Using such indirect methods, great care has to be taken to account for extra column dispersion.

A stirred cell apparatus has recently been used to measure diffusion coefficients in agarose.6 A simple mass balance is employed to obtain the diffusion coefficient of a protein, but experiments have a very long duration (>100 h), such that sensitive proteins may undergo conformational changes and the apparatus cannot utilize chromatographic particles.

Fluorescence recovery after photobleaching (FRAP) in agarose media is often used to determine the diffusion coefficient of macromolecules in porous media.7–10 Porous beads are mixed with fluorescently labeled proteins until equilibrium is reached. When a laser beam is focused with high intensity on a small region of the bead, the fluorescent molecules are bleached instantly. After that, an attenuated laser beam is used to monitor the influx of nonbleached fluorescently labeled proteins into the bleached area with a microscope. The diffusion coefficient is determined by fitting a model to the fluorescence recovery curve directly obtained from the images7–10 or fast Fourier transformed images.7 Even though this technique offers a fast and excellent way to determine diffusion coefficients under steady-state conditions, it cannot resolve dynamic conditions occurring due to concentration gradients in chromatographic systems. However, nondiffusional recovery of the fluorescence signal is possible due to reversible bleaching of dyes, and an influence of the attached fluorescent marker on the intraparticle diffusion coefficient could lead to erroneous results.

Other approaches for the experimental determination of intraparticle diffusion coefficients apply holographic laser interferometry11,12 or electronic speckle interferometry.13 Due to changes in protein concentration inside the gel, a change in the local refractive index can be measured with interferometric methods. The obtained data are characteristic fringe patterns that are monitored with a CCD camera or a holographic plate. The digitized patterns are then treated with image analysis software together and model-based analyzed to convert the fringe patterns to information on local protein concentrations. These are subsequently used to obtain the protein diffusion coefficient. Interferometric techniques are applied for the

Diffusion coefficients of proteins in chromatographic media are important parameters for the rational design of stationary phases and purification schemes. In contrast to free diffusion, intraparticle diffusion is hindered by the porous structure of the media. Direct intraparticle diffusion analysis (IDA) is a novel approach for the determination of intraparticle protein diffusion coefficients. IDA is based on the evaluation of spatially and temporally resolved intraparticle concentration profiles. To prevent adsorption and to study diffusion only, the chromatographic media are investigated in underivatized form. With IDA, intraparticle concentration profiles are measured in a microcolumn by confocal laser scanning microscopy (CLSM). From this dynamic data, the diffusion coefficients are determined by parameter estimation, using a spheric diffusion model. The boundary condition is given by the measured protein concentration in the bulk phase. IDA is applied to determine intraparticle diffusion coefficients of seven different proteins in Sepharose 6 FF. The results show excellent congruence of experimental data and simulation results. Moreover, the determined diffusion coefficients lie well within the range of data published in the literature. Given that the material in question allows optical analysis, IDA is a general approach for studying protein diffusion in porous particles and is easily adapted to different proteins, solution conditions and stationary phases.
analysis of non-cross-linked agarose. Hence, the matrix is different from the media, which are typically used for chromatographic separation. Furthermore, experiments for large molecules are time-consuming (> 12 h).

Another method for the determination of diffusion coefficients is based on pulsed field gradient nuclear magnetic resonance (PFG-NMR) spectroscopy.\textsuperscript{14-16} The NMR system essentially detects the motion of molecules by magnetically tagging and monitoring them for short periods of time. To solely detect the motion of the protein and not the solvent, the system has to be completely deuterated or the protein must be fluorinated and fluorine PFG-NMR has to be used. With the PFG-NMR technique even opaque stationary phases can be analyzed, but the detector does not distinguish between the phase and the interparticle volume. Hence, the interparticle space has to be replaced with a nonaqueous solvent, to observe intraparticle diffusion.

In this paper, direct intraparticle diffusion analysis (IDA) is presented as a novel approach for the determination of intraparticle protein diffusion coefficients. IDA dynamically observes protein diffusion in porous particles, which are used for chromatography, in a packed microcolumn by means of confocal laser scanning microscopy. The experimental setup allows observation of diffusion under typical chromatographic operating conditions. The obtained data are analyzed utilizing a spheric diffusion model. Intraparticle diffusion coefficients are accurately determined by parameter estimation.

IDA is applied for diffusion analysis of seven proteins in undervanized Sepharose 6 FF, which is composed of cross-linked agarose and contains negligible amounts of charged residues. It is well documented, that nonspecific interactions between the proteins and the particle are largely avoided, due to the hydrophilic nature of the agarose backbone. Moreover, a moderate salt concentration is used in the present study, to screen the hydrophobic interactions of Cy5 at 280 nm. Unlabeled protein solutions were mixed with labeled ones to yield a total protein concentration of 3.5 × 10^{-5} M and a molar dye-to-protein ratio (D/P) of 0.1. The final protein solution buffer was composed of 25 mM phosphate buffer at pH 7.0 with 200 mM NaCl.

Fluorescence Signal Linearity Test. To test whether the chosen Cy5 concentrations were in the linear region for detection with the CLSM, 15 μL of a 10\% (v/v) slurry of Sepharose 6 FF was dispensed in wells of a 96-well plate with a glass bottom (Whatman, 7706-1365). A dilution series of BSA–Cy5 was set up, covering Cy5 concentrations between 3.02 × 10^{-6} to 2.71 × 10^{-5} M with a constant BSA concentration. One hundred microliters of the respective protein solution was added to the wells. After equilibrium was reached, a particle from each well was analyzed using the same microscope settings for every well. The conditions for the particle analysis were the same as outlined below. The average bulk and particle fluorescence signal intensities were calculated from the images by manual determination of a suitable region and calculation of the average signal intensity.

Interaction of Fluorescent Labels with the Stationary Phase. A Tricorn 5/200 column (GE Healthcare), packed with Sepharose 6 FF, was connected to a high-performance liquid chromatography (HPLC) system (Shimadzu LC10ADvp) with autoinjector (Shimadzu, SIL-ADvp) and diode array (SPD-M10ADvp) detection for pulse injections of fluorescent dyes or labeled proteins. The column was equilibrated with phosphate buffer (25 mM, pH 7.0, 200 mM NaCl) at a flow rate of 0.2 mL/min. Subsequently 20 μL of solution, dissolved in the same buffer, was injected on the column and eluted isocratically.

Fluorescence Correlation Spectroscopy (FCS). Measurement of free diffusion coefficients of Cy5 labeled proteins were done with a FCS method essentially described in Böhmer et al.\textsuperscript{18} with a total protein concentration of 3.5 × 10^{-5} M in a phosphate buffer (pH 7.0, 25 mM, 200 mM NaCl) and a labeled protein concentration of ~1 nM.

Experimental Setup for Intraparticle Diffusion Analysis. A custom designed microcolumn was used for the measurement of intraparticle concentration profiles.\textsuperscript{19} This microcolumn is integrated in a Plexiglas block (Figure 1).

In variation to Hubbuch et al.,\textsuperscript{19} a union \(\frac{1}{16}\) in. female/M6 male (GE Healthcare) was inserted into the external M6 adaptor (GE Healthcare) and equilibrated with 25 mM phosphate buffer at pH 7.0 with 200 mM NaCl using an Ákta Basic 10 system (GE Healthcare). The degree of labeling was determined by UV−vis spectroscopy on a Cary 50 (Varian) using the molar extinction coefficient of Cy5 at 654 nm and the extinction coefficient of the proteins at 280 nm corrected for the absorption of Cy5 at 280 nm. Unlabeled protein solutions were mixed with labeled ones to yield a total protein concentration of 3.5 × 10^{-5} M and a molar dye-to-protein ratio (D/P) of 0.1. The final protein solution buffer was composed of 25 mM phosphate buffer at pH 7.0 with 200 mM NaCl.

Materials and Methods

Chemicals, Proteins, and Media. Unless otherwise noticed, all chemicals were obtained from Merck in analytical grade. All solutions were prepared in MilliQ water. Seven different proteins were analyzed in this study: bovine serum albumin (BSA, Sigma, A6003), chicken egg ovalbumin (OVA, Sigma, A5503), β-lactoglobulin (BLG, Sigma, L3908), iron free chicken egg ovotransferrin (OVF, Sigma, C0755), hen egg white lysozyme (LYS, Merck, 105281), porcine γ-globulin (GGG, Sigma, G2512), and bovine α-chymotrypsinogen A (CTG, Worthington Biochemicals, LS005623). In addition, blue dextran (Sigma, D5751), BODIPY FL NHS Ester (Molecular Probes, D2184), and Atto-635 NHS Ester (Atto-Tec GmbH, A635−3) were used in column experiments. For diffusion experiments Sepharose 6 FF (GE Healthcare) was used as the stationary phase. The samples were obtained by GE Healthcare. Sepharose 6 FF is composed of 6\% cross-linked agarose, with an average particle size of 90 μm and a particle size distribution between 45 and 165 μm. SP Sepharose FF, the derivatized version of Sepharose 6 FF, has been reported with an average pore size of 24.7 nm.\textsuperscript{17}

Protein Labeling. The proteins were labeled with fluorescent amine-reactive Cy5 NHS ester (GE Healthcare) in 50 mM phosphate buffer at pH 7.0 for 1 h. The Cy5 conjugate was purified from unreacted dye over a self-packed gel filtration column (XK16/20, GE Healthcare, 1.6 cm inner diameter, 16 cm column length). The column was filled with G-15 Sephadex (GE Healthcare) and equilibrated with 25 mM phosphate buffer at pH 7.0 with 200 mM NaCl using an Ákta Basic 10 system (GE Healthcare). The degree of labeling was determined by UV−vis spectroscopy on a Cary 50 (Varian) using the molar extinction coefficient of Cy5 at 654 nm and the extinction coefficient of the proteins at 280 nm corrected for the absorption of Cy5 at 280 nm. Unlabeled protein solutions were mixed with labeled ones to yield a total protein concentration of 3.5 × 10^{-5} M and a molar dye-to-protein ratio (D/P) of 0.1. The final protein solution buffer was composed of 25 mM phosphate buffer at pH 7.0 with 200 mM NaCl.

Figure 1. Plexiglas block with eight custom designed microcolumns.
Protein Diffusion in Chromatographic Media

Experimental setup for intraparticle diffusion analysis using confocal laser scanning microscopy and a high-pressure gradient system: injection volume, 400 μL; flow rate, 0.1 mL/min; glass coverslip glued to the bottom of a flow cell; observed particle near the inlet of the packed bed; PMT, photomultiplier tube.

(P-653, Upchurch Scientific) of the flow cell. This setup was used to minimize dead volumes by directly connecting the flow cell to the HPLC. Furthermore, the dimension of the flow channel was changed to 2 mm inner diameter, 2 mm visible length, and 2 mm height. The flow cell was packed with slurried Sepharose 6 FF (GE Healthcare) particles in 1 M NaCl, using a 1 mL syringe and avoiding introduction of air bubbles. The complete experimental setup is presented in Figure 2.

The pumps of the gradient high-pressure system were primed with either phosphate buffer or sodium hydroxide. The micro-column was connected and equilibrated with phosphate buffer at a flow rate of 0.2 mL/min for at least 100 column volumes, to ensure good packing. The protein solution was placed into a 10 mL superloop (GE Healthcare) and injected to the column with a seven-port injection valve (Rheodyne). Simultaneously with the start of injection, image acquisition was started on a prechosen particle in the packed bed, with settings described in the next section, and continued until completion of the experiment. After injection of the protein solution, the increase in signal intensity in the bulk and particle phase was monitored. An injection of 400 μL of protein solution permitted complete saturation of the packed bed. After protein supply from the superloop was stopped after 400 μL, the diffusion of the protein out of the particle was also monitored with the confocal setup. This setup allows measurement of the spatial and temporal protein concentration profile in the particle and bulk phase.

All experiments were carried out at room temperature and a flow rate of 0.1 mL/min. After each experiment, the column was regenerated using 5 column volumes of 0.1 M NaOH followed by equilibration with 10 column volumes of phosphate buffer. All experiments were repeated three times.

Microscope Settings. Fluorescence intensity profiles were measured with an inverted Zeiss LSM 510 confocal laser scanning microscope using a water immersion 63×/NA1.2 C-Apochromat (Zeiss) objective and a HeNe laser (633 nm). The laser intensity was kept constant for all experiments. Only slight adjustments (±20 V) of the photomultiplier (PMT) detector gain were necessary to account for signal attenuation effects from neighboring particles in the packed bed. The intensity profiles were measured every second with 300–500 frames in total. All profiles were stored as eight-bit single scans with a resolution of 512 × 512 pixels representing an area of 146.2 × 146.2 μm. The chosen time interval allowed monitoring of the diffusion both into and out of the particle in one run. Bleaching of employed Cy5 dye was not observed (data not shown). Before each individual run, the reflection mode of the microscope (excitation wavelength 543 nm with 80/20 filter and no band- or long pass filter before the PMT) was used to verify that the focal plane went through the center of the particle. The image frame consisted of the particle of interest, other particles (focal plane not necessarily through particle center), and interstitial areas between the particles, from which the average bulk protein concentration was determined.

Data Preprocessing. The image processing software ImageJ (Version 1.33k, NIH, USA) was used for spatial averaging of both intraparticle and extraparticle data. The center of the analyzed particle as well as an extraparticle region with a distance of 10 μm from any particle boundary was manually determined. Further data preprocessing, the model solution, and parameter estimation were implemented in MATLAB (Version 7.0.1, The MathWorks, USA).

For given radial positions, average values of the intensity data were generated, taking advantage of the spherical symmetry of the system (Figure 3). Figure 4a shows a typical example of this averaging procedure. The averaging of signal intensities over the particle azimuth at given points in time results in smoothed concentration profiles (Figure 4b). In comparison with concentration profiles over single radii with fixed azimuth, the smoothing procedure yields data which is much more suitable for further processing. Furthermore, average intensities of background areas near the observed particles were used to determine the course of bulk protein concentration over time.

Various conjectures exist on the cause of signal attenuation, which is regularly observed in confocal laser scanning microscopy. To account for these effects, irrespective of their origin, two normalization conditions were set. First, at time \( t = 0 \) no protein is present within the adsorbent particle and, second, the particle is naturally assumed to be filled homogeneously under saturation conditions.

Consequently, the intraparticle profile data were normalized by subtraction of a second degree polynomial, which was fitted to the signal intensity profile at time \( t = 0 \). Here, the choice of a second degree polynomial accounts for the nonlinearity of the observed aberration. The bulk phase concentration was...
similarly normalized by subtraction of a constant. This normalization results in flat profiles with zero mean and consistent boundary condition at time \( t = 0 \).

The intraparticle profile data were normalized a second time by division by a second degree polynomial, which was fitted to the signal intensity profile at a time when the particle was saturated. The resulting profile data are flat at saturation conditions and proportional to the protein concentration in the particle. The absolute values of the profiles are not relevant, as any constant factor cancels out of the model equations, provided the corresponding boundary condition \( b(t) \) is consistently normalized (see below). Consequently, all figures show relative concentrations \( \frac{c(r,t)}{c_{\text{max}}} \) throughout this paper.

The average bulk concentration near the examined particles was observed to be largely proportional to the average concentration at the outermost shell of the inside of these particles. This legimates two assumptions for the given experimental conditions, which significantly simplify modeling and subsequent parameter estimation: First, the proportionality constant, which coincides with the phase ratio \( \Phi \), was considered concentration independent, and second, the film mass transfer resistance was regarded irrelevant and, hence, neglected.

The concentration at the outermost shell of the particle inside, which is required as boundary condition for the diffusion model, is given by the product \( b(t) = \Phi b(t) \) of the phase ratio and the bulk phase concentration. This product is normalized by division by its maximum value, to establish consistency with the profile data. Note, that the phase ratio cancels out of the normalized data. The area for the determination of the bulk concentration profile was chosen as large as possible and preferably such as to surround the entire particle.

A disk with radius \( 4.35 \, \mu m \) from the center of the particle was excluded from data analysis, due to low data availability for the azimuthal averaging procedure. Moreover, a ring with radius \( 4.35 \, \mu m \) from the particle boundary was excluded from data analysis, because irregular signals were observed near the boundary, owing to imprecise particle edge detection. The resulting data were used for the estimation of intraparticle diffusion coefficients.

**Spheric Diffusion Model.** The intraparticle diffusion coefficient was determined from the experimental data by parameter estimation. A spheric diffusion model, with time variant boundary condition, was fitted to the data (eqs 1–3). This model requires knowledge of the protein concentration at the particle boundary, which, in contrast to the introduced pulse, does not resemble a sharp step function, to simulate the time course of the intraparticle protein concentration profile.

\[
\frac{\partial}{\partial t} c(r,t) = D_0 \left( \frac{\partial}{\partial r} \left[ r \frac{\partial}{\partial r} c(r,t) \right] \right) \tag{1}
\]

Here, \( c \) denotes the intraparticle concentration, \( t \) the time, \( r \) the radial position, \( D_0 \) the intraparticle diffusion coefficient, \( R \) the particle radius, and \( b \) the concentration at the inner particle boundary.

Equations 1–3 define a partial differential equation in time and space for the intraprotein protein concentration \( c \), with initial value at time \( t = 0 \) and boundary condition at radius \( r = R \). This partial differential equation can be transformed to a system of ordinary differential equations by the method of lines: The partial derivatives of the concentration \( c \) with respect to the radius \( r \) were discretized at equidistant knots, which resemble the discrete structure of the experimental data. The resulting system of ordinary differential equations can be handled by any standard solver for stiff systems.

The system of differential equations was integrated using the MATLAB algorithm “ode15s”. The resolution of the solution was around 160 radial knots and 180 frames in time, depending on the analyzed data set. Each individual model solution took approximately half a second. Here, all calculation times refer to a Pentium 4 system under Windows XP, which was clocked with 2 GHz.

**Parameter Estimation.** The estimation of the diffusion coefficient is an iterative process, which starts from an initial guess. The model was solved for a series of systematically varied diffusion coefficients for the complete data set at all time points and the corresponding simulation results were compared with the experimental data, to determine the best fit. The validity of the model and the consistency of the data were verified by the residual of the best fit, since the predicted concentration profiles were rather complex and the applied model has only one adjustable parameter. The error of the estimated coefficient was finally estimated by repetition of the entire procedure with different sets of experimental data for the same protein.

The MATLAB algorithm “fminbnd” was used to estimate the intraparticle diffusion coefficients. The differences between simulation results and experimental data were minimized in the sense of least squares. Two initial values were chosen more than an order of magnitude apart, to embrace the unknown value of the sought coefficient. The parameter estimation, within an absolute tolerance of \( 10^{-14} \), took about 20 iterations, resulting
in an overall calculation time in the order of 10 s, depending on the analyzed data set.

**Stokes–Einstein Equation.** In free solution and in the absence of interactions with other macromolecules, the temperature dependence of the diffusion coefficient can be written in the form of the Stokes–Einstein equation:24

\[ D = \frac{k_b T}{6\pi \eta R_H} \]  

(4)

Here, \( k_b \) denotes Boltzmann’s constant, \( T \) the temperature in kelvin, \( \eta \) the solution viscosity, and \( R_H \) the hydrodynamic radius. Equation 4 can be used to calculate the diffusion coefficient for a given temperature of, for instance, 20 °C from data given at other temperatures (eq 5).

\[ D_{20} = \frac{293.2 \, \eta_L D_T}{T} \]  

(5)

Here, \( D_{20} \) and \( D_T \) denote the diffusion coefficients at 20 °C and \( T \) and \( \eta_L \) and \( \eta_20 \) the viscosity at 20 °C and \( T \). The diffusion coefficient \( D \) is influenced by both the temperature and the viscosity of the solvent. Equation 5 is derived from two instances of eq 4, with different temperatures, by elimination of the hydrodynamic radius and solution of the resulting equation for the sought diffusion coefficient.

**Results and Discussion**

**CLSM Measurements.** The interpretation of data obtained when using CLSM as a tool for in situ determination of protein adsorption and transport behavior is highly dependent on the change of system parameters due to the covalent attachment of fluorescent labels on the protein surface.

**Protein Size and Shape.** The covalent attachment of a fluorescent dye like Cy5 increases the molecular weight by 792 Da. In comparison with the size of proteins the change in the diffusive behavior due to the increase in molecular weight is most likely negligible. A second assumption is that the attachment of a label will not significantly alter the structure of the respective protein. Both has indeed been demonstrated in a number of studies.8,9

**Matrix Interactions.** When measuring intraparticle diffusion coefficients, it is necessary to rule out adsorption effects of the solute with the stationary phase. It has been shown that the attachment of fluorescent labels might lead to a distinct change of adsorptive behavior between the native and labeled protein.25 It is thus necessary to evaluate possible artifacts arising from the use of fluorescent labels or mode of detection when determining intraparticle diffusion coefficients. It is generally assumed that for many size-exclusion media especially at moderate ionic strength there exits negligible adsorptive interaction of proteins with the matrix. The conjugation of a fluorescent dye to a protein could lead to adsorptive interactions of the bioconjugate with the stationary phase. Figure 5 shows retention times of different fluorescent dyes and nitrate on Sepharose 6 FF in phosphate buffer (25 mM, pH 7.0, 200 mM NaCl). Nitrate and Cy5 elute as a Gaussian peak with similar retention times, which is expected for a nonadsorbing substance. In contrast to that, both BODIPY FL and Atto-635 show increased retention times with respect to nitrate indicative of adsorptive interactions. Also in each case a second component is visible that could represent dimers of the dyes.

It is therefore important to choose an appropriate fluorescent dye for diffusion studies in porous media with Cy5 as a suitable conjugate in this study.

**Signal Linearity.** Figure 6 shows the linearity of the fluorescent signal measured in the bulk fluid phase and within a given particle. Signal linearity is given up to a dye concentration of at least \( 1 \times 10^{-5} \) M. The linear range for detection in this study is considerable higher than that obtained in earlier studies investigating the adsorption behavior of proteins on various stationary phases.19,26,27 In these studies a low ratio of labeled to native protein molecule had to be applied in order to experimentally distinguish between labeled proteins in solution and accumulated on the solid phase. Due to the nonadsorbing nature of the underivatized stationary phase used in this study, only protein in the fluid phase will be detected and thus the ratio of labeled to unlabeled protein is increased to facilitate detection. It is worth mentioning that by altering the ratio of labeled to unlabeled protein in solution—for a given concentration of labeled species necessary for a linear signal—the protein solution can be set to different concentration values and thus resembles realistic conditions found during process chromatography.

**Protein Concentration in the Bulk Phase.** A necessary prerequisite for the computation of diffusion coefficients is the exact knowledge of the protein concentration in the fluid surrounding the stationary phase. Figure 7 shows the average protein concentration in the surrounding bulk phase over time as measured by CLSM. Although the protein sample is injected in the form of a step, the increase of concentration in the bulk
parameter. This parameter of the intraparticle diffusion coefficient, has only one adjustable computer simulation essential for a correct simulation of the experimental data. Thus, the determination of the true concentration profile in the particle surrounding fluid phase over time is caused by dispersion of the sample. Under the assumption of an ideal step function the simulation results would not match the experimental data (see Figures S1 and S2 of the Supporting Information). Thus, the determination of the true concentration profile in the particle surrounding fluid phase over time is essential for a correct simulation of the experimental data.

Computer Simulation

The spheric diffusion model, which is used for the estimation of the intraparticle diffusion coefficient, has only one adjustable parameter. This parameter $D_{ip}$ is initially unknown and estimated from measurement data. Figures 8 and 9 show preprocessed concentration profiles from intraparticle measurements and simulation results from the spheric diffusion model at different times for one of the experiments. The simulations are based on the optimal diffusion parameter, which is previously determined by parameter estimation, and reproduce the experiments very well. A movie, which shows the time evolution of both experimental data and simulation results, is available as Supporting Information (Figure S3). The excellent match of simulation results with experimental data underlines the feasibility of the presented approach and indicates realistic results. An incorrect or incomplete model, with only one parameter, could most certainly not as accurately reproduce the dynamics of the entire diffusion process, as actually shown in Figures 8 and 9. The model passes the $\chi^2$ test with 90% confidence and better, even if the standard deviation of the averaged profile data is estimated as low as 1% of the maximal value at saturation conditions.

**Diffusion Coefficients.** In this study, seven different proteins are analyzed covering a range of molecular weights from 14.3 to 160 kDa. Generally, very good agreement of model-based predictions and experimental data is observed. For each protein, the experiments are repeated three times, resulting in a standard deviation of less than 1.8% of the mean. This proves a good reproducibility of the presented approach. Table 1 lists the determined intraparticle diffusion coefficients supplemented by the corresponding standard deviations and the respective free diffusion coefficients for the seven analyzed proteins and the ratio of both values as well as the molecular weight of the respective proteins.

In Figure 10, the determined intraparticle diffusion coefficients are compared with results from the literature. The coefficients which are determined by IDA evidently lie well within the range of diffusion coefficients published in other studies, sharing the same order of magnitude. A deviation from the observed trend of the intraparticle diffusion coefficient is visible for lysozyme and chymotrypsinogen, which will be discussed below.

Boyer and Hsu$^3$ studied the intraparticle diffusion of myoglobin, $\beta$-lactoglobulin, ovalbumin, hexokinase, immunoglobulin G, and catalase in Sepharose CL-6B at 4 °C with a 50 mM phosphate buffer at pH 7.0 with chromatographic pulse experiments. Equation 5, with $\eta_x$ and $\eta_{2D}$ from Lide$^{29}$ is used to transfer these data to 20 °C. The original diffusion coefficients presented by Boyer and Hsu represent effective diffusion coefficients. To account for the latter, we thus divided the respective effective diffusion coefficients by the respective effective porosities stated by the same authors.

Bosma and Wesselingh$^4$ performed chromatographic pulse experiments with Q Sepharose FF as porous medium. The analyzed proteins were cytochrome $c$, lysozyme, ovalbumin, bovine serum albumin, and $\gamma$-globulin in a 1 M acetate buffer at pH 4.4. A stage model, where the film diffusion was described as mass transfer through two films in series (i.e., liquid and particle film), was then fitted to the pulse experiments in order to obtain the intraparticle diffusion coefficients. The large deviation to other published coefficient values might thus be explained by the fact that their intraparticle diffusion coefficients resulted from a correlation with the particle film model as compared to using a particle model. Furthermore, the lower $D_{ip}$ can be explained by their use of positively charged particles (Q Sepharose FF), 1 M acetate buffer, and different pH. An
TABLE 1: Intraparticle and Free Diffusion Coefficients Ratio of Both in Sepharose 6 FF As Determined by IDA

<table>
<thead>
<tr>
<th>protein</th>
<th>$D_p$ (m$^2$/s)</th>
<th>$SD^a$ (m$^2$/s)</th>
<th>$D_f, D_t$ (m$^2$/s)</th>
<th>$D_p/D_t$</th>
<th>MW$^c$ (Da)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lysozyme</td>
<td>6.07 × 10$^{-11}$</td>
<td>2.61 × 10$^{-13}$</td>
<td>1.15 × 10$^{-10}$</td>
<td>0.529</td>
<td>14300</td>
</tr>
<tr>
<td>α-chymotrypsinogen A</td>
<td>5.51 × 10$^{-11}$</td>
<td>2.41 × 10$^{-13}$</td>
<td>9.43 × 10$^{-11}$</td>
<td>0.584</td>
<td>25700</td>
</tr>
<tr>
<td>β-lactoglobulin$^d$</td>
<td>4.86 × 10$^{-11}$</td>
<td>1.04 × 10$^{-13}$</td>
<td>8.84 × 10$^{-11}$</td>
<td>0.550</td>
<td>36500</td>
</tr>
<tr>
<td>ovalbumin</td>
<td>3.81 × 10$^{-11}$</td>
<td>4.67 × 10$^{-13}$</td>
<td>8.32 × 10$^{-11}$</td>
<td>0.458</td>
<td>42800</td>
</tr>
<tr>
<td>bovine serum albumin</td>
<td>2.45 × 10$^{-11}$</td>
<td>6.85 × 10$^{-13}$</td>
<td>6.15 × 10$^{-11}$</td>
<td>0.398</td>
<td>66400</td>
</tr>
<tr>
<td>ovotransferrin</td>
<td>2.18 × 10$^{-11}$</td>
<td>9.59 × 10$^{-13}$</td>
<td>5.81 × 10$^{-11}$</td>
<td>0.375</td>
<td>75800</td>
</tr>
<tr>
<td>γ-globulin</td>
<td>1.48 × 10$^{-11}$</td>
<td>7.50 × 10$^{-13}$</td>
<td>4.42 × 10$^{-11}$</td>
<td>0.335</td>
<td>160000</td>
</tr>
</tbody>
</table>

$^a$ Standard deviations (SD) are estimated from three experiments. $^b$ Measured with FCS. $^c$ The molecular weight of the proteins is calculated from the amino acid sequence (www.uniprot.org). $^d$ β-Lactoglobulin is treated as a dimer.$^{26}$

In Table 1, the intraparticle diffusion coefficients $D_p$ are compared to the corresponding diffusion coefficients $D_t$ in free solution. As expected, the coefficient $D_p$ is generally lower than $D_t$ and the ratio of $D_p$ to $D_t$ decreases with increasing molecular weight with the exception of lysozyme and chymotrypsinogen.

This contradictory result is most likely attributable to adsorptive interactions between either lysozyme or chymotrypsinogen and Sepharose 6 FF which slows down the diffusion of the proteins. The agarose, which is used for chromatography, contains very small amounts of negatively charged groups.$^{31}$ In contrast to the other proteins, which are analyzed in this study, both lysozyme and chymotrypsinogen carry a net positive charge at pH 7.0, which could explain their unusual behavior.

Conclusions

The usage of underivatized stationary phase has the advantage of decoupling the diffusion processes from other secondary and multimodal interactions between the particle and the protein. It is generally hard to rule out all interactions between proteins and the solid interphase, but the experimental system chosen in this study should be very close to a pure hindered diffusion process without any adsorptive interactions. Further experiments could help in establishing general transport correlations for proteins in chromatographic stationary phases. This in turn can aid in decoupling diffusion processes from adsorption when modeling protein transport and adsorption in derivatized chromatographic materials.

Although hindered protein diffusion is investigated for a long time, there is still a lack of comparative data sets for several proteins under different solution conditions. Individual data from literature are not directly comparable, since they are generated by use of different experimental techniques. Direct intraparticle diffusion analysis (IDA) is designed for the fast and accurate quantification of protein diffusion in porous particles. IDA is a suitable tool for the comprehensive screening of various proteins and stationary phases. IDA essentially consists of two stages: First, intraparticle and bulk concentration profiles are measured over time, using confocal laser scanning microscopy and a custom designed microcolumn. Underivatized media are analyzed on a single particle level under moderate salt concentrations, to minimize interactions of proteins with the stationary phase. The second stage of IDA is a model-based data analysis and estimation of the intraparticle diffusion coefficient, using a spherical diffusion model with time variant boundary condition. The presented approach is successfully applied for the determination of intraparticle diffusion coefficients $D_p$ of seven different proteins. Sepharose 6 FF is used as stationary phase, whose derivatized forms have significant industrial relevance. For all analyzed proteins, the simulation of protein diffusion both in to and out of the particle matches excellently with the experimental data. The results compare well to results from literature, which are determined using a variety of different techniques. Further work will focus on the effect of solute concentration as well as ionic strength, on the pH, and on the analysis of different porous media. Moreover, the approach is easily transferable to the study of multicomponent diffusion processes. IDA will be developed into a tool for transport...
analysis of large molecules in porous systems, which may yield not only more quantitative information but also a better understanding of the governing mechanisms. This is especially important in derivatized media where changes in the pore sizes and electrostatic or hydrophobic effects will influence the diffusion behavior. With the IDA approach the diffusion coefficient can be measured using the same media as in a purification step.

Finally existing theories on hindered diffusion in porous structures will be applied to the experimental results in order to gain a better mechanistic understanding of the particle size parameters that influences diffusion.
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