Nonlinear elastic effects in phase field crystal and amplitude equations: Comparison to ab initio simulations of bcc metals and graphene
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We investigate nonlinear elastic deformations in the phase field crystal model and derived amplitude equation formulations. Two sources of nonlinearity are found, one of them is based on geometric nonlinearity expressed through a finite strain tensor. This strain tensor is based on the inverse right Cauchy-Green deformation tensor and correctly describes the strain dependence of the stiffness for anisotropic and isotropic behavior. In isotropic one- and two-dimensional situations, the elastic energy can be expressed equivalently through the left deformation tensor. The predicted isotropic low-temperature nonlinear elastic effects are directly related to the Birch-Murnaghan equation of state with bulk modulus derivative $K′ = 4$ for bcc. A two-dimensional generalization suggests $K_{2D}′ = 5$. These predictions are in agreement with ab initio results for large strain bulk deformations of various bcc elements and graphene. Physical nonlinearity arises if the strain dependence of the density wave amplitudes is taken into account and leads to elastic weakening. For anisotropic deformation, the magnitudes of the amplitudes depend on their relative orientation to the applied strain.

DOI: 10.1103/PhysRevB.93.214105

I. INTRODUCTION

For the understanding and development of new materials with specific mechanical properties, a good knowledge of the elastic response is mandatory. A complete parametrization of elastic properties either experimentally or via ab initio techniques is, however, challenging, especially if information beyond the linear elastic regime is required, which is important for high-strength materials. Whereas in the linear elastic regime, the number of elastic constants is limited, it is obvious that a complete characterization of the mechanical response in the nonlinear regime increases the number of required parameters tremendously. A reduction of this parameter set, together with an increased understanding for the nonlinear behavior, would therefore be beneficial. Therefore the present paper aims at a reduction of this complexity by exploiting the intrinsic description of nonlinear elasticity provided by the phase field crystal (PFC) model, in combination with ab initio calculations as well as analytical energy-volume relations.

The PFC method [1,2] has become a popular method for simulating microstructure evolution on diffusive time scales and with atomic resolution. In contrast to conventional phase field models, this approach allows to describe, e.g., the detailed structure of grain boundaries, as the atomic density distribution is maintained. The PFC community has extended the scope of the model tremendously over the years, and we just mention few of the recent remarkable developments here. Hydrodynamics have been included [3], as well as growth from vapor phases [4], dislocation dynamics [5], and glass formation [6], and recently also polycrystalline 2D materials, in particular, graphene [7]. General structural transformations became accessible by constructing free energy functionals from generic two-particle correlation functions [8].

One of the advantages of the PFC model is that it automatically contains elasticity, as a deformation of the lattice, expressed through a change of the lattice constant, raises the energy. For small deformation, this energy change is quadratic, hence linear elasticity is captured, and for larger deformation nonlinear effects appear [9,10]. Whereas the original PFC model is fully phenomenological, later extensions have shown that it can be linked to the classical density functional theory of freezing [11–13], which allows to determine the model parameters from fundamental physical quantities, which can, for example, be determined from molecular dynamics simulations [14–17]. The obtained elastic constants can then be obtained from properties of the liquid structure factor and give reasonable estimates of the high-temperature values near the melting point. Conceptually, this means that the theory is applied in the high-temperature regime, formally at the coexistence between solid and melt phases. Here, in contrast, we aim at an understanding of the ability of the model to capture elastic effects also in the low-temperature regime. The predictions will be compared to ab initio results using electronic structure density functional theory (DFT). We note that for the elastic constants and nonlinearity the reliability of DFT calculations is excellent [18], as it is supported by experimental benchmarks [19].

The paper is organized as follows. In Sec. II, we revisit the ingredients for the work in the present paper. It starts with general concepts concerning the description of nonlinear elasticity and then discusses them in the context of the PFC model. The section is concluded with details on the
ab initio simulations, which are used to benchmark the continuum descriptions. Section III analyzes the nonlinear elastic response of the PFC model in one dimension, where the analysis is particularly simple, emphasizing the different roles of geometric and physical nonlinearity. Section IV continues with the two-dimensional situation of crystals with triangular symmetry. Section V investigates the same behavior for the three-dimensional case of bcc crystal structures. The results are compared to classical descriptions of nonlinear elasticity in Sec. VI and also to ab initio simulations of bcc materials and graphene. The paper concludes with a summary and discussion in Sec. VII.

II. MODELING APPROACH

It is one of the primary goals of the present paper to link expressions for the elastic response under large deformation using modeling approaches on different scales. For small deformation, the energy increases quadratically with the strain, as known from the linear theory of elasticity. For larger deformation, deviations appear, which require a careful distinction between the undeformed reference and the present state of the material. We first investigate these nonlinear effects from a mechanical perspective, which we then apply to the phase field crystal model. Here, a primary goal is to see which of the different nonlinear strain tensors is most suitable to describe the elastic response in these models. The results are compared to ab initio simulations of bulk deformation for various bcc metals and graphene.

A. Finite strain tensors

We start with a brief review and definition of different finite strain tensors and quantities relevant for mechanical applications and modeling as can be found, e.g., in Refs. [20–24]. The fundamental field in continuum kinematics is the deformation field $\chi$. It describes how a material point with reference (e.g., initial) position $X$ deforms into its current position $x$, i.e., $x = \chi(X)$. In particular, $\chi$ and its inverse $\chi^{-1}$ determine reference $\bar{u}(X) := \chi(X) - X$ (i.e., with respect to $X$) and current $u(x) := x - \chi^{-1}(x)$ (i.e., with respect to $x$) displacement fields. While, well, they determine the deformation $dX = F dx$ and $dX = F^{-1}dx$ of line elements $dx$ and $dX$ via their gradients $F := \nabla \chi$ and $F^{-1} := \nabla \chi^{-1}$. Let $H_{r} := \nabla u = F - I$ and $H_{c} := \nabla \bar{u} = I - F^{-1}$ represent the corresponding displacement gradients. Standard strain measures are derived from the squared change-of-length $ds^2 = |dx|^2 - |dX|^2$ of line elements. For example, relative to $dX$, $ds^2 = dX \cdot 2E dX = dX \cdot 2e_{ij} dX_{j}$ (Cartesian components, summation convention) holds in terms of the (referential or Lagrangian) Green strain:

$$E := \frac{1}{2} (C - I) = \frac{1}{2} (H_{r} + H_{c}) + \frac{1}{2} H_{r} H_{c}$$

$$\epsilon_{ij} = \frac{1}{2} (C_{ij} - \delta_{ij}) = \frac{1}{2} \left( \frac{\partial u_{i}}{\partial x_{j}} + \frac{\partial u_{j}}{\partial x_{i}} \right) + \frac{1}{2} \frac{\partial u_{m}}{\partial x_{i}} \frac{\partial u_{m}}{\partial x_{j}}, \quad (1)$$

and the (referential or Lagrangian) right Cauchy-Green deformation $C = FF^{\dagger}$ (with $\dagger$ for transposition). Relative to $dX$, $ds^2 = dX \cdot 2A dX = dx_{i} 2e_{ij} dx_{j}$ follows in terms of the (current or Eulerian) Almansi strain:

$$A := \frac{1}{2} (I - B^{-1}) = \frac{1}{2} (H_{r} + H_{c}) - \frac{1}{2} H_{r} H_{c},$$

$$\epsilon_{ij} = \frac{1}{2} \left( \delta_{ij} - B^{-1}_{ij} \right) = \frac{1}{2} \left( \frac{\partial u_{i}}{\partial x_{l}} + \frac{\partial u_{l}}{\partial x_{i}} \right) - \frac{1}{2} \frac{\partial u_{m}}{\partial x_{l}} \frac{\partial u_{m}}{\partial x_{i}}, \quad (2)$$

and the (current or Eulerian) left Cauchy-Green deformation $B = FF^{\dagger}$. Another Eulerian strain measure (not based on line elements) is determined by the strain tensor [25]:

$$D := \frac{1}{2} (I - C^{-1}) = \frac{1}{2} (H_{r} + H_{c}) - \frac{1}{2} H_{c} H_{c}^{\dagger},$$

$$\bar{\epsilon}_{kl} = \frac{1}{2} \left( \delta_{kl} - C^{-1}_{kl} \right) = \frac{1}{2} \left( \frac{\partial u_{l}}{\partial x_{i}} + \frac{\partial u_{i}}{\partial x_{l}} \right) - \frac{1}{2} \frac{\partial u_{m}}{\partial x_{i}} \frac{\partial u_{m}}{\partial x_{l}}, \quad (3)$$

In contrast to the Langragian tensor $E$, which determines a Lagrangian strain measure, and to the Eulerian tensor $A$, which determines an Eulerian strain measure, note that $D$ is a Lagrangian tensor (due to dependence on $C^{-1}$) determining an Eulerian strain measure (due to dependence on $\bar{u}u^{*}$). This “mixed” character of $D$ led to some confusion in previous work [10] now clarified here. In the case of geometric linearity, all three strain tensors reduce to $\frac{1}{2} (H_{r} + H_{c})$. For more details, the interested reader is referred to Ref. [25]. From now on, we will omit the superscripts “$r$” and “$c$” to the displacement vectors to distinguish them, unless this is necessary.

In the following, we use the term geometric nonlinearity to express the fact the elastic energy depends on finite deformation measures (e.g., stretch or strain). These will be identified below. Due to the nonlinear terms in the strain tensors, the energy is therefore not a quadratic function in terms of displacement gradients. Besides geometric nonlinearity, also physical nonlinearity contributes to deviations from linear elasticity. Physical nonlinearity pertains when the terms in the elastic energy of cubic or higher-order in the (geometrically linear or nonlinear) strain become non-negligible. A classic example of this is anharmonic elastic behavior. It is obvious that such effects should show up at sufficiently large strains. Under tension, complete dissociation of the material leads to potential energy increases that such effects should show up at sufficiently large strains. Under strong compression, the Pauli repulsion limits to stress increases due to “hard core contributions,” and these effects are not captured by geometric nonlinearity alone.

B. Phase field crystal modeling

The phase field crystal model uses an order parameter $\psi$ to describe a material state. In contrast to conventional phase field models, this order parameter is not spatially constant, but exhibits periodic modulations in a crystalline phase.

For simplicity, we use here only the original and very basic phase field crystal model, which is described by the energy functional

$$F = \int V d \mathbf{r} \left[ (q_{0}^{2} + \nabla^{2})^{2} - e |\psi|^{2} + \psi^{4} \right]. \quad (4)$$

The atom density is denoted by $\psi$, which is periodic in a crystalline state, and $V$ is the system volume. All quantities
are assumed to be dimensionless, and $\varepsilon$ is a control parameter, which corresponds to a dimensionless temperature. In the following, we set $q_0 = 1$. We focus here on crystalline phases and ignore the melt phase, in agreement with the concept of a low-temperature limit. The average density $\bar{\psi}$ is a second control parameter. It is defined as

$$\bar{\psi} = \frac{1}{V} \int_V \psi(r)dr.$$  \hfill (5)

The free energy density $f$ in the expression (4), i.e., the expression in curly brackets $\{\cdots\}$, averaged over a unit cell, will later allow the comparison to ab initio calculated energies.

Equilibrium is obtained via the evolution equation for a conserved order parameter

$$\frac{\partial \psi}{\partial t} = \nabla^2 \left( \frac{\delta F}{\delta \psi} \right).$$  \hfill (6)

Here we focus on equilibrium elastic properties only, therefore the precise (conserved) dynamics is not important.

A sketch of a density profile in one dimension is shown in Fig. 1. With the basic energy functional given by Eq. (4), different crystal structures like smectic or triangular (in 2D) or bcc (in 3D) are found. Therefore the interpretation of the order parameter of an atom density is suggested. Before starting with the actual analysis, it is worthwhile to discuss the interpretation of elasticity within the phase field crystal model, and to become aware of limitations. Typically, we perform simulations in a fixed volume, as indicated by the grey box in Fig. 1. When the material is deformed, this would physically lead to a change of the system size, which we do not consider in the simulations. Instead, the domain, in which the equations are solved, is still the grey shaded area. This already hints at the understanding of elasticity in the PFC model in a Eulerian spirit. As a result of this fixed system size, the number of “atoms”—the peaks in the density profiles—is not conserved (but see also the discussion about physical atomic density in PFC and vacancies in Ref. [26]). Additionally, the conservation of the particle number can be violated by the creation or annihilation of atoms under large strain (the Eckhaus instability [27]) and will not be further considered here.

Physically, one would expect from such an interpretation that the density is related to the volume change during deformation. With the original system size of the undeformed reference state being $V_0$ and the deformed system having volume $V$, one may suggest the relation $\bar{\psi}_0 V_0 = \bar{\psi} V$ as conservation of the average density, which would then change from $\bar{\psi}_0$ to $\bar{\psi}$. However, such an interpretation is misleading, as instead $\bar{\psi}$ is considered as constant control parameter in the simulations using a fixed volume, and there is no direct connection between the average density $\bar{\psi}$ and the number of atoms. This is most striking in the one-mode expansion, see Eqs. (7) and (20) below, where average density and atom spacing can be varied independently, noting that this approximation gives an excellent description of the true density $\psi$ in particular in the regime of small values of $\varepsilon$. Most interpretations of elasticity in the PFC model use the picture of following the atoms’ positions during the deformation, which allows to define the elastic response. An exception is the analysis in Ref. [28], which defines the bulk modulus via the density dependence of the free energy. According to the above discussion, it is not surprising that this interpretation leads to different bulk moduli in comparison to the first approach.

Many of the conceptual questions related to the interpretation of elasticity in the PFC model become prominent only when nonlinear effects are considered. In the framework of (geometrically) linear elasticity, the difference between Eulerian and Lagrangian strains vanishes, as obvious from the expressions (1)–(3) above, and also the distinction between undeformed and deformed configurations is ignored.

In an atomistic description, one considers the energy per unit cell, and by the inspection of this integrated energy as a function of the strain one can determine the linear and nonlinear elastic behavior. As we will see in the following, one arrives at a physically useful interpretation of elasticity in the PFC model, if one considers the energy density in a Eulerian sense as measure. This has implicitly been used in many investigations in the literature [1,2,13] for small deformation, where it is appropriate. However, a thorough investigation in the nonlinear regime is still missing, apart from investigations in Refs. [9,10]. In particular, we find that this interpretation leads to a description analogous to the Birch-Murnaghan equation of state [29,30], which is frequently used in ab initio simulations to fit the elastic energy, and also sheds light on the strength of nonlinearity for bcc elements and graphene. This will become more transparent in Sec. VI.

On the practical level we use an analytical description which is based on a one-mode expansion of the density field, as used also to derive amplitude equations descriptions. This means that we write the density as a superposition of plane waves. As mentioned before, for small values of $\bar{\psi}$ and $\varepsilon$ such a sine wave approximation is very good and allows to treat the problem of nonlinear elastic deformation analytically. This will be shown explicitly in one, two and three dimensions in the following sections, taking care of the important role of geometric nonlinearity. The analysis builds up on the work by Chan and Goldenfeld [9], rectifying an improper interpretation of the nonlinear strain tensor.

C. Ab initio modeling

The quantum-mechanical calculations within the framework of density functional theory [31,32] are performed using the Vienna ab initio simulation package (VASP) [33,34]. The exchange and correlation energy is treated in the generalized
gradient approximation as parametrized by Perdew, Burke, and Ernzerhof \cite{35} and implemented in projector augmented wave pseudopotentials \cite{36}. We use a plane-wave cutoff of 450 eV with a \(18 \times 18 \times 18\) Monkhorst-Pack \(k\)-point mesh for the two-atom elementary body-centered cubic (bcc) supercells, yielding total-energy accuracy better than 1 meV per atom. All calculations are performed at \(T = 0\). The corresponding VASP calculations for graphene are performed similarly, with a plane-wave cutoff of 350 eV and a \(48 \times 48 \times 3\) Monkhorst-Pack \(k\)-point mesh for the two-atom hexagonal cells. The computational cells are designed to be highly anisotropic in their shapes so as to separate individual graphene sheets from their periodic images by 32 Å of vacuum.

III. THE ONE-DIMENSIONAL PFC MODEL

We use a one-dimensional situation first to illustrate the conceptual approach. It briefly summarizes results from the literature \cite{9} and extends them, elucidating the role of nonlinear elasticity.

A. Geometric nonlinearity

For an analysis of the elastic energy, we use a one-mode approximation of the order parameter:

\[ \psi(x) = A \cos(qx) + \bar{\psi}. \]  

\( (7) \)

With this one gets the averaged free energy density \[ f = \frac{\bar{\psi}^2}{2} \left( -\varepsilon + 1 + \frac{3A^2}{2} + \frac{\bar{\psi}^2}{2} \right) + \frac{A^2}{4} \left( -\varepsilon + (1 - q^2)^2 + \frac{3A^2}{8} \right). \]  

\( (8) \)

Averaging is done over multiples of the “unit cell,” i.e., periods with “lattice unit” \( a = 2\pi/q \). Obviously, \( q = 1 \) minimizes the energy density for fixed amplitude \( A \) and \( \bar{\psi} \) (for \( a_0 = 1 \)). For the moment, we keep the amplitude constant. Then a variation of \( q \) leads to an elastic energy change proportional to \( (1 - q^2)^2 \) for small deviations from the ground state. A value \( q \neq 1 \) expresses a homogeneous strain in the system, and therefore the displacement field has the form

\[ u(x) = (1 - q)x, \]  

\( (9) \)

which turns out to be Eulerian, which will become more obvious below in Sec. III C. The displacement gradient is \( \partial u/\partial x = 1 - q \). In our present one-dimensional setup, we get from the strain definitions \( (2) \) and \( (3) \)

\[ e_{xx} = \bar{e}_{xx} = \frac{1}{2}(1 - q^2), \]  

\( (10) \)

noting that for a one-dimensional situation the tensors \( (2) \) and \( (3) \) coincide. Only later, in three-dimensional situations we will see that in fact \( \bar{e}_{ij} \) is the most suitable tensor in the context of PFC modeling. Here, we see that the elastic energy density can be written in terms of \( \bar{e}_{ij} \), as it is proportional to \( \bar{e}_{xx}^2 = \bar{e}_{xx}^2 \), i.e., \( f_{el} = [f(e_{xx}) - f(0)] = A^{2}\bar{e}_{xx}^2 \). An important result is that the nonlinear elasticity on this level can be completely attributed to the geometric nonlinearity. The constitutive law, which connects stress and strain, is still purely linear, since the elastic energy is quadratic in \( \bar{e}_{ij} \).

B. Physical nonlinearity

So far, we have assumed that the amplitude \( A \) is constant and does not depend on the strain, which leads to geometric nonlinearity only. We follow here the analysis by Chan and Goldenfeld \cite{9} to account for physical nonlinearity.

In equilibrium, the value of \( A \) is optimised via the condition

\[ \frac{\partial f(A, q, \varepsilon, \bar{\psi})}{\partial A} = 0. \]  

\( (11) \)

From Eq. \( (8) \), we get

\[ A = \pm 2 \left( \varepsilon - \bar{\psi}^2 - \frac{1}{3}(1 - q^2)^2 \right)^{1/2}. \]  

\( (12) \)

Close to \( q = 1 \), i.e., in the linear elastic regime, the amplitude is unaffected by the strain. For larger deformation, the amplitudes are reduced as a precursor of a strain induced melting process. Inserting this amplitude back into the energy expression leads to the dashed curve in Fig. 2. For larger strains, the physically nonlinear effects overcompensate the geometric nonlinearity, as discussed above. This is more pronounced for smaller values of \( \varepsilon \), and then we get agreement of the solid and dashed curve essentially only in the linear elastic regime. This is in line with the interpretation of \( \varepsilon \) as an undercooling with respect to the solid-liquid coexistence, and therefore for lower values of \( \varepsilon \) a strain induced melting is more favorable.

We mention that for higher-dimensional situations the strain dependence of the amplitudes will be orientation dependent. Hence, different amplitudes will then depend differently on an anisotropic strain. This effect has not been considered in Ref. \cite{9}.

FIG. 2. Elastic energy per unit cell as a function of the lattice constant \( a \) for the one-dimensional phase field crystal model for \( \bar{\psi} = 0 \) and \( \varepsilon = 0.6 \). The solid curve uses a constant amplitude \( A = A(q_0) \), see Eq. \( (12) \), whereas the dashed curve is based on a strain dependent amplitude \( A = A(q) \) according to the same equation.
C. Eulerian versus Lagrangian description

Here we demonstrate that a precise distinction of the strain tensors and the reference states is essential for a correct description. As mentioned before beyond linear elasticity a careful use of deformed and reference configurations is mandatory, and this will be investigated here.

To illustrate this, one could naively use the definition (1) to calculate the Lagrangian strain from the displacement (9), identifying \( x \) as the reference coordinates \( X \). This would lead to

\[
\epsilon_{xx} = (1 - q)(3 - q)/2, \tag{13}
\]

and the elastic energy contained in (8) cannot easily be represented through this strain expression. However, this expression for the strain tensor would be based on an erroneous mixing of reference frames.

In the Lagrangian perspective, one consistently has to work in the undeformed reference state. For the nondeformed case, we have there a density profile \( \psi_0(x) \sim \cos(q_0 x) \) (using \( q_0 = 1 \)) and for the deformed one \( \psi(x) \sim \cos(q x) \), where \( x \) is the spatial or Eulerian position of the “atom.” The “atom,” which is originally located at the (Lagrangian) density peak position \( X = 2\pi/q_0 \), is displaced to \( X + u(X) = 2\pi/q \). Hence the displacement at the position \( X \) is given by

\[
u'(2\pi) = 2\pi/q - 2\pi. \tag{14}\]

With such a homogeneously strained solid the (Lagrangian) deformation gradient is

\[
\frac{\partial u'(X)}{\partial X} = \frac{u'(2\pi)}{2\pi} = \frac{1}{q} - 1, \tag{15}\]

since the reference length in the undeformed crystal is \( 2\pi/q_0 \) (notice that the displacement at \( x = 0 \) is zero). With this, the Lagrangian strain (1) becomes

\[
\epsilon_{xx} = \frac{1}{2} \left( \frac{1}{q^2} - 1 \right), \tag{16}\]

which clearly differs from the (incorrect) expression in Eq. (13). Furthermore, the strain is the relative length change of a material, as expressed through \( dx^2 = dX^2 + 2\epsilon_{ij}dx_i dX_j \) in Lagrangian formulation. Here this leads consistently to \( dx^2 = dX^2/q^2 \), in agreement with the wavelength change.

Let us contrast this to the Eulerian description. Here the displacement is the same as above in Eq. (14), but read as a function of the deformed coordinate \( x \),

\[
u'(2\pi/q) = 2\pi/q - 2\pi. \tag{17}\]

For the inverse deformation gradient the reference is now the deformed system, hence

\[
\frac{\partial u^e(x)}{\partial x} = \frac{u^e(2\pi/q)}{2\pi/q} = 1 - q. \tag{18}\]

Consequently, the Eulerian strain reads according to Eqs. (2) and (3)

\[
\epsilon_{xx} = \bar{\epsilon}_{xx} = \frac{1}{2}(1 - q^2), \tag{19}\]

which coincides with Eq. (10) and shows that we are indeed operating in a Eulerian description in the PFC model. The length change is expressed through the relation \( dx^2 = dX^2 + 2\epsilon_{ij}dx_i dX_j \), which reads here again consistently \( dX^2 = q^2 dx^2 \).

IV. THE 2D TRIANGULAR MODEL

As in the one-dimensional case, we use the amplitude equation formulation to extract the nonlinear elastic response of a two-dimensional stable or metastable triangular phase. The density field is expressed as

\[
\psi = \tilde{\psi} + \sum_{j=1}^{N} [A_j \exp(i k^{(j)} \cdot r) + A_j^* \exp(-i k^{(j)} \cdot r)] \tag{20}\]

with \( N = 3 \) here. The normalized reciprocal lattice vectors (RLVs) are

\[
k^{(1)} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad k^{(2)} = \begin{pmatrix} \sqrt{3}/2 \\ -1/2 \end{pmatrix}, \quad k^{(3)} = \begin{pmatrix} -\sqrt{3}/2 \\ -1/2 \end{pmatrix}. \tag{21}\]

In the following, we work in the parameter regime \( \tilde{\psi} > 0 \). With the above definition of the RLVs for an undeformed state the amplitudes are equal in magnitude, but not in sign,

\[
-A_1 = A_2 = A_3 = A. \tag{22}\]

We intentionally stay here with the sign conventions used in Eq. (37) of the original work by Elder and Grant [1] (after rescaling) and Appendix in Ref. [13], adopted to Ref. [9]. Chan and Goldenfeld [9] derived the free energy functional, which follows from insertion of the amplitude expansion into the free energy functional (4) and assuming that the amplitudes vary on a scale which is large in comparison to the atomic spacing. Then, only terms, which correspond to closed polygons of reciprocal lattice vectors, contribute, and one arrives at the functional

\[
F = \int d\mathbf{r} \left[ - \sum_{j=1}^{3} A_j^* (\Gamma - L^2) A_j + 3 \sum_{j,\ell=1}^{3} |A_j|^2 |A_\ell|^2 \right. \left. - \frac{3}{2} \sum_{j=1}^{3} |A_j|^4 + 6\tilde{\psi}(A_1 A_2 A_3 + A_1^* A_2^* A_3^*) \right] \tag{23}\]

where an offset, which is independent of the amplitudes, is skipped, see Appendix for details. This free energy functional contains the operator

\[
L_j = \nabla^2 + 2i k^{(j)} \cdot \nabla \tag{24}\]

and \( \Gamma = \epsilon - 3\tilde{\psi}^2 \). The nonlocal term is

\[
f_{\text{nonlocal}} = A_j^* L_j^2 A_j. \tag{25}\]

After an integration by part we can represent it more conveniently as

\[
f_{\text{nonlocal}} = |L_j A_j|^2, \tag{26}\]

where we have skipped boundary terms.
For a deformed state, the amplitudes are
\[ A_j = A_{j,0} \exp[-i k^{(j)} \cdot u(r)], \] (27)
which uses the proper sign in the exponential compared to Refs. [9] and [10]. This is in line with the above discussion in Sec. III C and Ref. [13]. For each mode, we obtain
\[ L_j A_j = A_{j,0} \exp[-i k^{(j)} \cdot u(r)] \{ \cdots \} \] (28)
with
\[ \{ \cdots \} = -k_y^{(j)} k_y^{(j)} (\partial_a u_\beta)(\partial_a u_\beta) + 2k_a^{(j)} k_y^{(j)} \partial_a u_\beta - i k_y^{(j)} \partial_a^2 u_\beta. \] (29)

In terms of the tensor (3), we can rewrite this as
\[ \{ \cdots \} = 2k^{(j)} k^{(j)} e_{\alpha\beta} - i k^{(j)} \partial^2 u_\beta. \] (30)

Therefore the elastic energy density for fixed amplitudes is for each mode \( j \)
\[ f^{(j)}_{\text{nonlocal}} = |A_{j,0}|^2 \{ \cdots \}^2 \]
\[ = 4|A_{j,0}|^2 (k^{(j)} k^{(j)} e_{\alpha\beta})^2 + |A_{j,0}|^2 (k^{(j)} \partial^2 u_\beta)^2. \] (31)

The first term corresponds to an elastic term, the second to a strain gradient contribution. For long wave distortions, the second term is negligible and will not be considered here. Whereas the energy expression for the individual modes contains the strain tensor \( \tilde{e}_{ij} \), which may be somewhat unexpected from point of view of elasticity, the situation changes if we sum over the three modes. We then get for the elastic term
\[ f^{(j)}_{\text{nonlocal}} = 3|A_0|^2 \tilde{\Lambda}, \] (32)
with
\[ \tilde{\Lambda} = \frac{3}{2} \tilde{e}_{xx}^2 + \frac{1}{2} \tilde{e}_{yy}^2 + 2\tilde{e}_{xy}^2 + \tilde{e}_{sx} \tilde{e}_{sy}. \] (33)

Here we skipped the strain gradient term and assumed that all amplitudes have the same magnitude \( |A_{j,0}| = |A_0| \). This expression is analogous to the one in Refs. [9,10], which contain an incorrect sign in the definition of the displacement. Therefore here the Eulerian variant of the strain tensor appears. This correction is important as it reflects that materials get stiffer (softer) under compression (tension), and not vice versa. For the present case of triangular systems, this expression coincides with the one defined through the Euler-Almansi strain,
\[ \Delta = \frac{3}{2} \tilde{e}_{xx}^2 + \frac{1}{2} \tilde{e}_{yy}^2 + 2\tilde{e}_{xy}^2 + \tilde{e}_{sx} \tilde{e}_{sy}, \] (34)
hence \( \Delta = \tilde{\Lambda} \) and we explain this coincidence in Sec. V in detail. This implies again that for constant amplitudes the nonlinear elasticity is described entirely through geometric nonlinearity.

In Fig. 3, we show the elastic energy for the particular case of isotropic straining as a function of the lattice constant, \( a/a_0 \), where the geometric nonlinearity results in the material indeed becoming stiffer (softer) under compression (tension). The Eulerian strains are
\[ e_{xx} = e_{yy} = \frac{a - a_0}{a} - \frac{1}{2} \left( \frac{a - a_0}{a} \right)^2, \quad e_{xy} = 0. \] (35)

If we now take the situation of isotropic deformation and also minimise the energy with respect to the amplitudes, all of them change their magnitude equally due to symmetry. Hence we have \( A_j = A_{j,0} \exp(-i k^{(j)} \cdot u) \) with the same real and positive value \( A_0 = -A_{1,0} = A_{2,0} = A_{3,0} \). Evaluation of the free energy density \( f = f_{\text{local}} + f_{\text{nonlocal}} \) and minimization with respect to \( A_0 \) gives
\[ A_0(\Delta) = \frac{1}{2} \left( \tilde{\psi} + \sqrt{3 \tilde{\psi}^2 + 15(\Gamma - \Delta)} \right), \] (36)
which is the same as in Ref. [9], written here for the case \( \tilde{\psi} > 0 \). We note that for large values of \( \epsilon \gg \Delta \) the amplitudes hardly change with the strain, and then geometric nonlinearity is essentially the only source for deviations from linear elasticity, as before in the one-dimensional case. The energy density is (again for general values of \( \epsilon \) and \( \Delta \))
\[ f(\Delta) = \frac{45}{2} A_0^3(\Delta) - 12 \tilde{\psi} A_0^3(\Delta) - 3(\Gamma - \Delta) A_0^2(\Delta), \] (37)
which is valid for isotropic deformation. Again the strain dependent amplitudes lead to physical nonlinearity. Due to the amplitude as additional degree of freedom, which is used here for minimization, the energy is lower than for fixed amplitude, see Fig. 3.

The assumption of all amplitudes being the same in magnitude is valid for isotropic deformation only. Although the expression involving \( \Delta \) may suggest that it holds also for other cases, this is not the case. For anisotropic deformation, the amplitudes will in general change differently as a function of the applied strain.

For general amplitudes \( A_j = A_{j,0} \exp(-i k^{(j)} \cdot u) \), the nonlocal energy contribution becomes
\[ f_{\text{nonlocal}} = 4|A_{1,0}|^2 \tilde{e}_{yy}^2 + 4|A_{2,0}|^2 \left( \frac{3}{4} \tilde{e}_{xx} - \frac{\sqrt{3}}{2} \tilde{e}_{xy} + \frac{1}{4} \tilde{e}_{yy} \right)^2 \]
\[ + 4|A_{3,0}|^2 \left( \frac{3}{4} \tilde{e}_{xx} + \frac{\sqrt{3}}{2} \tilde{e}_{xy} + \frac{1}{4} \tilde{e}_{yy} \right)^2. \] (38)
From now on we assume that all prefactors $A_{ij,0}$ are real. Then the local energy density reads

$$f_{\text{local}} = -\Gamma(A^2 + 2B^2) + \frac{\Gamma}{6}(A^d + 6B^d + 8A^2B^2) + 12AB^2\psi$$

and

$$f_{\text{nonlocal}} = \frac{2}{3}B^2\bar{\epsilon}_{xx}^2.$$

Minimization of $f$ has to be performed with respect to $A$ and $B$. From the minimization with respect to $A$, we get

$$B = \sqrt{\frac{\Gamma - 3A^2}{2\Delta + \psi}}.$$

where we have chosen the branch $B > 0$. From the minimization with respect to $B$, we get the condition

$$-4\Gamma + 36B^2 + 24A^2 + 24AB\psi + 9\bar{\epsilon}_{xx}^2 = 0.$$

Figure 4 shows the amplitudes as a function of the applied strain. As one can see the amplitudes indeed depend differently on the strain. The mode related to $k^{(1)}$, which has a RLV perpendicular to the applied load, increases in magnitude as a function of strain; this mode does not carry elastic energy, therefore its increase in magnitude is not penalized. In contrast, the other two modes decrease in magnitude, and more strongly than in the isotropic approximation.

The energy density can then be written as

$$f = f - \frac{1}{2}\partial f\partial B = -\Gamma A^2 + \frac{3}{2}A^d - 9B^d,$$

where the partial derivative is zero by the minimization condition and leads to the first identity. The total energy as a function of the uniaxial change of the lattice constant is shown in Fig. 5. As expected, the energy is lower in the full anisotropic description compared to the isotropic approximation. The reason is that we allow for additional degrees of freedom, $A \neq -B$, which allow to further reduce the energy. By this, the contribution of physical nonlinearity to the elastic response becomes more important.

V. BODY-CENTERED CUBIC MATERIALS

The body-centred cubic (bcc) phase exists in equilibrium in some parameter regions of the three-dimensional phase field crystal model. Again, we use a one-mode approximation according to Eq. (20), this time summing over $N = 6$ normalized reciprocal lattice vectors,

$$k_{i10} = \begin{pmatrix} 1/\sqrt{2} \\ 1/\sqrt{2} \\ 0 \end{pmatrix}, \quad k_{i01} = \begin{pmatrix} 1/\sqrt{2} \\ 0 \\ 1/\sqrt{2} \end{pmatrix},$$

$$k_{011} = \begin{pmatrix} 0 \\ 1/\sqrt{2} \\ 1/\sqrt{2} \end{pmatrix}, \quad k_{101} = \begin{pmatrix} 1/\sqrt{2} \\ 0 \\ -1/\sqrt{2} \end{pmatrix}, \quad k_{011} = \begin{pmatrix} 1/\sqrt{2} \\ -1/\sqrt{2} \end{pmatrix}.$$
Similarly to above, we get by insertion into the free energy and orthogonality (see Appendix and Refs. [13,15])

\[
F = \int d\mathbf{r} \left\{ 4 \sum_{j=1}^{6} |\mathbf{A}_j| \mathbf{A}_j^* \mathbf{A}_j^* + (3\psi^2 - \epsilon) \sum_{j=1}^{6} \mathbf{A}_j \mathbf{A}_j^* \right\} + 3 \left\{ \left( \sum_{j=1}^{6} \mathbf{A}_j \mathbf{A}_j^* \right)^2 - \frac{1}{2} \sum_{j=1}^{6} |\mathbf{A}_j|^4 \right\}
\]

for fixed amplitudes \( A_0 \) and therefore quadratic in the strains \( \epsilon_{ij} \). As before, this gives rise to the geometric nonlinearity, see Fig. 6.

We point out that here only the strain tensor \( \tilde{\epsilon}_{ij} \) as defined in Eq. (3) allows the compact notation of the elastic energy through \( \Delta \), similar to the two-dimensional case. In contrast, it is here not possible to represent the elastic energy in terms of \( \Delta \) directly, which is defined via the Euler strains \( e_{ij} \). The reason is that in the two-dimensional triangular case (indicated here through the (identical) traces of the tensors \( e \) and \( \tilde{e} \) or powers of them. Explicitly, one gets from Eqs. (33) and (34)

\[
\Delta^{\text{in}} = \text{tr}(e^2) + \frac{1}{4}\text{tr}(\tilde{e}^2),
\]

\[
\Delta^{\text{in}} = \text{tr}(e^2) + \frac{1}{4}\text{tr}(\tilde{e}^2),
\]

indicating elastic isotropy [20]. In contrast, for the bcc system, we cannot expect the equality of \( \Delta \) and \( \Delta \) due to the cubic symmetry. Indeed, such a representation is not possible for the three-dimensional bcc expression (49) and an analogous term \( \Delta \) involving \( e_{ij} \). One can readily check that the equivalence of \( \Delta \) and \( \Delta \) fails for specific situations with nonvanishing shear.

For an isotropic deformation \( e_{ij} = e_{ij} \delta_{ij} \), we can identify in the small strain regime (where all strain tensors coincide and the deformed and reference volume are the same) the bulk modulus \( K \) by the comparison with the elastic part of the energy \( F_{\text{nonlocal}} = 9KV e_{xx}^2/2 \) as \( K = 16|A_0|^2/3 \).

In the following, we relax the amplitudes to obtain physical nonlinearity, first again for the isotropic and then an anisotropic situation. If we minimise the energy (50) with respect to \( A_0 \) in the isotropic case, it becomes a function of \( \Delta \). Explicitly, we get

\[
A_0(\Delta) = \frac{1}{4\pi}(-6\psi + \sqrt{3\sqrt{15\epsilon - 33\psi^2 - 10\Delta}}).
\]

In this case, the free energy becomes a nonlinear function of \( \Delta \), see Fig. 6. This is important, as through the quadratic nature of \( \tilde{\Delta} \) the elastic energy is symmetric if plotted versus the isotropic strain \( \tilde{\epsilon}_{xx} = \tilde{\epsilon}_{yy} \), even with strain dependent amplitudes. Already at this point we mention that this outcome suggests to inspect the elastic energy of real materials as a function of \( \tilde{\epsilon}_{ij} \) instead of the Lagrangian variant \( e_{ij} \). This will be pursued in the following section.
and its effect on the free energy. We use a homogeneous uniaxial strain relaxation (physical nonlinearity) is weaker than for the previous one- and two-dimensional cases, where we used a lower relaxation. We find here a rather small range of strains before the phase becomes unstable. This is related to the narrow single phase region of bcc in the phase diagram. Also, the influence of anisotropic versus isotropic amplitude relaxation is lower than for the two-dimensional triangular model. However, we recall that already a decrease of few percent in the free energy can significantly influence phase coexistence regimes. In the low-temperature limit, the nonlinear elastic energy stems from geometric nonlinearity alone, and then the elastic energy becomes a quadratic function of the strain components $\varepsilon_{ij}$. This prediction will be compared to \textit{ab initio} results in the following section.

We conclude the analysis similar to the previous two-dimensional case with the situation of an anisotropic strain, where the amplitudes depend differently on the mechanical load. We use a homogeneous uniaxial strain $e_{xx} = \bar{e}_{xx}$, assuming that all other strain components $\varepsilon_{ij}$ vanish. In this case, the amplitudes group into two sets, having the same magnitude in each of these groups. The first set contains amplitudes with $k_j \cdot \hat{x} = 0$, namely $A := A_{011,0} = A_{011,0}$. The remaining amplitudes with $k_j \cdot \hat{x} \neq 0$ have the same magnitude, denoted as $B$, i.e., $B := A_{110,0} = A_{110,0} = A_{101,0} = A_{101,0}$. With $\bar{\Delta} = \bar{e}_{xx}^2$ we obtain the free energy density

$$f = 9A^4 + 48AB^2 + 2A^2\bar{\Delta}(72B^2 - 2\varepsilon + 6\bar{\psi}^2)$$

$$+ \frac{3}{4}[216B^4 + \bar{\psi}^2(2 - 2\varepsilon + \bar{\psi}^2)]$$

$$+ 16B^2(\bar{\Delta} - \varepsilon + 3\bar{\psi}^2).$$

By minimization with respect to $A$ and $B$ we obtain the strain dependent amplitudes. The isotropic and anisotropic amplitude relaxation is shown in Fig. 7 and its effect on the free energy in Fig. 8.

For the used parameters, the influence of the amplitude relaxation (physical nonlinearity) is weaker than for the previous one- and two-dimensional cases, where we used a lower undercooling $\varepsilon$. For smaller values of $\varepsilon$, we find here a rather small range of strains before the phase becomes unstable. This is related to the narrow single phase region of bcc in the phase diagram. Also, the influence of anisotropic versus isotropic amplitude relaxation is lower than for the two-dimensional triangular model. However, we recall that already a decrease of few percent in the free energy can significantly influence phase coexistence regimes. In the low-temperature limit, the nonlinear elastic energy stems from geometric nonlinearity alone, and then the elastic energy becomes a quadratic function of the strain components $\varepsilon_{ij}$. This prediction will be compared to \textit{ab initio} results in the following section.

VI. THE BIRCH-MURNAGHAN EQUATION: COMPARISON WITH AB INITIO SIMULATIONS

The Murnaghan [29] and Birch-Murnaghan equations of state [30] are used to describe the nonlinear response under isotropic stretching or compression. They are frequently used to fit \textit{ab initio} data for energy-volume curves. Birch [30] emphasises the importance of the distinction between Lagrangian and Eulerian descriptions and notes that the representation is simpler in the Eulerian frame. Our findings support this concept from a PFC perspective. It is therefore the goal of this section to compare the PFC model with the classical equations for energy-volume curves and to further link it to \textit{ab initio} calculated energy-strain curves of elementary bcc systems and graphene.

The Birch-Murnaghan model describes the energy as a function of volume as

$$E_{BM}(V) = E_0 + \frac{9V_0K}{16} \left[ \left( \frac{V_0}{V} \right)^{2/3} - 1 \right]^3 K'$$

$$+ \left[ \left( \frac{V_0}{V} \right)^{2/3} - 1 \right]^2 \left( 6 - 4 \left( \frac{V_0}{V} \right)^{2/3} \right).$$

Here, $V_0$ is the equilibrium volume, $V$ the actual volume of the isotropically deformed system, $K$ the zero pressure bulk modulus and $K' = (dK/dP)_{P=0}$ the derivative of the bulk modulus. The latter quantity is (usually) positive, as materials get stiffer under compression. The above equation is applicable for three dimensions.

One can derive the pressure for the present isotropic case from the standard thermodynamic relation

$$P = -\left( \frac{\partial E_{BM}}{\partial V} \right)_{N,T}$$

and from this get the bulk modulus as

$$K(V) = -V \left( \frac{\partial P}{\partial V} \right)_{N,T}.$$
In the limit of vanishing pressure, i.e., for $V \to V_0$, one gets the leading contribution, which is denoted above as a constant $K'$. The derivative of the bulk modulus for zero pressure then follows from

$$K' = \lim_{V \to V_0} \frac{\partial K(V)}{\partial V} \bigg|_{V=V_0}.$$ (58)

In order to link this equation to the phase field crystal model, we rewrite the Birch-Murnaghan expression (55) in terms of the Eulerian strain,

$$e_{xx} = e_{yy} = e_{zz} = \frac{a - a_0}{a} - \frac{1}{2} \left( \frac{a - a_0}{a} \right)^2 = \frac{a^2 - a_0^2}{2a^2}.$$ (59)

Here we particularly have $e_{xx} = e_{yy} = e_{zz} = e_{xx}$. With $V = a^3$ and $V_0 = a_0^3$ we therefore get in three dimensions

$$\left( \frac{V_0}{V} \right)^{\frac{3}{2}} = 1 - 2e_{xx}$$ (60)

and arrive at the compact representation

$$E_{BM}(e_{xx}) = \frac{9}{2} K V_0 e_{xx}^2 \left[ 1 + (4 - K') e_{xx} \right].$$ (61)

For small strains $|e_{xx}| \ll 1$, it reduces to the usual linear elastic energy $E_{BM}(V) \approx 9 K V_0 e_{xx}^2/2$. For many materials, the bulk modulus derivative turns out to be close to $K' = 4$, and in this case, we obtain the simple expression

$$E_{BM,K'=4}(e_{xx}) = \frac{9}{2} K V_0 e_{xx}^2,$$ (62)

which also holds in the nonlinear regime. Notice that the reference volume $V_0$ instead of the actual volume $V$ appears here. As will be shown below, this formula fits very well the *ab initio* data for various elemental metals. From Eq. (61), we see that deviations from $K' = 4$ break the symmetry between compression and expansion $e_{xx} \to -e_{xx}$.

The older Murnaghan model [29] is given by

$$E_M(V) = E_0 + K V_0 \left[ \frac{1}{K(K' - 1)} \left( \frac{V}{V_0} \right)^{1-K'} - \frac{1}{K'} \left( \frac{V}{V_0} \right) - \frac{1}{K' - 1} \right].$$ (63)

Expanding it in terms of the Euler strain gives

$$E_M(e_{xx}) = \frac{9}{2} K V_0 e_{xx}^2 \left[ 1 + (4 - K') e_{xx} \right]
+ \frac{1}{12} (143 - 63 K' + 9 K'^2) e_{xx}^2 + O(e_{xx}^3).$$ (64)

It agrees with the Birch-Murnaghan model up to third order in $e_{xx}$.

In comparison, the three-dimensional bcc phase field crystal model with constant amplitudes delivers the comparable expression for the averaged elastic free energy density

$$f_{PFC}(e_{xx}) = \frac{9}{2} K e_{xx}^2,$$ (65)

with the identification $K = 16 |a_0|^2/3$. In the spirit of the discussion in Sec. II B, we can therefore conclude that the phase field crystal is analogous to the Birch-Murnaghan model for $K' = 4$ in the low-temperature limit. This includes in particular that the elastic energy is symmetric with respect to the Eulerian strain for bulk deformation. As discussed before, the effect of strain dependent amplitudes for isotropic deformation can lower the elastic energy, which can lead to deviations from the Birch-Murnaghan curve. Still, the PFC energy will remain quadratic in the strains, and therefore in particular symmetric under the exchange $e_{xx} \to -e_{xx}$. Hence it affects only higher-order corrections of the elastic energy starting at $O(e_{xx}^4)$. This effect is most pronounced for small values of $\varepsilon$, which corresponds to high temperatures.

To shed light on the specific value $K' = 4$, which is suggested by the three-dimensional PFC model, we performed nonmagnetic *ab initio* simulations for various bcc elements. $T = 0 \text{ K}$ results for the total energy as a function of the lattice constant are shown in Fig. 9. If we present these data as a function of the Eulerian strain, we find that they become symmetric for many metals apart from lithium. This symmetry corresponds to $K' = 4$ in the Murnaghan models, in agreement with the PFC prediction. The exception Li has a slight asymmetry and a value of $K' \approx 3.5$. We note that the fitted values of $K'$ have an uncertainty, as can be seen from the (small) difference between Li and the other elements. The main conclusion is that the shown bcc elements essentially lead to a parabolic curve if represented in terms of the Euler strain, which means that $K'$ is at least not too far from $K' = 4$. Fitting the bulk modulus from the curvature near the minimum therefore allows to reduce all data (apart from Li) to one curve, see Fig. 10. In essence, we can therefore conclude that the PFC and amplitude equations models, which predict $K' = 4$ for bcc, are able to capture well the low-temperature nonlinear elasticity for various elements. For these low-temperature applications, a large value of $\varepsilon \gg \Delta$ has to be chosen, such that the amplitudes are essentially strain independent. By adjusting the value of $q_0$ according to the equilibrium lattice constant, $q_0 = 2\pi/a_0$, and multiplying the phase field crystal energy with a dimensional energy prefactor, one matches the bulk modulus of each element.

We can exploit the comparison between the phase field crystal and the *ab initio* calculations even further. For uniaxial stretching in [100] direction, we can again predict the elastic energy and compare it to the $T = 0 \text{ K}$ results. The continuum theory predicts that the energy should be linear in $\Delta = e_{xx}^2 = \Delta = e_{xx}^2$ in the low-temperature regime. The
the (standard) PFC model gives a loadings. The for the isotropic stretching should be six times larger than different slope due to violations of the Cauchy relation. solid line. For uniaxial loading, the data also collapse onto a straight (dashed) line both for tension and compression but exhibit a slightly different slope due to violations of the Cauchy relation.

FIG. 10. Elastic energy as a function of the isotropic Eulerian strain for various elemental metals, normalised to the bulk modulus. All data collapse to a simple Master curve $E = 9K V_0 e_{11}^2 / 2$, which is equivalent to the Birch-Murnaghan model with $K' = 4$ (continuous black curve). Lithium slightly deviates from this curve and has a value of $K' \approx 3.5$.

ab initio data for tungsten fully confirms this expectation, see Fig. 11. Also, the behavior is symmetric under tension and compression in this representation, as the data (open and filled squares) falls onto a single straight line. Moreover, from the definition of $\Delta$ in Eq. (49), we expect that the elastic energy for the isotropic stretching should be six times larger than for the uniaxial stretching for the same value of $e_{11}$, as then $\Delta = 6e_{11}^2$. Figure 11 therefore also contains the previous data for tungsten for isotropic straining, both in the compressive and tensile regime (open and filled circles, respectively). The describing straight line has a similar, but slightly different slope compared to the uniaxial case. We attribute this to slight deviations from the Cauchy relation $C_{12} = C_{44}$ for tungsten; this relation is exactly fulfilled in the PFC model [13]. Still, the PFC model gives an excellent description also for this type of mechanical loading.

FIG. 11. Uniaxial and isotropic straining of tungsten. The normalized elastic energy is shown versus the parameter $\Delta = \Delta_0$ for these loadings. The ab initio data fall on a straight line for compression and tension for isotropic loading; the theoretical prediction is the solid line. For uniaxial loading, the data also collapse onto a straight (dashed) line both for tension and compression but exhibit a slightly different slope due to violations of the Cauchy relation.

Analogous to the three-dimensional expression (61), we can propose a similar expression for two dimensions. For that we start with the ansatz

$$E_{2D} = 2K_{2D}V_0e_{11}^2[1 + \alpha(\beta - K'_{2D})e_{11}],$$

(66)

where the undeformed two-dimensional volume is $V_0 = a_0^2$, in comparison to the deformed volume $V = a^2$. We note that the choice of the global prefactor 2 is here a matter of choice and only rescales the two-dimensional bulk modulus $K_{2D}$, which is not in the focus of the present investigations. The nonlinear Euler strain is

$$e_{xx} = \bar{e}_{xx} = e_{yy} = \bar{e}_{yy} = \frac{1}{2}\left(1 - \frac{V_0}{V}\right),$$

(67)

and all other strain components vanish for an isotropic deformation. The coefficients $\alpha$ and $\beta$ in Eq. (66) are determined by the requirement that the zero strain bulk modulus derivative (58) is recovered. From this, we get $\alpha = 2/3$ and $\beta = 5$. This can be compared with the low-temperature limit $\varepsilon \gg \Delta$ of the 2D PFC result (32),

$$f_{\text{PFC},2D} = \frac{1}{4}K_{2D}e_{xx}^2,$$

(68)

where a term, which is cubic in the strain $e_{11}$, does not appear for constant amplitudes. Here we have identified $K_{2D} = 24|A_0|^2$. These results therefore suggest $K'_{2D} = 5$.

We have performed ab initio simulations of graphene for isotropic deformation, $e_{xx} = e_{yy}$. The data, plotted versus the Euler strain $e_{11}$, is shown in Fig. 12. The functional form is again very close to the parabolic (and symmetric) form (68), but shows a small asymmetry, which can be fitted by $K'_{2D} \approx 4.3$ in Eq. (66). The deviation may be due to the effect that the graphene structure deviates from the triangular structure of the 2D PFC model. The extension of the analysis to the recent graphene model [7] may shed light on this issue. Still, we can conclude from Fig. 12 that the (standard) PFC model gives a good description of the elastic response in a wide strain regime also for graphene.
VII. SUMMARY AND CONCLUSIONS

We have analyzed the nonlinear elastic response of the phase field crystal in one, two, and three dimensions for different crystal structures. First, we have elaborated that the proper interpretation of (nonlinear) elasticity is via the energy density in the PFC model, which has to be compared to the energy per unit cell for discrete atomistic descriptions.

A natural outcome of the differential operators in the amplitude equation formulation of the PFC model is the appearance of geometric nonlinearity. For elevated temperatures, additional physical nonlinearity appears, which shows up via strain dependent amplitudes and can be understood as precursors of stress induced melting.

Both with and without physical nonlinearity the response to deformation can be described through the nonlinear strain tensor $\tilde{\varepsilon}_{ij}$, as given by Eq. (3), which is based on the right Cauchy-Green deformation tensor. For the one- and two-dimensional cases and isotropic loading, the elastic response can equivalently be described through the Euler-Almansi tensor $\varepsilon_{ij}$, but this is not the case for bcc ordering. In general, the phase field crystal model has to be interpreted as a Eulerian description of elasticity. A particular outcome is that the nonlinear elastic energy depends on the strain tensor components $\tilde{\varepsilon}_{ij}$ in a symmetric way under compression and tension, as expressed through the dimensionless quantity $\Delta$.

As mentioned before, the use of the one-mode expansion is an approximation to the PFC model, which is frequently used in the context of phase stability and deformation modeling and is known to lead to good descriptions in a wide parameter range. Within this framework, we find a description of nonlinear elasticity which can be connected both to continuum descriptions as well as ab initio simulations. Nevertheless, the inclusion of additional higher harmonics may result in more precise descriptions of the density profiles, leading to more complex expressions also for the elastic response. Typically, this will give only small corrections to the leading terms derived in the present paper. Still, such deviations may effectively lead also to other functional forms of the energy-volume curves beyond a renormalization of the bulk modulus derivative $K'$ in the Birch-Murnaghan expression. Conversely, the agreement of the amplitude predictions for the nonlinear elasticity with the ab initio results is a strong argument for this model also independently of the PFC background. We will further investigate this and similar issues in the future.

In the low-temperature limit, the PFC amplitude equations predictions for energy-volume curves coincide with the Birch-Murnaghan expression in three dimensions with bulk modulus derivative $K' = 4$, and $K'_{2D} = 5$ in two dimensions. These suggested values are in good agreement with ab initio calculated energy-volume curves for various nonmagnetic bcc elements and graphene. Also, other deformation like large uniaxial strains are well described by the PFC model. We can therefore conclude that the phenomenological PFC model and in particular the derived amplitude equations are well suitable to describe nonlinear elastic deformation.

It is quite remarkable that the heuristic PFC model in its simplest form and the associated amplitude equations can capture a wide range of nonlinear elastic response so well, as compared to electronic structure calculations. It suggests that the effect of elastic deformation is already well described by the effective atom densities, which are the basis for the classical density functional theory and therefore the PFC model. Moreover, the results indicate that the one-mode approximation is particularly good for the bcc elements. It is known that the representation of, e.g., fcc requires to include more modes and reciprocal lattice vectors [37]. More generally, such considerations and the inclusion of additional parameters in the PFC model may allow to tune the value of $K'$ and will be subject of future research activities.
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APPENDIX: DERIVATION OF THE AMPLITUDE EQUATIONS

We use here a derivation of the amplitude equations, which starts directly from the energy functional instead from the evolution equations, following the approach in Ref. [9]. This offers a direct way to obtain the proper equations without the need to create a generating functional a posteriori [15]. We also point out that the rotationally invariant different operator, which is frequently found in amplitude equations comes out automatically, without the need to justify it from more complex renormalization group theory approaches [38,39]. We briefly illustrate this for the two-dimensional triangular model and then give the result for the three-dimensional bcc case, which can be obtained similarly.

We start from the PFC energy functional (4) for $q_0 = 1$. The amplitude expansion is written according to Eq. (20) with the reciprocal lattice vectors given in (21). To get the amplitude equation energy functional, we insert the one-mode approximation into the PFC energy and assume that the amplitudes are varying on a scale much larger than $1/q_0$. Then we get under the assumption that the system volume $V$ is a multiple of the lattice unit

$$
\int_V f((A_j)) \exp(i \mathbf{k} \cdot \mathbf{r}) d\mathbf{r} = \int_V f((A_j)) \chi_{k_0} d\mathbf{r} \quad (A1)
$$

for any slow function $f((A_j))$ of the amplitudes. In particular, this step includes the averaging over unit cells.
For the quartic term

\[ F_4 := \frac{1}{4} \int d\mathbf{r} \psi^4, \]  

(A2)

only terms, which belong to a closed polygon of RLVs, contribute. In the following, we decompose \( F_4 = F_{44} + F_{43} + F_{42} + F_{40} \), where the second subscript denotes the order of the amplitudes.

For the contribution, which is quartic in the amplitudes \( A_j \), there are two types of RLV configurations, namely \( k^{(i)} - k^{(j)} + k^{(i)} - k^{(j)} = 0 \) and \( k^{(i)} - k^{(j)} + k^{(j)} - k^{(i)} = 0 \) with \( i \neq j \). Forming all possible combinations, we get for this

\[ F_{44}/V = \frac{1}{4} (6|A_1|^4 + 6|A_2|^4 + 6|A_3|^4 + 24|A_1|^2|A_2|^2 + 24|A_1|^2|A_3|^2 + 24|A_2|^2|A_3|^2). \]  

(A3)

For each product of amplitudes, which leads to a closed polygon of reciprocal lattice vectors, we have to count the number of combinations with which it appears in the term proportional to \( \psi^4 \). For the products, which consist of \( A_1^2 A_2^2 \), we therefore have to arrange all possible combinations of these four factors. The coefficient 6 appears because there are \( 4 \times 3/2 \) possibilities for placing the amplitude \( A_j \) twice, and the remaining two places in a product are occupied by \( A_j^* \). For the mixed terms, we get \( 4 \times 3 \times 2 \times 1 = 24 \) possibilities to arrange \( A_1, A_1^*, A_2, A_2^* \). This completes the calculation of the quartic terms.

The cubic terms are also generated by \( F_4 \). Here the only closed polygon is \( k^{(i)} + k^{(j)} + k^{(k)} = 0 \), hence we get terms containing \( A_1 A_2 A_3 \) and \( A_1^* A_2^* A_3^* \). Notice that one of the amplitudes \( (A_1) \) is negative, hence these products are negative for positive \( \psi \), see Eq. (22). This is necessary to stabilise the solid phase. We get

\[ F_{33}/V = \frac{1}{4} \tilde{\psi} (24A_1 A_2 A_3 + 24 A_1^* A_2^* A_3^*). \]  

(A4)

We have \( 4 \times 3 \times 2 \times 1 \) possibilities to arrange the four factors \( A_1, A_2, A_3, \tilde{\psi} \) or \( A_1^*, A_2^*, A_3^*, \tilde{\psi} \).

The quadratic terms stem from the \( \psi^4, \psi^2 \) and the gradient term. We start with \( F_{22} \). Only combinations of antiparallel reciprocal lattice vectors contribute here. We get

\[ F_{32}/V = \frac{1}{2} \tilde{\psi}^2 (12|A_1|^2 + 12|A_2|^2 + 12|A_3|^2), \]  

(A5)

with \( 12 \times 3 \times 2 \times 2 \) for choosing the positions of the individual factors in a product of \( 2 \times \tilde{\psi}, A, A^* \).

There is no contribution of the type \( F_{41} \), as the oscillating factors cancel. However, there is a term \( F_{40} \), which only involves the constant contributions,

\[ F_{40}/V = \frac{1}{2} \tilde{\psi}^4. \]  

(A6)

The local quadratic energy is defined as

\[ F_2 := \frac{1}{2} (1 - \varepsilon) \int d\mathbf{r} \psi^2. \]  

(A7)

It gives

\[ F_2/V = \frac{1}{2} (1 - \varepsilon)(2|A_1|^2 + 2|A_2|^2 + 2|A_3|^2 + \tilde{\psi}^2). \]  

(A8)

The most difficult term is the one that contains gradients of \( \psi \). It leads both to terms which are local and nonlocal in the amplitudes. It is defined as

\[ F_{\text{grad}} = \int f_{\text{grad}} d\mathbf{r} = \int \left( \frac{\psi}{2} (\nabla^4 \psi + 2\nabla^2 \psi) \right) d\mathbf{r} \]

\[ = F_{\text{grad}, A} + F_{\text{grad}, \nabla A}. \]  

(A9)

The term \( F_{\text{grad}, A} \) contains only the terms which are local in \( A \), because the differentiation acts on the exponential term in the product rule. Then, each differentiation simply brings down a factor \( \pm i \mathbf{k} \), and we get with \( |\mathbf{k}| = 1 \),

\[ F_{\text{grad}, A} = \int \left[ 2 \times \frac{1}{2} (|A_1|^2 + |A_2|^2 + |A_3|^2) \right] d\mathbf{r} \]

\[ = - \int (|A_1|^2 + |A_2|^2 + |A_3|^2) d\mathbf{r}, \]  

(A10)

where again we retained only the term which do not contain fast oscillating factors. The factor 2 \( \times \) comes from the fact that each combination \( A_1 A_2 \) can be obtained with either \( A_1^* \) or \( A_1 \), being in front in a product \( \psi^2 \).

Altogether, the local terms therefore form the “double well potential”, in analogy to classical phase field models. It is given by

\[ F_{dw} = F_{44} + F_{43} + F_{42} + F_{40} + F_2 + F_{\text{grad}, A}, \]

\[ = \int d\mathbf{r} \left[ \frac{3}{2} |A_1|^4 + \frac{3}{2} |A_2|^4 + \frac{3}{2} |A_3|^4 + 6|A_1|^2|A_2|^2 + 6|A_1|^2|A_3|^2 + 6|A_2|^2|A_3|^2 + \tilde{\psi} (6A_1 A_2 A_3 + 6 A_1^* A_2^* A_3^*) \right. \]

\[ + (3\tilde{\psi}^2 - \varepsilon)(|A_1|^2 + |A_2|^2 + |A_3|^2) \]

\[ + \left. \frac{1}{2} (1 - \varepsilon)\tilde{\psi}^4 \right] \]

(A11)

which coincides with Chan’s and Goldenfeld’s result [9], apart from the terms independent of the amplitudes. We point out that they are not relevant for the amplitude dynamics, as they vanish during the variational derivative. However, these terms still influence the energy and are therefore required to compare the PFC energy (4) with the one expressed through the amplitudes.

For evaluating the nonlocal terms in \( A \), we perform an integration by part of \( F_{\text{grad}} \) and retain afterwards only the derivatives acting on \( A \), not on the exponential factor, which are already covered by \( F_{\text{grad}, A} \) (the previous local contribution is the same whether we use the integration by part or not). Hence

\[ F_{\text{grad}} = \int \left( \frac{1}{2} (\nabla^2 \psi^2 - (\nabla \psi)^2) \right) d\mathbf{r}. \]  

(A12)

From this, we get

\[ F_{\text{grad}, \nabla A} = \int \sum_{j=1}^{3} (|\nabla^2 + 2i\mathbf{k}^{(j)} \cdot \nabla|) A_j|^2 d\mathbf{r}, \]  

(A13)
where again we retain only the terms which contain gradients of the amplitudes. With \( L_j = \nabla^2 + 2i\mathbf{k}^{(j)} \cdot \nabla \) therefore altogether
\[
F = \int dx \left\{ \sum_{j=1}^{3} |L_j A_j|^2 + \frac{3}{2} |A_1|^4 + \frac{3}{2} |A_2|^4 + \frac{3}{2} |A_3|^4 \\
+ 6 |A_1|^2 |A_2|^2 + 6 |A_1|^2 |A_3|^2 + 6 |A_2|^2 |A_3|^2 \\
+ \bar{\psi}(6 A_1 A_2 A_3 + 6 A_1^* A_2^* A_3^*) + (3\bar{\psi}^2 - \epsilon) |A_1|^2 \\
+ |A_2|^2 + |A_3|^2 + \frac{1}{2}(1-\epsilon)\bar{\psi}^2 + \frac{1}{4} \bar{\psi}^4 \right\}. 
\tag{A14}
\]
Apart from the last two amplitude independent terms this expression is the same as in Eq. (23). Alternatively, we express the differential operator as \( L_j = 2i \nabla_j \) using
\[
\nabla_j = \mathbf{k}^{(j)} \cdot \nabla - \frac{i}{2q_0} \nabla^2 
\tag{A15}
\]
with \( q_0 = |\mathbf{k}^{(j)}| \).

For the three-dimensional bcc model, we can proceed in the same way. We start from the same phase field crystal model, but this time with the reciprocal lattice vectors given in (45). Notice that \( \bar{\psi} \) is assumed to be negative there, in agreement with the calculation by Wu and Karma [14,15]. By inserting the amplitude expansion into the functional and integrating over multiples of the unit cells we obtain similarly to above the functional (46).