Determination of the adsorption geometry of PTCDA on the Cu(100) surface
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The adsorption geometry, namely the height and the site, of 3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA) on the Cu(100) surface was determined by the normal incidence x-ray standing wave (NIXSW) technique including triangulation. The two PTCDA molecules in the superstructure unit cell, which have perpendicular azimuthal orientation, are both located at bridge sites, the long molecular axis being parallel to the bridge. Carboxylic oxygen atoms and several atoms of the carbon backbone are located close to on-top positions. The vertical distortion motif of PTCDA on Cu(100) differs from that on the three low-index Ag surfaces, because significant downward displacement of the carboxylic oxygen atoms is lacking. In particular, the carbon backbone of PTCDA adsorbs closer to the surface than extrapolated from Ag data. This suggests a relative increase of the attractive interactions between the carbon backbone of PTCDA and the Cu(100) surface versus the attractive interactions on the carboxylic oxygen atoms.
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I. INTRODUCTION

The bonding between extended aromatic molecules and metal surfaces is complex, because several different interactions such as local covalent bonding, the more delocalized metal surfaces is complex, because several different interac-
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and van der Waals forces can be involved [1]. Moreover, the correct description of the bonding by theory is still a challenge, because the inclusion of long-range correlation effects, such as the van der Waals attraction, into density functional theory (DFT) is difficult, and also because the self-interaction error of DFT is particular severe for molecular systems [2]. Therefore it is essential to gain a precise knowledge of the key experimental observable, i.e., the geometric structure of the molecule-metal interface including both the lateral arrangement of the molecules and the intramolecular distortion, because the various interactions manifest themselves in the geometric structure.

PTCDA adsorbed on metal single crystals is one of the best investigated model systems in this context [3]. In particular, the geometric structures of PTCDA on Au(111) [4], Ag(111) [5–9], Ag(100) [10,11], Ag(110) [10,12], Cu(111) [8], and also on the Cu3Au(111) alloy surface [13] have been studied. Remarkably, these experiments have revealed a correlation of the van der Waals-corrected molecular adsorption heights with the work functions of the bare metal surface [9,14]. The van der Waals-corrected adsorption height \( h^{vdW} \) is defined as the difference of adsorption height \( h \) of the molecule with respect to the surface lattice planes and the van der Waals (vdW) radius \( r_{surface}^{vdW} \) of the respective surface atom:

\[
h^{vdW} = h - r_{surface}^{vdW}. \tag{1}
\]

This correlation can be rationalized by the charge spill out from the surface into the vacuum, which increases with the work function and which keeps the molecule away from the surface by Pauli repulsion [14]. It is accompanied by an increased charge transfer into the lowest unoccupied molecular orbital (LUMO) that is facilitated on lower work function surfaces [10].

A further tendency that has been observed in the studies of PTCDA on Ag surfaces is the downward bending of the carboxylic oxygen atoms towards the surface [5,8–10,12]. This bending has been explained by the formation of local covalent bonds between the carboxylic oxygen atoms and the nearest surface metal atoms [10]. Indeed, the carboxylic oxygen atoms tend to adsorb near on-top positions and pull the metal atoms to which they bind slightly out of the metal surface [10]. It has also been pointed out that the local oxygen-metal bonds and the more extended interactions between the \( \pi \) system and the metal reinforce each other [15].

Most remarkably, while PTCDA on Cu(111) follows the overall tendency of an increasing van der Waals corrected adsorption height with work function [9,14], it exhibits a different distortion motif: the carboxylic oxygen atoms move upwards to a level above that of the carbon backbone of the molecule [8]. This is in contrast to the situation on the Ag surfaces and points towards an entirely different interplay between local and extended bonds on Ag surfaces and Cu(111). To complicate the matter further, state-of-the-art calculations presently do not reproduce the upward bending of the carboxylic oxygen atoms on Cu(111), but show the Ag-like distortion pattern instead [16]. Nothing is therefore known about the possible origin of the contrasting behaviors on the Ag surfaces and the Cu(111) surface. Clearly, this calls for additional experiments.

In this paper we present a detailed study of the structure of the PTCDA/Cu(100) interface, based on the normal incidence x-ray standing wave (NIXSW) technique. The choice of the Cu(100) surface was motivated as follows: firstly, experiments on an additional Cu surface will reveal whether the distortion motif of Cu(111) is an exceptional or a more general property of Cu surfaces as such. Secondly, having a work...
FIG. 1. Hard sphere models illustrating the two possible adsorption sites A and B of PTCDA on Cu(100) according to Gärtner et al. [17]. The chemical species that can be distinguished by XPS are marked by different colors: carboxylic oxygen—red, anhydride oxygen—blue, functional carbon C1—black, and perylene core: C2, C3, C4—gray. We note ahead that site B is confirmed by the reported experiment.

function of $\Phi_{\text{Cu}(100)} = 4.59 \text{eV}$ [18], Cu(100) fills the gap between the work functions of Ag(111) ($\Phi_{\text{Ag}(111)} = 4.40 \text{eV}$) [14] and Cu(111) ($\Phi_{\text{Cu}(111)} = 4.90 \text{eV}$) [19]; the present experiment therefore provides an additional test probing the correlation of $h \text{vdW}$ and the work function. Moreover, this experiment may yield information how the work function and the distortion motif are related. Thirdly, the question whether PTCDA stays intact or decomposes upon adsorption on Cu(100) was controversially discussed in the literature [17,20,21]; our experiment should be able to resolve this issue unambiguously.

Data regarding the lateral interface structure of PTCDA on Cu (100) already exist from a detailed low-energy electron diffraction (LEED) and scanning tunneling microscopy (STM) study by Gärtner et al. [17]. A rectangular commensurate superstructure unit cell containing two molecules was found. The presence of a glide plane detected by LEED is compatible with two adsorption sites only. The NIXSW technique allows us to determine not only the vertical adsorption heights but also the lateral adsorption structure, if triangulation involving two separate Bragg reflections is carried out [10,11,22]. The two structures resulting from the two possible sites suggested by Gärtner et al. are shown in Fig. 1. In both cases, the center of the molecule is located above a bridge site. Both adsorption sites differ by a lateral shift of half a substrate lattice vector in [010] or [001] direction. For both adsorption sites, the long molecular axis is oriented parallel to the close-packed Cu rows of the surface, for site A (B) it falls between (on top of) the rows. Notably, for site A, most oxygen and carbon atoms, except the functional carbons labeled C1, are close to bridge or hollow sites. In contrast, for site B, the majority of atoms is found close to on-top positions. Whether site A or B is formed will therefore reveal details about the interaction mechanisms at the PTCDA/Cu(100) interface, and possibly at PTCDA/Cu interfaces in general.

II. EXPERIMENTAL DETAILS

The Cu(100) crystal was prepared by several sputter and annealing cycles. The cleanliness of the surface was controlled by measuring XPS spectra of the O 1s and C 1s core levels and LEED was used to verify the structure of the surface. PTCDA was evaporated from a home-built effusion cell onto the heated (400 K) Cu(100) surface at a residual pressure of $1 \times 10^{-9} \text{mbar}$. Gärtner et al. observed that molecular layers deposited at room temperature and at 400 K exhibit the same structure, but the deposition at room temperature leads to smaller domains which are separated by misfit areas with a slightly deviating structure [17]. This causes a broadening of the LEED spots. Although we deposited PTCDA onto a Cu(100) surface at 400 K, we observed a similar broadening as Gärtner et al. for deposition at room temperature [17]. This means that the structural order of our layer was of slightly lower quality than expected. Nevertheless, we expect that the present results are also meaningful for the ideal commensurate long range ordered structure of PTCDA/Cu(100) and that the disorder only affects the coherent fractions. During the sample preparation the PTCDA flux was monitored by measuring the ion current of the PTCDA fragment at $m/Z = 124 \text{amu}$ using a mass spectrometer. The submonolayer coverage was concluded from the following facts: (1) LEED shows only diffraction spots associated with the first monolayer. This consists of flat lying molecules [17]. (2) Additional peaks in the C1s spectrum, which are observed for multilayers, were not detectable.

The NIXSW experiments were performed at the beamline I09 of Diamond Light Source under ultra high vacuum conditions. The experimental geometries are sketched in Fig. 2. In this geometry, the x-ray beam is $p$-polarized. A fluorescent screen is employed to monitor the intensity of the reflected beam. To hit this screen, the sample is tilted slightly out of
the normal incidence geometry, resulting in a Bragg angle of \(90^\circ - \psi \approx 86.8^\circ\). The beamline is equipped with a VG Scienta EW4000 analyzer. The optical axis of the analyzer is oriented at an angle of \(90^\circ\) with respect to the incident beam and parallel to \(e_0\). All NIXSW measurements were performed at room temperature with an analyzer pass energy of 200 eV yielding high signal intensities.

To triangulate the adsorption site, NIXSW measurements were performed with two different Bragg reflections. For the (200) reflection at a Bragg energy of \(E_{\text{Bragg}}^{(200)} = 3.4319\) keV, the sample normal \(\mathbf{n}\) is nearly antiparallel to the x-ray beam \(\mathbf{k}_0\) and nearly perpendicular to the electron analyzer [Fig. 2(a)], while for the (111) reflection at a Bragg energy of \(E_{\text{Bragg}}^{(111)} = 2.9721\) keV the surface normal is tilted by \(\alpha = 54.74^\circ\) towards the analyzer [Fig. 2(b)].

At the (200) reflection, three XSW measurements were performed for the C 1s core level and two for the O 1s core level. For each core level, one XSW spectrum was measured at the (111) reflection.

XPS spectra were measured at \(E_{\text{photon}} = 3.4390\) keV for O 1s and C 1s core levels in order to clarify the chemical state of the PTCDA molecule in the monolayer on Cu(100) and to develop fitting models for the subsequent NIXSW analysis. This photon energy is chosen 7.1 eV above the Bragg energy \(E_{\text{Bragg}}^{(200)}\) to avoid standing wave effects. We also checked for beam damage by measuring the O 1s core level repeatedly. During 26 min, we observed an intensity decrease of 4.5% and 0.5% for the carboxylic oxygen and the anhydride oxygen peak, respectively, possibly indicating a small photoinduced loss of the carboxylic oxygen. In order to avoid significant beam damage, we restricted our NIXSW sequences for C 1s to 25 min. However, due to the low surface density of the oxygen species and their small photoemission cross-section at the photon energy corresponding to the Bragg conditions, the signal-to-noise ratio of the XPS spectra is poor. Therefore, for the O 1s NIXSW measurements, we increased the acquisition time to 45 min providing better XPS statistics. As a check we conducted 25-min- and 45-min-long NIXSW measurements for C 1s. Independent analysis of these data sets did not show any noticeable differences, proving that the influence of the beam damage is limited.

III. RESULTS

A. Off-Bragg core level spectroscopy

Figure 3 shows photoemission (PE) spectra of the O 1s and C 1s core levels at an off-Bragg photon energy of 3.439 keV. These are used to develop a fitting model for the NIXSW analysis. The O 1s spectrum [Fig. 3(a), Table I] can be well fitted with two doublets, an additional satellite peak, and a linear background. The doublets belong to carboxylic oxygen (O carb, \(E_{\text{B}}^{\text{O carb}} = 531.63\) eV, \(E_{\text{B}}^{\text{O carb sat}} = 533.59\) eV) and to anhydride oxygen (O anh, \(E_{\text{B}}^{\text{O anh}} = 533.98\) eV, \(E_{\text{B}}^{\text{O anh sat}} = 535.94\) eV). Both doublets consist of a main peak and a satellite at higher binding energy, which is in accordance with previous fitting models for PTCDA on differently oriented Ag surfaces [10–12]. The satellites can be attributed to shakeup processes [23]. The intensity ratio between the integrated peak areas of carboxylic and anhydride oxygen agrees well with the 2:1 stoichiometry of the intact PTCDA molecule. This supports a nondissociative adsorption of PTCDA on Cu(100), in contrast
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FIG. 3. Off-Bragg photoemission spectra (black open dots) measured at 3.4390 keV photon energy and corresponding fitting models: (a) the photoemission spectrum of the O 1s core level was fitted by five peaks: main peak of carboxylic oxygen (red), its satellite (red, dashed), main peak of anhydride oxygen (blue), its satellite (blue, dashed), an additional satellite (purple) and a linear background. The fit is depicted in green. (b) Six peaks are used to fit the PE signal of the C 1s core level. C3, C4, C2 (gray), and C1 (black) are the main peaks of the different carbon species. Two satellites (purple) and a linear background are introduced. The green line shows the fit. The inset shows the PTCDA molecule, using the respective colors for the different chemical species.

TABLE I. Binding energies ($E_b$), FWHM and the relative peak area of the different components of the C 1s and O 1s spectrum as displayed in Fig. 3 measured at 3.4390 keV photon energy. For the C 1s spectrum the satellites can not be attributed to a specific main peak.

<table>
<thead>
<tr>
<th>Peak</th>
<th>$E_b$(eV)</th>
<th>FWHM (eV)</th>
<th>Area(%)</th>
<th>Peak</th>
<th>$E_b$(eV)</th>
<th>FWHM (eV)</th>
<th>Area(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>287.75</td>
<td>1.50</td>
<td>12.3</td>
<td>O carb</td>
<td>531.63</td>
<td>1.11</td>
<td>38.0</td>
</tr>
<tr>
<td>C2</td>
<td>285.83</td>
<td>1.46</td>
<td>12.3</td>
<td>O carb sat.</td>
<td>533.59</td>
<td>2.59</td>
<td>26.3</td>
</tr>
<tr>
<td>C3</td>
<td>284.67</td>
<td>0.82</td>
<td>24.7</td>
<td>O anh</td>
<td>533.98</td>
<td>1.16</td>
<td>19.0</td>
</tr>
<tr>
<td>C4</td>
<td>285.21</td>
<td>0.94</td>
<td>24.7</td>
<td>O anh sat.</td>
<td>535.94</td>
<td>4.02</td>
<td>13.1</td>
</tr>
<tr>
<td>sat. 1</td>
<td>289.30</td>
<td>1.79</td>
<td>4.5</td>
<td>sat.</td>
<td>539.05</td>
<td>3.36</td>
<td>3.7</td>
</tr>
<tr>
<td>sat. 2</td>
<td>290.77</td>
<td>5.36</td>
<td>21.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To the findings of Refs. [20] and [21], but in accordance with Ref. [17].

To describe the C 1s XPS spectra [Fig. 3(b), Table 1], an existing fitting model was adapted [12,23]. The signal consists of contributions from the functional carbon atoms (C1) and the different species of the carbon backbone [C2, C3, C4; see Fig. 1(a) for notation] and two additional not further resolved satellites. The peak positions of the different carbon species are $E_{bC1} = 284.67$ eV, $E_{bC4} = 285.21$ eV, $E_{bC3} = 285.83$ eV, and $E_{bC2} = 287.75$ eV. For the fitting of the spectra, the total photoemission intensities of the separate peaks were constrained as follows: $I_{C1} = I_{C2} = 0.5I_{C3} = 0.5I_{C4}$. In this way, the correct stoichiometry of PTCDA was safeguarded.

B. NIXSW using the (200) reflection

The NIXSW technique was reviewed in several publications [24–27]. In each of our NIXSW experiments, a set of PE spectra was measured at photon energies varying by approximately ±3 eV around the Bragg energy. To extract partial PE yield curves, i.e., the integrated intensities of the corresponding PE peaks as a function of photon energy, fitting models developed from off-Bragg PE spectra (Fig. 3) were applied. Specifically, the peak positions of the components and their full widths at half maximum (FWHM) were constrained in accordance with the corresponding fitting models, while the intensities were taken as free fitting parameters.

In the case of oxygen, the relative intensities of the satellite peaks were constrained with respect to the intensities of the corresponding main peaks, according to the off-Bragg fitting model. For carbon, it was not possible to differentiate the partial contributions of C2, C3, and C4 from each other, because the given signal intensity did not allow a better energy resolution. Therefore, we carried out a differential analysis for the C1 component only, but added the contributions of C2, C3, and C4. Examples for the resulting PE yield curves for C1, C2+C3+C4, O carb, and O anh are shown in Fig. 4. The error bars were determined as described in Ref. [28].

NIXSW data are commonly analyzed in the framework of the dipole approximation for the photoemission process. In the dipole approximation, the angular distribution of the photoelectrons has a forward-backward symmetry with respect to the propagation direction of the electromagnetic radiation. Thus, in this approximation, incident and reflected x-ray beams in NIXSW yield the same angular photoelectron distribution. However, beyond the dipole approximation, this symmetry is
FIG. 4. Partial photoemission yield vs photon energy relative to Bragg energy for the (200) reflection (left) and the (111) reflection (right) for different chemical species and fitted yield curves. The data were taken from the angular slice providing the highest intensity, with a central angle $\theta = 73.2^\circ$ for (200) reflection and $\theta = 109.9^\circ$ for (111) reflection. Symbols indicate experimental partial yields including error bars.

broken, with the result that in the backscattering geometry the reflected beam contributes stronger to the recorded photoemission yield than the incident beam. Unless the photoelectrons are detected exactly perpendicular to incident and reflected beams, hence for perfect normal incidence, this requires a correction of the dipolar NIXSW analysis [29,30]. Hence, in the present experimental geometries (Fig. 2), nondipolar corrections need to be (and have been) taken into account for two reasons: (1) because of the small tilt $\psi$ of the sample, the reflected beam is tilted by $2\psi$ relative to the analyser axis. This introduces the need for nondipolar corrections even for photoelectrons that are emitted along the analyzer axis (i.e., perpendicular to the incident, but not the reflected, x-ray beam) [31]. (2) Because the acceptance angle of the analyzer is large (in the present experiment this angle is $\pm 30^\circ$), the majority of the detected photoelectrons includes angles $\neq 90^\circ$ with the incident and reflected x-ray beams, requiring a correction for nondipolar effects that cannot be neglected. As illustrated in Fig. 2, we have carried out this correction for angular slices of approximately $7^\circ$ width separately, because the nondipolar correction parameters depend on the angle $\theta$ between the emission direction of the photoelectrons and the polarization direction of the (incoming) x-ray beam.

In the dipole approximation with nondipolar corrections, the partial PE yield is given by [30]

$$Y^i = 1 + S_R R + 2|S_i|\sqrt{R}F_i^j \cos(\phi - 2\pi P^i + \Psi). \quad (2)$$
The coherent positions $P^i_c$ and coherent fractions $F^i_c$ of species $i$ specify its position and spread; and $S_R$, $|S_I|$, $\Psi$ are the nondipolar correction parameters. They can be calculated from the angular distribution parameter $\gamma$ and the scattering phase shifts $\delta_p$, $\delta_d$ for $p$- and $d$-asymptotic waves. $\gamma$ was calculated in the framework of the quadrupole approximation by Trzhaskovskaya and tabulated as a function of the photon energy [32]. The values of $\gamma$ corresponding to our experimentally used photon energies were calculated by linear interpolation of the tabulated values, $\delta_p$ and $\delta_d$ were taken from the NIST Electron Elastic-Scattering Cross-Section Database, Version 3.2 [33]. Further details are given in Appendix A.

To extract the coherent position of atomic species C1, C2+C3+C4, O carb and O anh relative to the (200) Bragg planes, the data in Fig. 4 (left column) (and equivalent data for other slices) were fitted by Eq. (2). The lines in Fig. 4 show these fits. They have been generated with the program TORRICELLI [34], using $P^i_c$ and $F^i_c$ as free fitting parameters while fixing $S_R$, $|S_I|$, $\Psi$ to the values shown in Table V. The importance of the nondipolar correction parameters in the present case of an analyzer with large acceptance angle is illustrated in Fig. 5 for the example of the C2+C3+C4 component. It has been shown generally that the neglect of nondipolar effects leads to artificially large coherent fractions [35]. This is also apparent in the Argand diagram of Fig. 5(a), in which the coherent positions and fractions resulting from the fits of PE yield curves in different angular slices without nondipolar corrections are plotted. For $\theta \gtrsim 15^\circ$, the coherent fractions are indeed larger than 1. In fact, as we move away from $\theta \approx 0$, where nondipolar corrections are small, $F_c$ increases steadily. This is the result of progressively stronger deviations from the dipole approximation. After proper correction for nondipolar effects, one expects the Argand vectors of different angular slices to coincide, as indeed they do [Fig. 5(b)]. The correction leads to slightly increased positions, in accordance with findings concerning the impact of the nondipolar correction parameters [26].

Having separated the PE yield into angular slices in order to carry out the $\theta$-dependent nondipolar correction, we now need to calculate coherent positions and fractions that represent the averages from the results for the individual slices. This is done by a weighted vector sum; details are given in Appendix B.

The final NIXSW results for the (200) reflection for components C1, C2+C3+C4, O carb and O anh of several independent experimental data sets, recorded on Cu(100), are presented in the Argand diagram in Fig. 6. The corresponding averages over all experiments are given in Table II. We note that the coherent fractions are high, which proves a

![Argand diagram showing coherent positions and coherent fractions averaged over all slices for the (200) reflection (solid dots) and the (111) reflection (open squares) for different chemical species indicated by different colors.](image)

**TABLE II.** Averaged coherent positions and fractions of the different chemical species for the (200) reflection (200) and the (111) reflection (111). The adsorption height is given by $h_{200} = (1 + P^i_c) d_{200}$.

<table>
<thead>
<tr>
<th>Chemical Species</th>
<th>(200) reflection</th>
<th>(111) reflection</th>
</tr>
</thead>
<tbody>
<tr>
<td>O carb</td>
<td>$P^i_c = 0.37 \pm 0.03$</td>
<td>$P^i_c = 0.86 \pm 0.03$</td>
</tr>
<tr>
<td>O anh</td>
<td>$F^i_c = 0.53 \pm 0.01$</td>
<td>$F^i_c = 0.79 \pm 0.07$</td>
</tr>
<tr>
<td>C2+C3+C4</td>
<td>$h_{200} = 2.47 \pm 0.05$</td>
<td>$h_{111} = 2.76 \pm 0.02$</td>
</tr>
<tr>
<td>C1</td>
<td>$0.35 \pm 0.01$</td>
<td>$0.94 \pm 0.03$</td>
</tr>
<tr>
<td></td>
<td>$0.40 \pm 0.01$</td>
<td>$0.12 \pm 0.03$</td>
</tr>
</tbody>
</table>

The quoted angles are measured between the incoming x-ray beam and the central PE detection angle for the corresponding slice on the detector. For the data point labeled “Sum,” the PE signal was integrated across the entire acceptance angle of the analyser and the mean angle was used to calculate the nondipolar correction parameters. Error bars that are smaller than the corresponding data point were omitted for clarity.
For symmetry reasons, we have chosen the set of (111) planes. On the Cu(100) surface, it is necessary to carry out NIXSW measurements on at least one additional set of lattice planes. Two exceptions: firstly, adjacent pairs of angular slices [cf. color-coding in the Fig. 2(a)] were summed before extracting the PE yield, in order to optimize signal intensity. Secondly, the principle of triangulation is sketched in Fig. 8. A NIXSW experiment furnishes the orthogonal distance \( a_{hkl} \) between a set of equivalent photoemitters and a set of Bragg planes. Hence an NIXSW experiment with reflections on the \( hkl \) family of Bragg planes defines a plane \( E_{hkl} \) in which the photoemitters must be located. Examples of such planes are indicated by dashed lines in Fig. 8. Evidently, three inequivalent, nonparallel \( hkl \) reflections are required for the precise location of an adsorbed species by NIXSW triangulation. The point in which the three planes \( E_{hkl} \) intersect is the adsorption site [11]. Generally, if additional symmetry constraints exist, only two specifically chosen reflections may be sufficient [26]. Fortunately, the superstructure of PTCDA on Cu(100) exhibits two perpendicular glide planes, which restrict the number of possible adsorption sites to two. Therefore we can determine the site of the molecule using only the (200) and (111) reflections.

D. Determination of the adsorption site

In order to triangulate the lateral position of the molecule on the Cu(100) surface, it is necessary to carry out NIXSW measurements on at least one additional set of lattice planes. For symmetry reasons, we have chosen the set of (111) planes. Conceptually, the experiment and the analysis were carried out in precisely the same way as for the (200) reflection, with two exceptions: firstly, adjacent pairs of angular slices [cf. color-coding in the Fig. 2(b)] were summed before extracting the PE yield, in order to optimize signal intensity. Secondly, the different experimental geometry displayed in Fig. 2(b) with the large angle \( \alpha + \psi \) between the incident x-ray beam and the surface normal of the sample changes the width of the reflectivity curve. This is parametrized by the \( b \) parameter [37]

\[
b = \frac{\cos(\phi_i)}{\cos(\phi_f)} = \frac{\cos(180° - (\alpha + \psi))}{\cos(\psi - \alpha)} = -0.85.
\]

Uncertainties of \( \pm 0.5° \) in the incidence angle \( \alpha + \psi \) yield a variation of \( b \) by \( \pm 0.02 \). The corresponding uncertainties in \( \phi_i \) and \( \phi_f \) have been included in their error bars. For the geometry in Fig. 2(a), where \( \alpha = 0 \) and the normal to the Bragg planes coincides with the normal to the surface, one obtains \( b = -1 \).

The nondipolar correction parameters for the (111) reflection at \( E_{\text{Bragg}}^{(111)} = 2.9721 \text{ keV} \) are given in Tables IV and V.

Representative PE yield curves recorded for the (111) reflection and the corresponding fits are shown in Fig. 4 (right column), an Argand diagram including the results from all recorded data sets is displayed in Fig. 6, and the averaged values for the coherent positions and the coherent fractions are given in Table II. Compared to the results for the (200) reflection the coherent fractions of all species are noticeably reduced, by a factor of \( \approx 4 \), except for the C1 species where the factor is only 1.7. This reduction is explained by the fact that photoemitters within one PTCDA molecule are located in positions that lack commensurability with the Cu(001) lattice. As a consequence, both carbon and oxygen species are located at several different distances from the (111) Bragg planes. This is illustrated in Fig. 8. Hence, the experimentally determined \( \phi_i \) and \( \phi_f \) originate from a superposition of photoemitters at different distances to (111) Bragg planes. This reduces significantly the coherent fractions, except for the C1 species where accidentally all atoms have a similar distance to the (111) planes.

C. NIXSW using the (111) reflection

In order to triangulate the lateral position of the molecule on the Cu(100) surface, it is necessary to carry out NIXSW measurements on at least one additional set of lattice planes. For symmetry reasons, we have chosen the set of (111) planes. Conceptually, the experiment and the analysis were carried out in precisely the same way as for the (200) reflection, with two exceptions: firstly, adjacent pairs of angular slices [cf. color-coding in the Fig. 2(b)] were summed before extracting the PE yield, in order to optimize signal intensity. Secondly, the different experimental geometry displayed in Fig. 2(b) with the large angle \( \alpha + \psi \) between the incident x-ray beam and the surface normal of the sample changes the width of the reflectivity curve. This is parametrized by the \( b \) parameter [37]
and to compare them with the experimental result.

II

(b)–(d) Projections of the PTCDA/Cu(100) superstructure unit cell onto the (01¯1) plane for the case of adsorption site B. Considering the anhydride oxygen atoms in Fig. 9(b) as an example, it becomes obvious that the distances between the adsorbate atoms and the Bragg planes (indicated by dashed lines), and hence also the respective coherent positions

\[ P_{\text{c}}^{i,j} = a_{(111)}^{i,j} \mod 1, \]

may vary strongly within one species \( i \). For each atom \( i,j \), its Argand vector (\( P_{\text{c}}^{i,j}, F_{\text{c}}^{i,j} \)), with \( F_{\text{c}}^{i,j} = m_i^{-1} \), is displayed in the Argand diagram in Fig. 9(e). \( m_i \) is the number of atoms

FIG. 9. (a) Superstructure unit cell of PTCDA/Cu(100). The four anhydride oxygen atoms (blue), eight carboxylic oxygen atoms (red), and eight functional (C1) carbon atoms (black) in the superstructure unit cell are labeled. (b)–(d) Projections of the PTCDA/Cu(100) superstructure unit cell in adsorption site B onto the (011) plane for anhydride oxygen (b), carboxylic oxygen (c) and functional carbon (d). Atoms are labeled according to (a) and the vertical distances of the chemical species from the (200) planes are taken from Table II. If several atoms share the same projected position, their numbers are separated by a comma. For the functional carbon species, atoms 4 and 8 have nearly the same distance to the (111) plane. (e) Argand diagram showing the coherent positions of the atoms plotted in (b)–(d). The fractions are \( 1/m_i \). Arrows with large heads indicate the vector sum for each type of species. The gray (black) circle indicates a coherent fraction of 0.25 (0.5).
of the chemical species $i$ within the superstructure unit cell. The overall coherent positions $P^i_{\text{c}}$ and coherent fractions $F^i_{\text{c},0}$ of species $i$ can be calculated by the vector sum

$$ F^i_{\text{c},0} \equiv F^i_{\text{c},0} e^{2\pi i k^i_{\text{c},0}} = \frac{1}{m_1} \sum_{j=1}^{m_1} f^i_{\text{c},j}, \quad (6) $$

where $f^i_{\text{c},j} \equiv F^i_{\text{c},0} e^{2\pi i k^i_{\text{c},0}}$ as also indicated in Fig. 9(e).

Using Eqs. (4) to (6), we obtain for adsorption site B, $P^0_{\text{anh}} = 0.765 \pm 0.004$, $P^0_{\text{carb}} = 0.683 \pm 0.014$ and $P^{\text{C1}}_c = 0.200 \pm 0.006$, while for site A, we get $P^0_{\text{anh}} = 0.265 \pm 0.004$, $P^0_{\text{carb}} = 0.183 \pm 0.014$ and $P^{\text{C1}}_c = 0.700 \pm 0.006$. The error bars of $P^i_{\text{c}}$ were determined by error propagation from the error bars of the heights $h^i_{(200)}$ (cf. Table II). The coherent fractions $F^i_{\text{c},0}$ are the same for adsorption site A and B ($F^0_{\text{c},0} = 0.413$, $F^0_{\text{c},0} = 0.303$, and $F^{\text{C1}}_c = 0.990$). We remark that the coherent fractions $F^i_{\text{c},0}$ are ideal coherent fractions in the sense that they are based on the assumption of perfect lateral and vertical order in the molecular layer. However, the coherent fractions for the (200) reflection are smaller than unity. The corresponding vertical disorder will, in addition to any influence from lateral disorder, reduce the coherent fraction for the (111) reflection from its ideal value $F^i_{\text{c},0}$ to $F^i_{\text{c},0}$, as sketched in the inset of Fig. 8(a). The reduction through vertical disorder can be expressed by

$$ F^i_{\text{c}} = F^i_{\text{c},0} \sqrt{1 - F^i_{\text{c}}(200)}, \quad (7) $$

which is derived in Appendix C. Hence the ideal coherent fractions $F^i_{\text{c},0}$ are reduced by factors of 0.98, 0.81, 0.95 for anhydride oxygen, carboxylic oxygen and C1, respectively, through vertical disorder. Lateral disorder will lead to further reductions.

In Fig. 10, the expected coherent positions $P^i_{\text{c}}$ and fractions $F^i_{\text{c}}$ for the (111) reflection, as calculated from Eqs. (6) and (7), are compared to the experimentally determined ones. Overall, the deviations between the calculated and experimentally determined coherent positions, indicated by the curved arrows, are significantly smaller for adsorption site B than for adsorption site A. For carboxylic oxygen, the deviation from the predicted values are large for both sites, but carboxylic oxygen has a low coherent fraction, hence the precise value of the coherent position is less meaningful. For C1, we obtain the highest coherent fraction and a small error bar. This result, which shows a clear preference for site B, is therefore the most meaningful one. We note that for anhydride oxygen and C1 the deviations between experimental and predicted coherent fractions for the adsorption site B are in the typical precision range of NIXSW experiments.

Based on the above analysis, we conclude that adsorption site B is the correct one. Possible reasons for the deviations of experimental coherent positions and fractions from the calculated ones for site B are the following: first, structural defects in the lateral order of the molecular layer. Second, in the experiment a small portion of molecules may in fact be adsorbed on site A. Third, the fact that the lateral coordinates of the free molecule were used in the analysis may yield systematic deviations of the calculated coherent positions from the correct ones for site B. The first two mechanisms reduce especially the experimental coherent fractions $F^i_{\text{c}}$. In contrast, the calculation of the expected coherent fractions $F^i_{\text{c}}$ includes only the vertical, not the lateral disorder. This may explain why the experimental coherent fractions in Fig. 10 are considerably smaller than the calculated ones.

To confirm the above conclusion and to illustrate the accuracy of our site assignment, we repeated the adsorption site analysis in real space. Specifically, we calculated the set of all adsorption positions of the molecule that are consistent with the experimental results for the coherent position. To this end, we shifted the PTCDA layer with its correct supercell geometry rigidly across the Cu(100) surface (thereby ignoring our knowledge about the glide plane symmetry), calculating in each position the expected coherent position. Again, the
TABLE III. Shortest lateral distances between the center of the molecule at adsorption sites A and B and the adsorption positions which are compatible with experiment, indicated by straight lines in Fig. 11. For the anhydride oxygen and functional carbon (C1) species, site B shows significantly shorter distances, while for the carboxylic oxygen species, the distances for both sites are rather higher (compare Fig. 11).

<table>
<thead>
<tr>
<th></th>
<th>site A</th>
<th>site B</th>
</tr>
</thead>
<tbody>
<tr>
<td>O anh</td>
<td>1.21 Å</td>
<td>0.07 Å</td>
</tr>
<tr>
<td>O carb</td>
<td>0.82 Å</td>
<td>0.46 Å</td>
</tr>
<tr>
<td>C1</td>
<td>1.08 Å</td>
<td>0.20 Å</td>
</tr>
</tbody>
</table>

carboxylic oxygen, anhydride oxygen, and C1 signals were analyzed separately.

In Fig. 11, all adsorption sites of the center of the molecule that are consistent with experimental coherent positions are shown. The colors refer to the data that have been used in the analysis. For example, the black lines mark all adsorption sites that are consistent with the measured coherent position of C1. For reference, Fig. 11 also shows the locations of molecules in structural models A (panel a) and B (panel b). The red, blue and black lines in Figs. 11(a) and 11(b) are identical. For each data set the consistent sites are located on straight lines parallel to the (111) plane. This is evident, since shifting the molecules parallel to this plane does not change the distances of the atoms to it. The deviation between the red, black, and blue lines reveals a slight inconsistency of adsorption site assignments based on the three independent signals (carboxylic oxygen, anhydride oxygen, C1). The deviation of red, black, and blue lines from the center of the molecule corresponds to the $P^i_{\text{calc}} - P^i_{\text{exp}}$ in the Argand diagrams of Fig. 10. It is clear that both the internal inconsistency and the deviation from site B is much smaller than the deviation from site A. It is therefore unambiguously clear that site B is not only compatible with experiment, but the agreement between site B and experiment is in fact very good.

To quantify this agreement, we turn to Table III, which shows the minimum lateral distance between the center of the molecule adsorbed at sites A and B and the lines of experiment-consistent sites. The values for site B reveal consistently smaller deviations from experiment, especially in the case of the anhydride oxygen. Nonetheless, the deviations are still greater than 0.05 Å that are considered to be the typical precision achievable in NIXSW experiments. The reason might be that the layer contained structural defects and misfit areas as mentioned before.

IV. DISCUSSION

We start our discussion by pointing out that our experiments clearly show that PTCDA on Cu(100) adsorbs as an intact molecule and that decomposition is possibly relevant only at higher temperatures.

In the following discussion, we disregard a possible relaxation of the Cu(100) surface. Instead, we use the outermost Bragg plane as extrapolated from the bulk of the substrate as reference for the PTCDA adsorption heights. For the clean Cu(100) surface, Davis and Noonan have reported relaxations of $\Delta d_{12} = -1.10\%$ and $\Delta d_{23} = +1.70\%$ [42]. This yields a small outwards relaxation of the top surface layer into the vacuum by 0.60% or 0.01 Å. While the relaxation of the PTCDA-covered Cu(100) surface is not known, we nevertheless expect it to be of similar size. Hence effects due to the substrate relaxation are presumed to be smaller than the experimental uncertainties of the adsorption heights above the extrapolated Bragg planes.

To put the vertical adsorption height and molecular distortion of PTCDA on Cu(100) into perspective, we plot the vdW-corrected vertical adsorption heights $h_{\text{vdW}}$ of PTCDA on a range of coinage metal surfaces [4,5,8–12] in Fig. 12. In previous publications [9,14], we have used experimentally determined van der Waals radii $r_{\text{vdW}}$ of Cu(100) $r_{\text{Cu}} = 1.40 Å$, and $r_{\text{Ag}} = 1.36 Å$ from x-ray diffraction and critical volumes [40] in this context. Corresponding vdW-corrected adsorption heights are shown in panel (a) of Fig. 12. Here, we complement these data by vdW-corrected adsorption heights that are based on theoretically calculated vdW radii [41]. We use $r_{\text{vdW}} = 1.54 Å$, $r_{\text{Ag}} = 1.36 Å$, and $r_{\text{Cu}} = 1.27 Å$ [Fig. 12(b)]. The theoretical values for the vdW radii were used successfully to study the adsorption of PTCDA on Au(111) and Xe on various noble metal surfaces. They were calculated using the so-called DFT + vdW method [41]. These radii are 0.12, 0.36, and 0.13 Å smaller for Au, Ag and Cu, respectively, than the experimentally determined vdW radii of Ref. [40]. In spite of these differences, Figs. 12(a) and 12(b) reveal similar tendencies, and in the following we will only discuss common features which are seen for both curves.

We start the discussion of Fig. 12 by a remark concerning the interpretation of vdW-corrected adsorption heights. On Au(111) the vdW-corrected adsorption height amounts to—depending on the chosen vdW radius—from 1.61 to 1.73 Å, which agrees well with the vdW radius of carbon $r_{\text{C}} = 1.70 Å$ [40]. This indicates a pure vdW interaction between the molecule and the Au(111) substrate. However, Fig. 12 shows as well that the vdW-corrected adsorption heights of the carbon backbone of PTCDA on all of the Ag and Cu surfaces are significantly smaller than $r_{\text{C}}$, indicating additional attractive interactions beyond van der Waals on all studied surfaces except Au(111).

In Introduction, we raised the question whether the bonding situation of PTCDA on Cu(111), with the oxygen atoms above the carbon plane, is unique. Figure 12 provides the answer. There are two aspects. First, the molecular distortion patterns for PTCDA on the Cu(111) and the Cu(100) surface are in fact similar in the sense that the carboxylic oxygen atoms are located very close to the carbon backbone and the anhydride oxygen atoms are located significantly above the backbone and the anhydride oxygen atoms far above it (i.e., 0.32 Å above the carbon backbone on Cu(100), and 0.23 Å on Cu(111)). However, second, we note that while on Cu(111) the carboxylic oxygen atoms are located significantly above the carbon backbone [0.07 Å], on Cu(100) this difference [0.03 Å] is within the range of experimental uncertainty [0.05 Å]. Yet, at the same time it is noteworthy that the carboxylic oxygens on Cu(100) are not below the backbone, as is the case on all low index Ag surfaces. We thus find that the specific distortion motif present on Cu(111), i.e., the upwards shift of the carboxylic oxygen
The different overall distortions motifs of PTCDA on Cu and Ag surfaces indicate that the balance between the carbon-substrate and carboxylic oxygen-substrate interactions is a different one on Cu and Ag surfaces. However, it is not a priori clear whether the carboxylic oxygens on Cu are less interacting with the substrate than on Ag (and therefore relative to the carbon backbone further away from the surface), or whether the carbon backbone on Cu is more interacting with the substrate than on Ag (and therefore relative to the carboxylic oxygen atoms closer to the surface).

An answer to this puzzle comes by considering the second question raised in the introduction, namely the one regarding the validity of the (monotonous) scaling of vdW-corrected adsorption heights with work functions of the bare substrates also for the case of PTCDA adsorption on Cu(100). Indeed, in Fig. 12, we find that the trend of increasing adsorption heights with increasing work functions is fulfilled on the two Cu surfaces among themselves just as on the three low-index Ag surfaces among themselves. But most importantly, Fig. 12 also reveals that there is a discontinuity in this trend when the surface changes from Ag to Cu. The strength of this discontinuity depends on which van der Waals radii are used for the substrate [panels (a) or (b)]. Specifically, if experimental van der Waals radii are used for the substrate [panel (a)], the discontinuity appears only for the carbon backbone, while for theoretical van der Waals radii [panel (b)] the discontinuity appears for all analyzed species.

Crucially, the stronger downward discontinuity of vdW-corrected adsorption heights for the carbon backbone as compared to the oxygen species indicates that on Cu the binding by the extended π system of the carbon backbone is becoming disproportionately stronger in comparison to the corresponding carboxylic oxygen-substrate interactions. In the light of the bonding mechanism of PTCDA on Ag surfaces, which we have interpreted in terms of local covalent O-Ag bonds and a (partially) repulsive interaction for the carbon backbone [10], this result suggests a crucial difference between Ag and Cu surfaces: on Cu the interaction between the carbon backbone and surface is clearly attractive. This may be the result of a surface binding potential for the carbon backbone whose minimum moves more strongly towards the surface than that of the oxygen species when going from Ag to Cu surfaces.

Nevertheless, it appears that the attractive Cu-C bonding is on Cu(100) still supported by covalent Cu-O bonds of the carboxylic oxygen atoms. There are several indications for this. Firstly, the vdW radius of oxygen is 1.50 Å [40]. This means that on Cu(100), where the vdW-corrected adsorption height of the carboxylic oxygen atoms is substantially below this value [≈1.0 Å in Fig. 12(a) and ≈1.2 Å in Fig. 12(b)], an attractive interaction between the carboxylic oxygen atoms and the Cu surface appears very likely, similar to the situation on the three Ag surfaces. In fact, on Cu(100) the vdW-corrected adsorption height of the carboxylic oxygen atoms is very close to that of the carbon backbone, supporting the notion of an attractive interaction of the carboxylic oxygen atoms with the substrate.  

This is to be contrasted with the situation of the anhydride oxygens, which on all surfaces except Ag(110) are found substantially above...
An attractive interaction between the carboxylic oxygen atoms and the Cu(100) surfaces is, thirdly, supported by the adsorption site of PTCDA on Cu(100) (cf. Fig. 11). Specifically, the carboxylic oxygen atoms adsorb as close to on-top positions as the geometry of the substrate and the molecule allows, which is advantageous for forming local Cu-O bonds. In contrast, in the unfavoured configuration A, these atoms would be located at bridge sites. In this context the comparison to other substrate surfaces is interesting as well. As on Cu(100), PTCDA adsorbs on Ag(111) [43], Ag(100) [10,11], and Ag(110) [44] with the carboxylic oxygen atoms close to on-top positions. It seems that local O-metal bonds are established in all cases, as is indeed suggested by their vdW-corrected adsorption heights, all of which are substantially below the van der Waals radius of oxygen (1.50 Å [40]).

However, a glance at Fig. 11 shows that not only the carboxylic oxygen atoms are found close to on-top positions. In the experimentally validated configuration B, several atoms of the carbon backbone are also adsorbed close to on-top positions of the substrate. Since this yields a better overlap between the π system and the Cu atoms of the surface (compared to the excluded configuration A), this observation supports the suggested attractive bond between the π system and the Cu surface. In fact, the lateral alignment of the carbon backbone, as well as of the carboxylic oxygen atoms, with on-top positions may explain why configuration B is preferred over A. Also the positions of the functional carbons (C1) fit into this picture. They are located at hollow sites, and therefore the interaction with the substrate is reduced, which in turn leads to their observed higher adsorption heights (+0.09 Å) compared to that of the carbon backbone.

We close the discussion of the adsorption height data in Fig. 12 by drawing attention to the following subtlety regarding the comparison between Cu(100) and Cu(111) surfaces. While on Cu(100) the carboxylic oxygen atoms are found below the functional carbon atoms (C1), on Cu(111) they are above the average position of all carbon atoms. A direct comparison of the precise distortion motifs on Cu(100) and Cu(111) is difficult, because the Cu(111) data do not distinguish between the carbon backbone and the functional carbons. However, experiments on Cu2Au(111), a surface that is very similar to Cu(111) [13], reveal that the carboxylic oxygen atoms are found above both the functional carbon (C1) and the carbon backbone. If this result can be regarded as representative also for the pure Cu(111) surface, it suggests a subtle difference between the situations on Cu(100) and on Cu(111), in spite of the similarity of the overall distortion motif on these two Cu surfaces that was mentioned above: In the case of the Cu(111) surface, the carboxylic oxygens do not seem to bind (in full accordance with a vdW-corrected adsorption height very close to the oxygen van der Waals radius of 1.50 Å [40]), while on the Cu(100) surface they do.

Finally, we note that a strong interaction of the carbon backbone with the Cu surface is also suggested by angle-resolved photoemission spectroscopy which reveals a strong intermolecular dispersion of the lowest unoccupied molecular orbital that becomes occupied through charge transfer upon adsorption [45].

V. CONCLUSION

Using the NIXSW technique, we determined the adsorption height and lateral adsorption site of PTCDA/Cu(100). In comparison with analogous structural data from other coinage metal surfaces, we conclude that Cu surfaces [data for Cu(100) and Cu(111) surfaces are available] exhibit the tendency to stabilize PTCDA closer to the surface than expected on the basis of extrapolated trends that have been established through an analysis of metallic van der Waals radii and work functions. Since the tendency to shorter adsorption heights is particularly effective for carbon atoms in PTCDA, it leads to different distortion motifs of PTCDA on Ag and Cu surfaces. We explain our observations by an attractive interaction between the carbon backbone of PTCDA and Cu surfaces. In the case of Cu(100), this Cu-C interaction is complemented by local bonds between carboxylic oxygen atoms and Cu atoms. Both the Cu-C and the Cu-O interactions lead to an adsorption site in which many carbon and oxygen atoms of PTCDA are adsorbed close to on-top positions.
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APPENDIX A: NONDIPOLAR CORRECTION PARAMETERS

Taking into account that the sample is tilted by an angle ψ from the normal incidence geometry (cf. Fig. 2), the following formulas were used to calculate the nondipolar correction parameters in Eq. (2). The derivation and further details are given in Ref. [31]. The values for the angular distribution parameter y and the scattering phase shifts δp, δd are given in Table IV.

\[ S_R = P \frac{1 + Q_h}{1 + Q_0} \]  

\[ S_I = |S_I| e^{i\psi} = P \frac{1 + \frac{Q_h + Q_0}{2} + i \tan \Delta \frac{Q_h - Q_0}{2}}{1 + Q_0} \]

\[ P, Q_h, Q_0, \text{ and } \Delta \text{ are defined by} \]

\[ P = \frac{\cos(\theta + 2\psi)}{\cos(\theta)} \]  

\[ Q_h = \frac{y}{3} \sin(\theta + 2\psi) \]  

\[ Q_0 = -\frac{y}{3} \sin(\theta) \]  

\[ \Delta = \delta_d - \delta_p \]
TABLE IV. Angular distribution parameter $\gamma$ and scattering phase shifts $\delta_p, \delta_d$ for the C 1s and O 1s photoemission for the (200) reflection with $E_{\text{Bragg}}^{(200)} = 3.4319$ keV and for the (111) reflection with $E_{\text{Bragg}}^{(111)} = 2.9721$ keV, as used in this work.

<table>
<thead>
<tr>
<th></th>
<th>$\gamma$</th>
<th>$\delta_p$</th>
<th>$\delta_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C 1s</td>
<td>1.249</td>
<td>0.7397</td>
<td>0.5544</td>
</tr>
<tr>
<td>O 1s</td>
<td>1.174</td>
<td>0.9324</td>
<td>0.6764</td>
</tr>
</tbody>
</table>

For strictly normal incidence ($\psi = 0$), $Q = Q_h = -Q_o$. This reduces the formulas for $S_R$ and $S_I$ to the well-known equations [27]. The calculated values for $S_R$, $|S_I|$, and $\Psi$ are given in Table V as a function of the angle $\theta$.

APPENDIX B: MEAN COHERENT POSITION AND FRACTION

Since the PE intensity varies by roughly a factor 2 between the different analyzer slices $k$, the corresponding error bars of $P_k$ and $P_k^*$ are also very different, see Fig. 5. It is clear that the $P_k$ and $P_k^*$ with larger error bars should contribute with smaller weights to the averages $P_c, F_c$ over the different slices. The weights $w_k$ were determined from the error bars $\sigma_k^2$ and $\sigma_k^2$ of the coherent positions and fractions that result from the quality of the PE yield fit.

TABLE V. Nondipolar correction parameters for C 1s and O 1s for the (200) and (111) reflections, as a function of the angle $\theta$. Whenever the PE signal was integrated across the entire acceptance angle of the analyzer, the mean angle of 13.4° was used to calculate the nondipolar correction parameters.

|      | $\theta$ | $S_R$ | $|S_I|$ | $\Psi$ |
|------|----------|-------|--------|--------|
| C 1s | 3.5°     | 1.071 | 1.036  | $-0.888 \times 10^{-2}$ |
|      | 10.2°    | 1.145 | 1.075  | $-1.765 \times 10^{-2}$ |
|      | 16.8°    | 1.220 | 1.116  | $-2.607 \times 10^{-2}$ |
|      | 23.3°    | 1.292 | 1.156  | $-3.404 \times 10^{-2}$ |
|      | 13.4°    | 1.181 | 1.096  | $-2.177 \times 10^{-2}$ |
| O 1s | 3.5°     | 1.065 | 1.033  | $-1.168 \times 10^{-2}$ |
|      | 10.2°    | 1.133 | 1.069  | $-2.320 \times 10^{-2}$ |
|      | 16.8°    | 1.200 | 1.105  | $-3.425 \times 10^{-2}$ |
|      | 23.3°    | 1.263 | 1.142  | $-4.472 \times 10^{-2}$ |
|      | 13.4°    | 1.165 | 1.086  | $-2.860 \times 10^{-2}$ |

Technically, the weighted average was carried out in the following way. The real and imaginary parts of the Argand vector $P_c = F_c e^{2\pi i \delta}$ were calculated from

$$\Re(P_c) = F_c \cos(2\pi P_k),$$

$$\Im(P_c) = F_c \sin(2\pi P_k).$$

Their errors $\sigma^2_{\Re}$ and $\sigma^2_{\Im}$ were determined from $\sigma^2_{\Re}$ and $\sigma^2_{\Im}$ by standard error propagation. Next, the weighted averages of $\Re(P_c)$ and $\Im(P_c)$ were calculated, using the weights $w_{\Re} = (\sigma^2_{\Re})^{-1}$ and $w_{\Im} = (\sigma^2_{\Im})^{-1}$.

$$\Re(P_c) = \frac{1}{\sum_k w_{\Re}} \sum_k w_{\Re} \Re(P_k),$$

$$\Im(P_c) = \frac{1}{\sum_k w_{\Im}} \sum_k w_{\Im} \Im(P_k).$$

The errors of the so-derived mean values were calculated from

$$\sigma_{\Re} = \sqrt{\frac{1}{n-1} \sum_k (\Re(P_k) - \Re(P_c))^2},$$

$$\sigma_{\Im} = \sqrt{\frac{1}{n-1} \sum_k (\Im(P_k) - \Im(P_c))^2}.$$ 

Finally, the mean coherent position $P_c$ and the mean coherent fraction $F_c$ were calculated from $\Re(P_c)$ and $\Im(P_c)$ by inverting equations (B1) for the mean values. The corresponding uncertainties $\sigma_{P_c}$ and $\sigma_{F_c}$ are calculated from $\sigma_{\Re}$ and $\sigma_{\Im}$ by standard error propagation.

APPENDIX C: REDUCTION OF THE COHERENT FRACTION

Coherent fractions for the (200) reflection smaller than 1 indicate vertical disorder, i.e. disorder perpendicular to the (200) planes. This vertical disorder is described by the parameter $\delta_{200}$, as introduced in Fig. 8. As is evident from Eq. (7), the vertical disorder also reduces the coherent fraction for the (111) reflection. Here we will derive equation (7). For clarity, coherent fractions and positions that are not labeled refer to the (111) reflection.

The relation between the height distribution $f(z)$ and the coherent fraction $F_c$ is given by following formula:

$$F_c e^{2\pi i P_c} = \int_0^{d_{\text{hkl}}} f(z) e^{2\pi i z/d_{\text{hkl}}} dz.$$ 

(C1)

We assume a Gaussian height distribution with mean value $P_c d_{\text{hkl}}$ and a standard deviation of $\delta$:

$$f(z) = \frac{1}{\delta \sqrt{2\pi}} e^{-z^2/(2\delta^2)}.$$ 

(C2)

Inserting Eq. (C2) into Eq. (C1), performing the substitution

$$\xi = \frac{z - P_c d_{\text{hkl}}}{\sqrt{2\delta}},$$

(C3)
and using the assumption $\delta \ll d_{hkl}$ to extend the bounds of the integration leads to

$$F_c e^{2\pi i \varphi} = \frac{1}{\sqrt{\pi}} e^{2\pi i \varphi} \int_{-\infty}^{\infty} e^{-(x^2 + \frac{\sqrt{\pi} \delta \xi / d_{hkl}}{\delta \xi})} d\xi.$$  \hspace{1cm} (C4)

This yields

$$F_c = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \left( e^{-x^2} \cos \frac{\sqrt{\pi} \delta \xi / d_{hkl}}{d_{hkl}} + i e^{-x^2} \sin \frac{\sqrt{\pi} \delta \xi / d_{hkl}}{d_{hkl}} \right) d\xi.$$  \hspace{1cm} (C5)

Since the second summand is an uneven function, its integral will vanish. Using [46]

$$\int_{-\infty}^{\infty} e^{-a x^2} \cos b x \, dx = \frac{\sqrt{\pi}}{2a} e^{-b^2/4a^2},$$  \hspace{1cm} (C6)

and the fact that the first summand is an even function, the expression for the coherent fraction becomes

$$F_c = e^{-2(\pi \delta_i^j / d_{hkl})}.$$  \hspace{1cm} (C7)

A similar formula is used to take into account thermal vibrations [24].

Now we can calculate the standard deviation $\delta_{200}^i$ of the height distribution $f(z)^i$ from the experimentally determined $F_c(200)$:

$$\delta_{200}^i = \frac{d_{200}}{\pi} \sqrt{-\frac{1}{2} \ln F_c(200)}.$$  \hspace{1cm} (C8)

$\delta_{111}^i$ and $\delta_{200}^i$ are simply connected by a trigonometric function (cf. inset of Fig. 8):

$$\delta_{111}^i = \delta_{200}^i \cos \alpha.$$  \hspace{1cm} (C9)

Since $\cos \alpha = 1/\sqrt{3}$ and $d_{200} = \sqrt{3}/2 d_{111}$, it follows that

$$\delta_{111}^i = \frac{1}{2} d_{111} \delta_{200}^i.$$  \hspace{1cm} (C10)

Using Eq. (C7), we thus obtain

$$F_c = F_{c,0} \sqrt{F_c(200)}.$$  \hspace{1cm} (C11)

This last equation assumes a multiplication of the coherent fractions due to disorder and structural effects.
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