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Abstract

Magnetism of nanoscale systems offers promising novel pathways in the quest
for smaller, faster and more efficient devices. Understanding the interaction of
multiple nanomagnets and their dynamics is essential for these developments
and requires a high-resolution probe of magnetic states and characterisation of
field distributions quantitatively on the picosecond time regime. In this thesis,
magnetic imaging techniques in the transmission electron microscopy (TEM)
were employed to study the magnetic properties of nanomagnets and improve
the temporal resolution of magnetisation dynamics studies in TEM.

Chiral ice is a specific type of artificial spin ice (ASI) where a unidirectional
rotation of the net magnetisation has been observed during thermal relaxation.
According to micromagnetic simulation, the process is driven by the stray field
distribution. In this thesis, the quantitative stray field distribution was verified
experimentally for a regular pattern of permalloy (Py) nanomagnets. First, the
reversal mechanism and effects of composition and sample oxidation were de-
scribed. Second, the projected in-plane magnetic induction was mapped using
off-axis electron holography. Third, the projected in-plane magnetisation was
determined by applying a model-based iterative reconstruction. The average
magnetic polarisation was measured to be 0.7 T which is lower than the expected
value, most likely due to a combination of microstructure, composition and possi-
ble oxidation of the sample. Forth, the three-dimensional stray field distribution
of chiral ice was calculated using experimental measurements.

Magnetic vortices are of particular interest in the context of magnetisation dy-
namics due to their stability and reproducibility. Combing TEM with a fast delay
line detector allows imaging of the gyration of the vortex core while maintain-
ing the excellent imaging properties of TEM. The vortex core motion in a Py
disk was excited using a microwave magnetic specimen holder and measured
using Fresnel defocus imaging. The vortex core resonance was found to be at
~417MHz and an intrinsic temporal resolution of ~122 ps was achieved in a
frequency range from 0.1 to 2.3 GHz. Conventional Fresnel imaging revealed
a breathing-like behaviour of the vortex core motion, possibly due to sample
heating or vortex core polarity switching. A shape distortion of the Py disk,
originating from the sample preparation, was observed. However, the analysis
showed that this had no effect on the vortex core gyration in the studied regime.
The presented work on ASI pushes the limits of quantitative analysis of weak
magnetic stray fields and presents a methodology to reconstruct the fields in three
dimensions. Moreover, an easy-to-implement approach is presented to achieve
picosecond temporal and nanometre spatial resolution. In the future, both tech-
niques can be combined giving nearly unique access to stray field dynamics.
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Kurzfassung

Der Magnetismus von nanoskaligen Systemen bietet Impulse fiir kleinere, schnel-
lere und effizientere Gerdte. Das Verstdndnis der Wechselwirkung mehrerer
Nanomagnete und ihrer Dynamik erfordert eine hochauflésende Untersuchung
der magnetischen Zustidnde im Pikosekundenbereich. In dieser Arbeit wurde
Transmissionselektronenmikroskopie (TEM) genutzt, um die Eigenschaften von
Nanomagneten zu untersuchen und die zeitliche Auflésung der TEM verbessert.
Chirales Eis (eine Untergruppe des kiinstlichem Spineises(ASI)) zeigt eine uni-
direktionale Rotation der Nettomagnetisierung wahrend der thermischen Relax-
ation. Dieseistlaut mikromagnetischen Simulationen auf die Streufeldverteilung
zurlickzuftihren. Fiir entsprechende Anordnung von Permalloy (Py)-Nano-
magneten wurden zunichst der Umpolungsmechanismus und die Auswirkun-
gen der Probenzusammensetzung und -oxidation untersucht. Danach wurde
die projizierte magnetische Induktion in der Ebene mit Hilfe der Off-Axis-
Elektronenholographie gemessen und die entsprechende Magnetisierung mit
einer modellbasierten iterativen Rekonstruktion bestimmt. Die durchschnit-
tliche magnetische Polarisation war mit 0,7 T wahrscheinlich auf Grund einer
Kombination aus Mikrostruktur, Zusammensetzung und moglicher Oxidation
der Probe niedriger als der erwartete Wert. Schliefilich wurde die dreidimen-
sionale Streufeldverteilung von chiralem Eis anhand experimenteller Messungen
bestimmt und die Simulationen bestétigt.

Magnetische Vortexe sind fiir dynamische Messungen aufgrund ihrer Stabilitat
und Reproduzierbarkeit besonders interessant. Die Kombination von TEM mit
einem Verzogerungsliniendetektor ermdglicht es, die Gyration des Vortexkerns
abzubilden und die Abbildungseigenschaften der TEM zu erhalten. Die Bewe-
gung des Vortexkerns in einer Py-Scheibe wurde mit mikrowellen Magnetfeldern
angeregt und mit dem Fresnel-Defokus-Abbildungverfahren gemessen. Die Re-
sonanz lag bei ~417 MHz und eine intrinsische zeitliche Auflésung von ~122 ps
wurde in einem Frequenzbereich von 0,1 bis 2,3 GHz erreicht. Die konventionel-
le Fresnel-Abbildung zeigte ein atmungsédhnliches Verhalten der Gyration, das
moglicherweise auf eine Probenerwéarmung oder Polarititsanderung des Kernes
zurilickzufiihren ist. Die Probenherstellung fiihrt zu einer Verformung der Py-
Scheibe, die jedoch keinen Einfluss auf die Gyration im untersuchten Bereich hat.
Diese Promotionsarbeit tiber ASI stellt die quantitativen Analyse schwacher mag-
netischer Streufelder und ihre Rekonstruktion in drei Dimensionen vor. Dartiber
hinaus wurde ein einfacher Aufbau entwickelt, mit dem zeitliche und rdumliche
Auflésungen im Pikosekunden-, beziehungsweise Nanometerbereich erreicht
wurden. In Zukunft konnen beide Techniken kombiniert werden, was einen
nahezu einzigartigen Zugang zur Dynamik von Streufeldern erméglicht.
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Chapter 1.

Introduction

Magnetism and magnetic materials are omnipresent in our modern lives, with ap-
plications ranging from life science [1,2], through energy generation/harvesting
[3,4], to information technology [5,6]. The bit density in magnetic hard disks
has increased by tens of millions during the last 50 years based on advances in
data storage and processing developments [7]. Magnetic materials are remark-
ably attractive due to their scalability and ultrafast switching times, which can
lead to high information density and the ability to manipulate them in three-
dimensional structures. Nowadays, one of the main challenges in information
technology is the further miniaturisation of devices without compromising their
speed and fidelity, in particular with respect to thermal stability [8,9]. In ad-
dition, efforts towards net-zero emissions' make more energy-efficient devices
a necessity for the future [8]. One solution to these challenges is offered by
the field of nanomagnetism, in particular by spintronics and magnonics [10-12].
Nanomagnetism is a discipline that deals with magnetic properties of objects and
materials that have dimensions in the range from a nanometre to a few hundreds
of nanometres [9,13]. Spintronics exploits the spin degree of freedom in current
in conjunction with magnetic materials, as exemplified by magnetic racetrack
memories [14-16]. Magnonics refers to collective excitations of the electron spin
structure and offers the prospect of magnon-based transistors that operate with
nearly vanishing energy losses [17-19].

In the context of nanomagnetism, artificial spin ice (ASI) has received consider-
able interest due to the emergence of interesting phenomena including magnetic
monopoles [20,21], phase transitions [22,23] and chiral dynamics [24,25]. ASIis
a metamaterial that comprises interacting single domain ferromagnets arranged

!International Energy Agency (2021, June 21). Net Zero by 2050 - A
Roadmap for the Global Energy Sector. Retrieved from https://iea.
blob.core.windows.net/assets/4482cac7-edd6-4c03-b6a2-8e79792d16d9/
NetZeroby2050-ARoadmapfortheGlobalEnergySector.pdf
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in an ordered fashion, thereby resulting in frustration by design [26,27]. Mod-
ern nanofabrication methods allow versatile structures to be patterned that are
not limited to common two-dimensional arrays of elongated magnets, but can
be complex lattices or magnets of any shape [27,28]. The magnetic state of
an ASI can be controlled using external stimuli, such as magnetic fields [29],
electric fields [30] and temperature gradients [31]. Based on the specific spin
wave resonances of different magnetic configurations, an ASI is a promising
candidate for re-programmable magnonic crystals [32,33]. Within the ASI fam-
ily, the chiral ice structure is of particular interest as a unidirectional rotation
of its net magnetisation has been observed during thermal relaxation giving,
rise to ratchet-like behaviour [24]. Micromagnetic simulations suggest that this
observation is driven by the stray fields at the edges of the chiral ice pattern,
which give rise to the formation of emergent virtual antivortices [24]. Hence,
the analysis of such stray fields is essential for understanding the physical prop-
erties of chiral ice. However, the direct measurement of the in-plane stray field
distribution around the constituent magnets is not simple to study and many
unresolved issues remain to be answered. Experimental techniques such as su-
perconducting quantum interference device (SQUID) magnetometry, magnetic
force microscopy (MFM), magneto-optic Kerr effect (MOKE) microscopy and
X-ray magnetic circular dichroism (XMCD) lack the possibility of quantitative
measurements, do not provide access to stray fields or their spatial resolution is
not sufficient [25,34-36].

Another magnetic phenomenon that has been at the forefront of research studies
for many years is the magnetic vortex [37-39]. It possesses two binary properties:
circulation, which is the rotation of the in-plane component of the magnetisation
and core polarity, which is the direction of the core relative to the plane of the
vortex [9,13]. In the context of magnetisation dynamics, vortices are particularly
interesting due to their stability to large field perturbations, reproducibility and
lack of stray fields [40,41]. They offer a rich playground for tuning properties
such as vortex core location, size, shape and polarity, as well as the associated
eigenfrequencies of motion, which can be modified by stimuli such as applied
magnetic fields [9,13,40]. However, access to studies of the dynamic properties
of magnetic vortices requires picosecond temporal resolution accompanied by
high spatial resolution (<100 nm), which is only partially available in specialised
techniques such as Brillouin light scattering (BLS) [42, 43], scanning electron
microscopy with polarisation analysis (SEMPA) [44] and scanning transmission
X-ray microscopy (STXM) [45,46]. These techniques are often compromised in
least one of the following respects: temporal resolution, spatial resolution or
compatibility with respect to structural or compositional measurements.



Transmission electron microscopy (TEM) is an ideal candidate technique for the
analysis of chiral ice and magnetic vortices as it is able to meet the requirements
for static and for dynamic measurements and avoids some of the drawbacks of
other techniques. In TEM, interaction of the probing electrons with the material
and its properties is employed to gather information about structure, electronic
properties, chemical composition, morphology and electromagnetic fields with
high spatial resolution [47-49]. In addition, external stimuli can be applied to
samples using electric currents, temperature gradients, magnetic fields, strain,
and photonic excitation [47,49]. These properties make TEM one of the most
versatile techniques in the fields of physics, chemistry, materials science and
structural biology.

TEM offers several different methods to study the magnetic states and field dis-
tributions of electron-transparent samples, including differential phase contrast
(DPC) imaging [50,51], Fresnel and Foucault imaging [52] and electron hologra-
phy [53,54]. In conventional TEM, phase information about the electron wave
that passed through the sample and interacted with any associated electromag-
netic fields is usually lost during the recording of an image. Electron holography
allows phase information to be recovered by making use of the interference of an
object wave with a reference wave [53,54]. The concept of electron holography
was introduced by Dennis Gabor in 1948, with the original aim to overcome
the spherical aberration that limits resolution in TEM [55,56]. Gottfried Mollen-
stedt developed the electron biprism, a device that can be used to achieve the
superposition of two parts of an electron wave in TEM [57]. This development
facilitated the use of off-axis electron holography for the quantitative measure-
ment of phase shift variations with high spatial resolution. Off-axis electron
holography has been used successfully to map the magnetic induction field in
a wide variety of magnetic samples. The technique has benefited substantially
from further improvements in electron microscopy, including the introduction
of electron sources with high spatial coherence [58], hardware aberration correc-
tion [59] and improvements in digital detectors [60]. Recent advances in data
analysis have allowed intrinsic properties such as magnetisation and charge
density to be recovered from experimentally measured phase images by using
model-based iterative reconstruction (MBIR) [61,62]. These possibilities mean
that off-axis electron holography is well suited for the investigation of artificial
spinice and its stray field distribution. In order to study magnetisation dynamics
in TEM, time-resolved Fresnel imaging is usually employed, based on recording
defocused images [63]. By using a laser system to trigger the generation of elec-
trons in so-called ultrafast TEM (UTEM), a temporal resolution of a few hundred
femtoseconds can be achieved [64-67]. However, UTEM requires modifications
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to the microscope, which limits its application to specialised instruments. This
drawback can be overcome by employing a delay line detector (DLD), which
assigns a time stamp to every incoming particle resulting in a three-dimensional
data set that includes time [68,69]. In principle, a DLD can be mounted on any
electron microscope to improve its temporal resolution to the picosecond range.
Although the technical requirements are not demanding, the DLD has rarely
been used in electron microscopy.

The aims of this thesis are to gain an understanding of the magnetic states and
stray field distributions of magnetic nanostructures and to improve the method-
ology to study them quantitatively with high spatial resolution and improved
temporal resolution. Experimental measurements of the structure, chemical com-
position and field distribution of a chiral ice sample made from soft magnetic
permalloy islands (Py, nickel (Ni) iron (Fe) alloy, Ni;.Fe, with x about 0.2) were
performed using various TEM methods. These studies allowed these different
properties to be correlated with each other. A methodology for the quantitative
measurement of the three-dimensional magnetic induction fields of the magnets
was developed, based on electron holography measurements of the phase shift
and reconstruction of the magnetisation using MBIR. The locations and distribu-
tions of virtual antivortices were mapped with high precision, thereby providing
a better understanding of the origin of the ratchet-like behaviour in this system.
The static properties of magnetic vortices in a Py nanodisk were studied using
Fresnel imaging. Special attention was paid to the implications of shape devi-
ations of the nanodisk on magnetic states observed in different applied fields.
Dynamic properties were investigated by employing high frequency excitation of
the vortex core and imaged successfully with a DLD. The resonance behaviour of
the vortex core was investigated and compared with results based on both STXM
and more conventional TEM methods. The advantages and disadvantages of us-
ing a combination of a DLD with TEM were assessed, with respect to feasibility,
temporal resolution and applicable frequency range in order to present prospects
for its future applications to studies of magnetisation dynamics.

This thesis is divided into the following sections: An extensive review is given on
magnetism and applied experimental techniques in Chapters 2 and 3. Chapter 4
describes the experimental methodology and presents new results on the chiral
ice and virtual antivortices. Static properties of the magnetic vortex state are
presented in Chapter 5. Time-resolved studies of the vortex state are presented
in Chapter 6. The thesis concludes with a summary and outlook in Chapter 7.



Chapter 2.

Magnetism of nanoscale objects

This chapter describes the basic principles of the magnetism of nanoscale objects.
It starts with a short overview of magnetism in general, before focusing on
micromagnetism. Particular focus is placed on the systems studied in the thesis:
artifical spin ice and magnetic vortices. In the case of the magnetic vortices,
their static and dynamic properties are discussed in detail. In the last section,
the STXM technique which provides access to the static and dynamic magnetic
properties of various sample systems is introduced.

2.1. General magnetic concepts

A basic quantity in magnetism is the magnetic dipolar moment u, which defines
the magnetic properties of a material. The magnetic moment, in turn, depends
on the spin angular momentum and orbital angular momentum of each electron
on the atomic scale. The spin angular momentum is based on the spin of an
electron only being able to align itself in two possible orientations with respect
to an applied magnetic field: the spin can point either up or down in a vertical
magnetic field. The orbital angular momentum results from the orbital motion
of an electron around the nucleus. The intrinsic magnetic moment of an electron
is given by the Bohr magneton up = % and can be derived classically based on
the current induced by the electron on a circular trajectory. In this relation, e is
the electron charge, & is the reduced Planck constant and 1, is the electron rest
mass.

In order to describe the magnetic properties of a sample on a macroscopic scale,
three vector fields are defined: the magnetisation M, the magnetic induction B
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and the magnetic field strength H. These three fields are connected to each other
by the relation
B = uo(H + M), (2.1)

where, 1y is the permeability in vacuum. The three fields and their relation
are sketched in Fig. 2.1. The magnetisation of a material results from the net
magnetic moments and can be defined, on a macroscopic scale, by the sum of the
magnetic moments over their volume V: M = ¥, &. Thus, itis only present inside
the magnetic material. The highest possible magnetisation of a material is its
saturation magnetisation Ms. The magnetisation is an intrinsic material property,
asitdepends on the magnetic moment. Nevertheless, magnetic induction is often
referred to as magnetism in colloquial language. Magnetic field lines associated
with magnetic induction have to be closed, i.e. the lines have to form continuous
loops. In contrast, the magnetic field strength has sources and sinks due to
discontinuities in the magnetisation. In small objects, the surfaces often act
as discontinuities. One can consider that magnetic charges accumulate at the
discontinuities and define H, similar to electric charges defining the electric field
E. In contrast to electric charges, magnetic charges only appear in pairs and
magnetic monopoles have never been observed. H is affected by the magnetic
material of the sample, as well as by all of the magnetic material surrounding
it. It can be split into two parts: demagnetising fields inside the material and
stray fields outside it. These fields oppose on another. In addition to Eq. 2.1,
there is another convention in use: B = ygH + M [70]. It should be noted that
these difference in convention is associated with a change of units. The former
convention is used with the SI units, with the magnetisation measured in 2. In
the latter convention, the magnetic induction and magnetisation both have units
of T.

In general, there are four categories that a material can be classified into based
on its magnetic properties: diamagnetism, paramagnetism, ferromagnetism and
antiferromagnetism. Dia- and paramagnetic materials only exhibit magnetic
fields in the presence of external fields, whereas ferro- and antiferromagnetism
are also present without external fields. For ferromagnets, the Curie-Weiss law
describes the temperature dependence of the magnetisation: the net magneti-
sation decreases with increasing temperature. Above the Curie temperature,
magnetic ordering of the ferromagnet is suppressed by thermal fluctuations and
the material becomes paramagnetic. Such thermal fluctuations can also affect
antiferromagnets, which lose their magnetic order above the Néel temperature.
The samples studied in this thesis all belong to the class of ferromagnets.
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Figure 2.1.: The magnetic properties of a sample are described by three macro-
scopic fields: the magnetic induction B, the magnetic field strength H and the
magnetisation M. The three fields are related by Eq. 2.1. The magnetisation
arises due to the magnetic moments in the material and is only defined inside
the material. The magnetic field strength is associated with magnetic charges
accumulating on the surface. Inside the material, the magnetic field strength
reduces the total magnetic moment and is referred to as demagnetisation field.
Outside the material, it is referred to as stray field. The magnetic induction is
equal to the stray field outside the material. The relation between the different
fields is shown for the example of point P.

2.2. Basis of micromagnetism

Mirco- and nanoscale magnetic systems differ in several ways from their macro-
scopic counterparts. Different magnetic properties can have various origins: in
nanoscale systems the effects of surfaces are more prominent than in bulk sam-
ples, as the surfaces break translational symmetry. Moreover, the sizes of the
systems can become comparable to fundamental length scales governing mag-
netic states. In order to understand the magnetic properties of such systems, it
is convenient to describe them in terms of energy minimisation, for example by
looking at a mesoscopic length scale where the effect of the atomic structure can
be neglected. Here, it is assumed that the magnitude of the magnetisation stays
constant, while its direction changes. The four energy terms that dominate most
nanoscale magnetic systems are the exchange energy E,., the magneto-crystalline
anisotropy energy E,,, the Zeeman energy Ey and the dipolar energy E;:

Ewt=E.+E, + Eg+E, (2.2)

In this thesis, a short introduction to the basis of micromagnetism is given.
Further details can be found in [9, 13].

Spontaneous magnetisation in ferromagnets is governed by the exchange inter-
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action. Even though it is very powerful, the exchange interaction decays quickly.
Hence, it only has strong effects on a short range. It results from the coupling
of the magnetic moments of single electrons and can be described in terms of
the macrospin S of each atom: E,, = —J(S; - S;). The parameter | is a material-
specific coupling. When ] is positive, the exchange energy is minimised when
the magnetic moments align parallel to each other resulting in macroscopic mag-
netisation. This case corresponds to ferromagnetic order. Antiferromagnetic
materials have a negative | and the magnetic moments align antiparallel to each
other, in order to minimise the exchange energy. Hence, there are no magnetic
fields present outside the material.

The magneto-crystalline anisotropy energy is based on the interaction of the spin
with the electron orbitals, which have preferential directions due to the crystal
lattice. Thus, the magnetisation has a preferred direction. This energy term is
minimised if the magnetic moments are aligned along the preferential direction
of the crystal, which is referred to as the magnetic easy axis. In contrast, the
energy is maximised if the magnetic moments are aligned along the hard axis. In
polycrystalline materials, this effect is suppressed by the presence of grain bound-
aries. Depending on the strength of the magneto-crystalline anisotropy, different
types of magnets can be defined: soft and hard magnets. Soft magnetic materials
are characterised by weak magneto-crystalline anisotropy and the material can
be magnetised and demagnetised more easily. Py is a prominent example of this
type of material, in part due to its polycrystalline structure [13]. Hard magnetic
materials do not change their magnetic state easily. Prominent examples are
alloys based on samarium-cobalt and neodymium-iron-boron magnets [3].

The Zeeman energy describes the interaction of the magnetic moments with an
external magnetic field. It is minimised when the magnetic moments inside the
sample are aligned parallel to an external magnetic field. It can be visualised in
terms of an accumulation of magnetic charges at the surface forming to exclude
the external magnetic field. In contrast to electric charges in an external electric
field, this exclusion is not complete, as the saturation magnetisation is finite. In
soft ferromagnets, the Zeeman energy dominates magnetic interactions when an
external magnetic field results in parallel alignment of the magnetisation with
the external field.

The dipolar energy is sometimes referred to as the demagnetisation energy, stray
field energy or magnetostatic energy. It results from the interaction of the mag-
netic moments with the magnetic field strength that the magnetic material in-
duces itself and is heavily influenced by boundary conditions for finite structures.
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Therefore, shape anisotropy also has to be included. Shape anisotropy arises if
the magnetic state favours a specific configuration due to shape constraints.

If all of the magnetic moments are aligned, then the material is in a single domain
state, which is visualised in Fig. 2.2a. This state minimises exchange energy at the
cost of increasing other energy terms, e.g., due to the resulting strong stray fields.
These other energy terms can be reduced by dividing the magnetic material into
domains (Fig 2.2b). The magnetic moments in each domain are aligned to a first
approximation, but individual domains can have different directions. Domains
in small samples that are made from a material with low magneto-crystalline
anisotropy tend to orient themselves parallel to the surfaces of the sample. The
sample size that is required to form a multidomain state depends on several
properties, including the material and shape of the sample. Domain walls form
at the borders of the domains. Competition between exchange and anisotropy
energy results in a finite domain wall size. One consequence of the formation
of magnetic domains is that not all materials possess magnetic fields that can be
measured, even though the constitute elements are magnetic. The application
of an external magnetic fields results in an alignment of the magnetic moments
as the Zeeman energy is minimised. Several domains may then merge to form
larger domains. This alignment is removed when the material is heated due
to the thermal motion of the atoms and domains may then form again. The
dipolar energy can be reduced by minimising the formation of discontinuities of
the magnetic fields. Closure domains may therefore form, where the magnetic
moments follow closed loops parallel to the surface of the sample, as shown
in Fig. 2.2c. Such closed loops can be formed by several domains effectively
working as one macrospin, or by magnetic moments within a single domain.
When they are formed by several domains separated by domain walls, they may
form a called Landau state [71], while magnetic vortices may result for the single
domain case [9].

Even in a single domain that is not in a closure state, the magnetic moments are
usually not aligned perfectly, but may be canted. This canting can be induced, for
example, by shape or crystallographic variations of the material or impurities.
Even in perfect materials, such canting may be present because the stray field
of each magnetic moment depends on its position within the material. For
example, the magnetic moments may follow a C or S-shape. If a single domain is
small enough, superparamagnetic switching may arise. Here, thermal motion is
sufficient to overcome the energy barrier for flipping the macrospin of the domain
even at room temperature. The magnetisation of the domain may then change
over time in a random manner. The material will appear to be non-magnetic as
long as the measurement time is longer than the switching time.
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Figure 2.2.: Formation of magnetic domains. (a) Single domain state of the
magnetisation M with large stray fields Hg (b) Formation of two domains,
reducing the stray fields. The domains are separated by a domain wall of finite
size (grey region). (c) Flux closure minimising the stray fields.

The dependence of domain structure on material size is exemplified by consid-
ering a sphere. Its magnetic properties depend strongly on its diameter, as there
are typically two different magnetic ground states for a hard magnetic material
and three for a soft one. These different states are a result of balancing the four
energy terms. Small particles are typically in a single domain state. Furthermore,
they are in the superparamagnetic switching regime if the particle is sufficiently
small. In contrast, several domains are formed if the diameter is large enough.
Soft magnetic materials exhibit an intermediate state for diameters in the regime
between single and multi domain states corresponding to a closure domain.
Here, the magnetic moments curl to form a vortex state. A magnetic vortex in a
Py disk will be discussed in more detail in Sec. 2.4.1. The example of a sphere
illustrates that the magnetic properties of a system can be adjusted by designing
specific nanostructures. This freedom of design is utilised in complex structures
such as artificial spin ice.

2.3. Artificial spin ice

In the previous section, the focus was on the magnetic properties of a single object
or particle. The addition of more particles that can interact allows for a variety
of other phenomena, one of which is magnetic frustration. Frustration is a ubig-
uitous phenomenon in systems that range from neural networks to structural
glasses and is not limited to magnetic nanostructures [26]. In simplified terms,
frustration is the inability of a system to satisfy all competing interactions simul-
taneously. This inability can lead to complex structures, which are associated
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with large degeneracy at low temperature and disorder. New and interesting
physical phenomena may arise from frustration, such as emergent magnetic
monopoles [27,72-74]. Frustration can result from, e.g., intrinsic structural disor-
der in a spin glass or a regular geometry with carefully balanced interactions in
artificial spin ice [75]. The latter system is inspired by water ice and is explained
in detail in this section.

The most common and ordinary example of frustration is present in water ice.
In water ice, each oxygen atom is covalently bonded to two hydrogen atoms.
Furthermore, each oxygen atom is bonded to four surrounding oxygen atoms
via one hydrogen atom each. The two covalently bonded hydrogen atoms are
located closer to the oxygen atom than the hydrogen atoms that are covalently
bonded to the neighbouring oxygen atoms. In other words, every oxygen atom
is bonded to four hydrogen atoms and has two strong and two weak bonds,
forming a periodic lattice. This behaviour is referred to as the ice rule and
was first described by Bernal and Fowler in 1933 [76]. Frustration arises as the
bonds have different strengths and the hydrogen atoms are not located in central
positions. Pauling applied the ice rule to explain the residual entropy of water
at zero temperature [77].

The study of geometrically frustrated magnetic systems started in 1997 with
the discovery of such behaviour in rare earth pyrochlore structures by Harris
et al. [78]. In these systems, magnetic ions form a lattice of corner-sharing
tetrahedra. Each ion has a large magnetic moment and can be considered as
a classical, binary Ising spin. The crystal field enforces a configuration where
the two spins point towards the centre and two away from it (two in, two
out) in the lowest energy state, effectively minimising the spin-spin interaction.
This configuration corresponds to the ice rule. The lowest energy state can
be achieved by six different configurations. Thus, the system is degenerate.
Nevertheless, the experimental study of geometric frustration in these systems is
not straightforward, since it is challenging to image the atomic spins directly.

A solution to the issue of experimental studies is to use a model system with
submicron-sized magnetic islands called artificial spin ice. Artificial spin ice de-
scribes a class of metamaterials that consists of interacting nanomagnets arranged
in specific geometries. The geometry is chosen in such a way that it leads to ge-
ometric frustration by design. The most common systems are two-dimensional
arrays fabricated by electron-beam lithography [75]. The constituent nanomag-
nets typically each have a thickness of a few tens of nanometres and lateral
dimensions of approximately 500nm [75]. The nanomagnets are often shaped
as long ellipses, in such a way that they form a single domain and suppress
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thermal fluctuations at room temperature. In most studies, the nanomagnets are
made of Py, which has nearly no magneto-crystalline anisotropy, making shape
anisotropy dominant [26]. Hence, the magnetisation of a nanomagnet is aligned
with the long axis, giving rise to a large, Ising-like macrospin with two antiparal-
lel states and almost classical behaviour. If the nanomagnets are placed in close
proximity, then dipolar coupling will result in an influence of the nanomagnets
on each other. Consequently, the nanomagnets form an interacting many-body
spin system, with effects such as collective switching [27]. Besides the analogy
the ice rule in particle-based ice and specific designed artificial spin ice systems,
the frustration and energies are fundamentally different and the analogy does
not always hold for more complex geometries. More details can be found in
reviews on artificial spin ice [27,28,73,75].

Frustration in artificial spin ice arises from competition between dipolar coupling
of the nanomagnets, which cannot be satisfied simultaneously due to spatial con-
straints. For example, a system can be considered in which four nanomagnets
intersect at their ends. This intersection is referred to as a vertex. The topological
charge is the difference between the macrospins pointing towards the vertex and
away from it. The lowest energy state corresponds to a minimisation of topolog-
ical charges which is often enforced by nearest neighbour spin interactions. All
configurations that lead to the lowest energy state are said to obey the spin ice
rule. Lattices of nanomagnets with an even coordination number, i.e. an even
number of intersecting nanomagnets, will prefer to have zero topological charge
at each vertex. Square ice is a common example of this class of artificial spin
ice and is shown in Fig. 2.3a. Here, four nanomagnets intersect at an angle of
90°. According to the spin ice rule, two macrospins point towards the centre
of the vertex and two away from it in the ground state, since the dipolar inter-
action prefers a head-to-tail alignment at each vertex. This configuration can
be achieved by six different arrangements of the spins. It has been found that
that 70% of the vertices obey the ice rule [26]. However, the distance between all
nanomagnets at the vertices is not the same as the spacing between nanomagnets
in a row is larger than between those with a 90° angle. This imbalance results in
different strengths of the dipolar interaction, partly lifting the degeneracy of the
ground state. This uneven particle spacing is absent in the kagome lattice. Here,
three nanomagnets intersect at each vertex, mimicking a honeycomb structure,
as shown in Fig. 2.3b. Therefore, every vertex has a coordination number of +1 in
the ground state. Here, the interaction between the three nanomagnets is equal.

An advantage of artificial spin ice, in addition to its macroscopic size, is that it
can mimic the behaviour of rare earth pyrochlores at a specific temperature and
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Figure 2.3.: Spin ice lattices consisting of single domain ferromagnets. Two com-
mon examples are (a) square ice and (b) kagome ice. The coloured nanomag-
nets in (a) represent two possible configurations for the ground state obeying
the ice rule.

field [73]. Its degrees of freedom are tuneable and individually observable, in
contrast to a continuous thin film [73]. A manifold of magnetic configurations
can be achieved by interactions between the nanomagnets and their response
to an external field, depending on the specific design. The thermal barrier and
mesoscopic size of artificial spin ice allows for characterisation using standard
microscopy techniques, such as magnetic force microscopy, Lorentz microscopy
and X-ray based techniques that include photoemission electron microscopy [74].
One of the most famous discoveries is that of emergent magnetic monopoles
[72,79]. Magnetic monopoles constitute a violation of the spin ice rule and and can
be thought of as an alternation of the underlying order, rather than disorder. In
addition to static characterisation, artificial spinice displays non-trivial avalanche
dynamics, with typical resonant frequencies in the few GHz regime [27,28, 74].
Its high-frequency dynamics make it a promising candidate for programmable
magnonic crystals with a defined band structure [27,28,74]. In the future, a
combination of improved fabrication and characterisation techniques with new
geometries and materials may result in applications in computation, data storage,
encryption and reconfigurable microwave circuits [27,28,32,33]. This progress
may meet the demand for faster, smaller, and more efficient devices.

2.4. Magnetic vortex state

The magnetic vortex state was introduced in Sec. 2.2. Its the static and dynamic
properties are now discussed in more detail.
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Figure 2.4.: Magnetic vortex supported in a disk. The in-plane component rotates
following the disk’s shape. The vortex core points out of the plane, as depicted
by white arrows at the centre of the disk. Adapted from [82]

2.4.1. Description of a static magnetic vortex state

A magnetic vortex is the magnetic ground state for a disk with radius is suffi-
ciently larger than its thickness, while its overall dimensions are small enough,
i.e., typically radii up to several hundreds of nanometres for soft magnetic mate-
rials [80]. A schematic diagram of a magnetic vortex in a disk is shown in Fig. 2.4.
In a thin structure, the stray field and thus the dipolar energy is decreased by
aligning the magnetisation parallel to the surface. In-plane alignment leads to
rotation of the magnetisation within a disk. The sense of rotation is described by
the circulation, which can be either clockwise or counterclockwise. At the cen-
tre, a singularity would be produced by the rotation, leading to large exchange
energy, such a singularity is avoided by canting the magnetic moments along
the cylinder axis, thereby allowing parallel alignment of the moments to form a
vortex core. The polarity is the direction of the vortex core and is either parallel
or antiparallel to the cylinder axis. Both the circulation and the polarity are bi-
nary properties, which together define the chirality of the vortex. The possible
combinations of circulation and polarity are summarised in Table 2.1. As a result
of its magnetic structure, a magnetic vortex has little stray field and is magneti-
cally stable due to minimisation of the dipolar and exchange energy. These two
properties, combined with the possibility to fabricate disks using lithographical
processes, make vortices a promising candidate for a number of applications,
such as ultra-high density recording media, miniature magnetic field sensors
and spintronic logic devices [81].

When an in-plane magnetic field is applied to a disk that supports a magnetic
vortex state, the vortex core is shifted perpendicular to the external magnetic
field, in order to increase the number of magnetic moments aligned with the
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2.4. Magnetic vortex state

Table 2.1.: The chirality of a vortex is described by the two binary properties
polarity and circulation. CW is used for clockwise rotation of the in-plane
magnetisation and CCW for counterclockwise rotation.

Polarity Circulation
+1 (up) -1 (CW)
+1 (up) +1 (CCW)
-1 (down) -1(CW)
-1 (down) +1 (CCW)

external magnetic fields. The symmetry of the vortex is then broken. If the
external magnetic field is sufficiently large, the vortex core will be annihilated
and the disk will be uniformly magnetised. When applying an out-of-plane field,
the magnetic moments will also prefer to align parallel to the applied field. The
direction of the field with respect to the polarity now has a major effect. If the
polarity and the external field are parallel, then the vortex core will increase in
size. In case of an antiparallel field, the vortex core may switch its polarity if the
strength of the applied field is sufficient.

Magnetic vortices have similar resonance properties to Landau states. However,
a Landau state possesses domain walls, in contrast to a domain-wall-free vortex.
The presence of domain walls can affect the response of the vortex to external
stimuli [83]. Disk-like samples are chosen in the presented work, in order to
study their magnetic vortex core dynamics.

2.4.2. Magnetic vortex core dynamics

Magnetic vortex core motion can be induced by displacing the core from its equi-
librium position and allowing the magnetic state to relax or by further displacing
it in a different direction. Displacement of the vortex core can, for example, be
achieved by applying an external magnetic field or driving a current through
the disk. The vortex core motion can be described using the phenomenological
Landau-Lifshitz—-Gilbert (LLG) equation. The LLG equation is not limited to
vortex core dynamics, but can also be used to study dynamic states, e.g., spin
waves in ferromagnets. Considering an average over the volume of an object, the
magnetic torque T acting on the object can be expressed in the form T = M X Heg.
The effective field He is a combination of the externally applied field and the de-
magnetisation field of the object itself. The magnetic torque can also be related to
the change in angular momentum L via T = 4. By using the gyromagnetic ratio
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Figure 2.5.: Visualisation of magnetic vortex core motion described by the LLG
equation. The spiral trajectory of the magnetisation results from precession
and a damping term.

Y, with M = —y,L, the undamped motion of the magnetisation can be derived
using the expression @ = —y,M X Heg. This equation describes the precession
of the magnetisation around the effective field. In order to take damping into
account, a phenomenological term is typically added, in order to describe the

relaxation of the magnetisation towards the effective field in the form:

dM Qg dM

— ==Y MXxXHg+ —MX —, 2.
dr T Ve Ty gy @3)
where the standard damping constant is a, [84]. The magnetisation vector then
follows a spiral-like trajectory about the effective external magnetic field, as
shown in Fig. 2.5.

When displacing the vortex core by applying a stimulus of limited duration, the
vortex core starts to move along a circular trajectory in a perfect material without
damping, i.e., in the absence of defects, such that the stimulus does not corrupt
the vortex state. The resonance frequency of the motion is linearly dependent on
the aspect ratio, given by the thickness of the disk divided by its radius for aspect
ratios well below 1 [85]. Therefore, the resonance frequency can be increased by
increasing the thickness or decreasing the radius of the disk. Typical resonance
frequencies for vortex core gyration are below 1 GHz for disks where thickness
is much smaller than their diameter [86].

The resonance of a vortex core in response to an external stimulus can be di-
vided into two phases: linear acceleration of the vortex during the stimulus and
gyroscopic rotation afterwards [87]. The resulting motion can be explained in
a hand-waving manner for the model system of a Landau state. Consider a
vortex that has clockwise circulation and a vortex core pointing up, i.e., a left-
handed vortex (Fig. 2.6a). When the field is first applied, precession of the vortex
core dominates over damping in the field direction (c¢f. Eq. 2.3) during the first
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Figure 2.6.: Spiral trajectory of a magnetic vortex core in a sample that supports
the Landau state under excitation by an external magnetic field. (a) The orien-
tation of the magnetic domains is depicted by black arrows. The green arrow
corresponds to the orientation of the vortex core and the blue arrow to the
external magnetic field. The red arrows indicate the direction of the torque
acting on the two domain perpendicular to the external magnetic field and the
vortex core. (b) The green solid line shows the spiral trajectory of the vortex
at the beginning of the excitation. The dashed line symbolises the trajectory
under resonant microwave excitation. Adapted from Ref. [87]

sub-nanosecond time frame. Therefore, the vortex core experiences a torque in
the direction of the magnetic moments in domain 1. The magnetic moments in
domain 1 experience a torque downwards in -z direction, i.e. antiparallel to the
vortex core and in domain 3 upwards in +z direction, i.e. parallel to the vortex
core. The torque results in antiparallel motion of the magnetic vortex core with
respect to the applied field. After initial precession, alignment of all domains
parallel to the external field dominates the motion of the vortex core. Therefore,
the domain 4 increases in size while domain 2 decreases resulting in a shift of the
vortex core towards the right, perpendicular to the applied field. This combina-
tion of fast downward motion and slower motion towards the right results in a
spiral trajectory of the vortex core (see solid line in Fig. 2.6b). In total, the sense of
the rotation of the vortex core depends not only on the circulation of the vortex,
but also on its chirality. During continuous excitation of the vortex core with a
microwave magnetic field, the vortex core motion may reach a stable, circular
trajectory (see dashed line in Fig. 2.6b). The radius of the trajectory is maximised
if the driving frequency is equivalent to the eigenfrequency of the sample. The
sample is then said to be in resonance.

A magnetic vortex core can be switched statically by applying an out-of-plane
magnetic field. Large fields are typically required, as a vortex core is magnetically
very stable. However, smaller in-plane magnetic fields can also be employed to
achieve switching. Here, the change in direction of an in-plane field at microwave
frequencies is exploited. Fast motion of the magnetic moments then results in the
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creation of a vortex-antivortex pair if the excitation is strong enough [88]. The
vortex has an opposite polarity to the original core and the antivortex annihilates
with the original vortex leaving, the newly-created vortex behind. In a sub-
micron-sized disk, the entire process can take as little as 50 ps when using a pulse
of 100 ps and an 80 mT field strength [89]. Therefore, only small pulses are
required to inverse the polarity of the vortex core. This inversion of the polarity
results in an inversion of the direction of motion of the vortex gyration, which
would have negative effects on stroboscopic experiments studying the vortex
core gyration. There, the vortex core gyration is required to not vary over several
cycles (cf. Sec. 3.4). Therefore, the applied fields have to be smaller than the
threshold required for switching the polarity.

The literature contains several reports of experiments and theoretical work on
magnetic vortex core dynamics [40, 63,81, 83,85-87]. For example, Choe et al.
demonstrated that the polarisation of a magnetic vortex core affects its sense of
rotation using photoemission electron microscopy [87]. Guslienko et al. used
micromagnetic simulations to show that the eigenfrequency of vortex excitations
states scales linearly with the aspect ratio of disk thickness relative to its radius for
aspect ratios that are much smaller than 1 [85]. Such alinear dependency was also
suggested by Novosad et al. based on an analytical theory and micromagnetic
simulation in support of experimental results [81]. They investigated up to 40-
nm-thin Py disks with diameters of 1 or 2 ym on a coplanar waveguide using
a vector network analyser [81]. Pollard et al. were the first to demonstrate
vortex core dynamics excited by magnetic stimuli and imaged inside a TEM [63].
They drove a current through a micrometer-sized square magnetic element and
used the radius of the vortex core gyration to determine the non-adiabatic spin
torque [63].

2.5. Measurement magnetisation dynamics
employing X-rays

Magnetic properties of nanoscale objects can be imaged using scanning X-ray
transmission microscopy (STXM), where the absorption of photon penetrating
the sample is imaged for each position while scanning the sample. Both, the
shape and the elemental composition of the sample can be measured, as the ab-
sorption of the X-rays is element-specific. In a synchroton, X-rays are generated
by accelerating electrons close to the speed of light on a circular orbit. Undu-
lators, which comprise magnets of alternating polarity, force the electrons on a
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slalom course, thereby producing X-rays that have discreet wavelengths. The
X-rays are focused to a spot by using a Fresnel zone plate and an order-selecting
aperture. The sample is positioned in the focal plane and moved to record two-
dimensional information. The complete measurement setup is in vacuum to
prevent interaction between the X-rays and molecules in the air.

In order to obtain magnetic information, STXM employs X-ray magnetic circular
dichroism (XMCD) as a contrast mechanism. XMCD was pioneered by Gisela
Schiitz and co-workers in 1987 [90]. XMCD allows the band structure of ele-
ments to be probed by light. For the ferromagnets Fe, cobalt (Co) and Ni, the
3d states carry most of the magnetic moments, as minimisation of the exchange
energy resulting from parallel alignment of the spins outweighs the increase in
kinetic energy. The imbalance of up and down spins in this band can be mea-
sured using circularly-polarised light, for which the absorption cross section is
proportional to the transition probability of the photoelectrons from their initial
to their final state. Due to the imbalance, the absorption cross section for left
and right polarised light differs. For example, the absorption of left circularly
polarised light is stronger than the absorption of right circularly polarised light
at the L3 edge when the magnetisation is parallel to the direction of motion of
the photons. This process is shown schematically in Fig. 2.7a. In this example,
the magnetisation and the direction of motion of the photons are directed down-
wards'. The splitting of the d band is shown for the extreme case that the density
of states for spin up electrons is shifted completely below the Fermi level. Thus,
only the excitation of spin down photoelectrons is allowed. The probability to
excite those at the L3 edge is higher for left polarised light than for right polarised
light. Therefore, left polarised light is absorbed more strongly. For the L, edge,
the probability to excite spin down photoelectrons is higher for right polarised
light than for left polarised light. Since XMCD depends on the band structure,
measurements of magnetisation is element specific. Nevertheless, only the out-
of-plane magnetisation can be measured because the photons are only sensitive
to magnetic moments that are parallel or antiparallel.

In order to visualise the direction of the out-of-plane magnetisation in the sample,
the band structure is probed at a specific energy, e.g., at the L3 or the L, edge. First,
the absorption is measured for right and then for left polarised light. Afterwards,
the difference in absorption is plotted. If the out-of-plane magnetisation of
the sample is aligned parallel to the direction of motion of the photons, then
the sample will have a negative difference in absorption. Conversely it will
have a positive difference if they are aligned antiparallel. If the magnetisation

IThe magnetic moments are aligned antiparallel to the electron spin.
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Figure 2.7.: Principle and practise of XMCD. (a) Spin-dependent absorption of
photons in a ferromagnet. Circularly-polarised light excites photoelectrons
from the L3 and L, edges into 3d states. The 3d state is shown for the extreme
case, when only valences for spin down electrons are present. This latter
are more likely to be generated by left circularly-polarised light than by right
circularly-polarised light. Hence, photon absorption is a measure of the band
structure, which governs the magnetic properties. Image adapted from [91].
(b) The difference between absorption spectra recorded at a fixed energy can be
used for imaging magnetic states. For a Landau state, the sample needs to be
tilted to cant the magnetic moments towards the photon direction. Depending
on the parallel or antiparallel alignment of the magnetisation with respect to
the photon direction, the domain absorbs differently and appears either dark
or bright in the final difference image. Domains with perpendicular alignment
to the photons cannot be probed.

is perpendicular to the direction of motion of the photons, then there is no
difference in the absorption spectra. An example XMCD image is shown in
Fig. 2.7b for a particle in a Landau state mounted at 30° with respect to the
photons. Due to the tilt, the in-plane magnetisation of the state can be imaged.
A negative difference in the absorption spectra is encoded as dark contrast and
a positive difference as bright contrast. The direction of magnetisation of the
two grey domains cannot be read off directly as they could either point up or
down. Nevertheless, their direction can be established based on a knowledge
that the in-plane magnetisation of the Landau state is rotating. Furthermore,
these domains can be imaged experimentally by rotating the sample 90° so that
they are parallel to the photon direction.

By using a combination of STXM and XMCD, 20 to 30 nm spatial resolution can
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typically be achieved, while recent developments allow for 7 nm spatial reso-
lution [92]. The highest spatial resolution requires long exposure times, as the
photons arrive in bunches which have to be integrated to achieve sufficient imag-
ing contrast. By exploiting the discretisation of photons in time, it is possible to
achieve temporal resolution by synchronising the X-ray bunches with an external
excitation and carrying out pump-probe experiments. Videos of magnetisation
dynamics can then be generated, with each successive frame separated, by a few
hundred ps by assigning the absorption of photons in a certain X-ray bunch to
the corresponding phase of the excitation. At temporal resolution below 100 ps
can be achieved, e.g., at the Pollux Beamline at the Swiss Light Source [93]. In this
way, the magnetisation dynamics of a vortex core and spin waves or skyrmion
nucleation can be investigated [45, 94, 95].

2.6. Summary

Magnetism offers a rich and complex playground for fundamental studies and
for applications. The magnetic behaviour of nanostructures depends crucially
on their shape and arrangement. Two different systems have been highlighted:
artificial spin ice and magnetic vortices. In the case of artificial spin ice, the
material properties can be set by design, with interesting phenomena arising
from frustration of the system. In contrast, magnetic vortices provide a very
stable sample system, whose dynamics are accessible by using excitations with
microwave magnetic fields. In order to investigate these two nanoscale phenom-
ena, a technique with high spatial resolution is required. In particular, as shown
below, the study of artificial spin ice demands quantitative analysis of the mag-
netic fields. High temporal resolution is required in order to study vortex core
gyration. All three requirements can be met by TEM. The principles of magnetic
imaging in a transmission electron microscope are described in the following
chapter.

21



Chapter 2. Magnetism of nanoscale objects

22



Chapter 3.

Conventional and magnetic imaging
in transmission electron microscopy

This chapter introduces the experimental techniques that are applied in this thesis
to measure the magnetic nanostructures that were described in the previous
chapter. Particular focus is placed on the measurement of magnetic fields with a
spatial resolution on the nanometre scale, both quantitatively and with improved
temporal resolution on the picosecond time scale. First, conventional approaches
for imaging nanostructures using TEM are described. Then, the focus shifts to
two techniques for magnetic imaging: off-axis electron holography and Lorentz
microscopy. A model-based iterative reconstruction technique which allows
retrieval of the magnetisation is introduced. Finally, possibilities to measure
magnetisation dynamics using TEM are described.

3.1. Conventional transmission electron microscopy

The structure and composition of nanostructures can be measured down to
atomic spatial resolution using TEM. In this section, the instrument itself is intro-
duced. In general, there are two different modes in which an electron microscope
can be operated: using parallel illumination of the sample in TEM mode or by
scanning the sample with a focused probe in scanning TEM (STEM) mode.

3.1.1. Electron-specimen interactions

In the TEM, electrons are employed to measure a wide variety of specimen prop-
erties ranging from structure to chemical composition and electromagnetic fields
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based on electron-specimen interactions. These interactions can be described
in term of particle/wave duality. The properties of electron optical systems are
generally described in terms of classical particle trajectories of electrons in the
electromagnetic fields of the microscope lenses. In a particle description, the
electrons are said to scatter from the specimen. The wave aspect underlines the
quantum mechanical description of microscopic effects, including probability
densities, interference phenomena and the origin of spins. The electron wave
is then said to be diffracted by the specimen. In order to understand the basic
principles of conventional TEM, it is often sufficient to regard the electrons as
particles. Scattering of electrons at the specimen is based on their interaction
with the specimen due to the Coulomb interaction with electrostatic potentials
of the atoms and long-range electromagnetic fields in the specimen. On the
atomic length scale, the positively charged nuclei have a stronger effect for the
fast electrons employed in TEM. When studying long range electromagnetic po-
tentials, the effect of the nuclei can be neglected because it is strongly confined
to the vicinity of the atomic core. When compared to X-ray or neutron based
techniques, the scattering amplitude per specimen thickness is higher, which, to-
gether with higher spatial resolution, enables the analysis of significantly smaller
specimen volumes. However, the effects of multiple scattering then necessarily
become more significant. Single electron scattering can only be assumed for very
thin specimens, or for special cases such as interactions with weak, macroscopic
fields.

Depending on the specimen properties under investigation, different interactions
between an incoming electron and the specimen have to be investigated using
different techniques. In a simplified picture, the signals that can be detected
are: the direct beam, the bremsstrahlung and elastic and inelastically scattered
electrons. The direct beam consists of electrons that, in the ideal case, have
not been scattered at all; in practice, weakly scattered electrons are usually also
taken into account. Bremsstrahlung describes photons that are emitted as a
result of deceleration of the electrons within the specimen. It is characterised
by specific energy losses from inelastic interactions, which can be recorded via
spectroscopy. The energy of the bremsstrahlung can range from close to 0 eV up
to the full energy of the decelerated electron. Scattering is said to be elastic if
the electrons undergo a change in momentum and negligible energy transfer. It
occurs mainly in the forward direction, with typical angles below 10° for thin
specimens. The scattering angle is influenced by the atomic number of the atoms
in the specimen and on its thickness, density and crystal structure. Interactions
with weak, macroscopic electromagnetic fields are included in this category and
will be discussed in further detail in Sec. 3.2.1. Inelastic scattering events occur
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when the probing electron transfers energy to the specimen. This process can
have multiple origins:

o Excitation of oscillations of molecules and of phonons, i.e. collective lattice
oscillations.

e Intra- and interband excitations of outer shell electrons and plasmons, i.e.
the collective oscillations of loosely bound electrons in the specimen.

¢ Jonisation of inner shell electrons. When the gap in the shell is filled by
an electron from a higher shell, the excess energy is emitted in the form of
X-rays or Auger electrons.

In general, both the composition and the chemistry of the specimen have an
effect on the transferred energy. Multiple analytical methods are based on the
characteristic energies. However, energy transfer enhances the risk of damaging
the specimen as an increasing portion of energy is deposited into the specimen.
A large amount of energy is deposited into phonons, which essentially heat the
specimen. In organic specimens in particular, irreversible radiation damage can
be caused by excitations and ionisations.

Two important concepts are the scattering cross section and the mean free path.
The cross section is a measure of the probability of interaction between an in-
coming electron and the specimen and is measured in units of area. The mean
free path is the average distance between two scattering events. An increase
in electron energy typically leads to a reduced scattering cross section and an
increased mean free path. The probability of scattering increases if the density,
thickness or the atomic number of the specimen increase. In addition, scattering
from crystalline specimen can be enhanced at specific angles.

3.1.2. The transmission electron microscope

TEM employs elaborate schemes to probe samples with very high spatial res-
olution. In order to reach sub-A spatial resolution, electron microscopes have
reached a high degree of sophistication in electron optics, sources, detectors,
overall stability and precision. Nevertheless, it is educational to use a light mi-
croscope to explain the basic operating principle of a TEM. Based on this analogy,
a simplified model of the electron ray path in an electron microscope is depicted
in Fig. 3.1.

Modern TEMs are equipped with field-emission guns (FEGs), in which a high
voltage (in the kV range) between a tip and an anode is employed to extract
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Figure 3.1.: Schematic ray diagram for a TEM. The electron path is defined by
electromagnetic lenses, for example, in order to ensure parallel illumination of
the sample and a focused image on the screen. Adapted from Williams and
Carter [47].
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electrons from a sharp metal tip. A cold FEG, the tip is at room temperature,
while for a Schottky emitter the tip is heated to 1700 K. Cold FEGs offer electron
beams with high spatial coherence due to their small source size and small
energy spread. Schottky emitters are easier to operate, at the cost of having a
larger source size and energy spread. Both types of FEG are suitable for off-axis
electron holography and Lorentz microscopy experiments, which require good
coherence and high brightness. Other types of guns use thermionic sources, in
which a tungsten or LaBj tip is heated to 1700 or 2700K, respectively, to extract
electrons without applying a high voltage. However, the coherence of these
tips, which is one of the key requirements for quantitative magnetic imaging, is
considerably lower than those of FEGs.

From the gun, the electron beam is directed towards the sample by a set of
typically two or three condenser lenses. The first condenser lens (C1) creates a
crossover which defines the spot size of the beam (c.f. upper part of Fig. 3.1).
The second condenser lens (C2) forms a typically underfocused image of the
crossover in the sample plane, resulting in nearly parallel illumination. The
strength of the C2 lens sets the illuminated area. An aperture close to the C2 lens
can be used to decrease the beam convergence and thus increase the coherence
at the cost of reducing the electron current.

A requirement for most TEM techniques is that the sample has to be electron-
transparent, i.e. to have a thickness well below one micrometre. The sample is
mounted in a holder and can be tilted about the axis of the holder by turning the
stage. A variety of sample holders are available for a manifold of applications,
offering additional tilt or rotation axis and options to modify the sample envi-
ronment or to apply stimuli to the sample. For example, a sample can be cooled
or heated below or above its Curie temperature for magnetic characterisation.
Moreover, microwave magnetic fields can be applied to the sample in order to
induce magnetisation dynamics.

The objective lens determines the coarse magnification and consists of an upper
and lower pole piece. The upper pole piece acts as an additional condenser
lens and improves the ability to form parallel illumination. The lower pole
piece forms a strongly magnified image of the sample. An objective aperture in
the back focal plane can be used to define which electrons contribute to image
formation. After the objective lens, a final image can be formed on a fluorescent
screen or digital detector by using the intermediate and projector lenses.

For visible light, glass lenses are used to refract light. In contrast, there is no
medium that can easily be used to achieve the same effect for electron lenses.
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Instead, the Lorentz force
F = —e(E+ v XB) 3.1

is utilised to change the electron trajectory by either electric or magnetic fields.
In Eq. 3.1, e is the elementary charge of the electron, v is its velocity and E is
the electrostatic field. Each magnetic lens consists of a soft iron pole piece with a
bore for the electrons, surrounded by copper coils. The current passing through
the coils determines the strength of the magnetic field in the bore. The field
has axial symmetry, with components along the optical axis and in the radial
direction. This field design leads to a spiral-like electron trajectory, which inverts
and rotates the image. All magnetic lenses act as convex lenses and deflect
electrons towards the optical axis. In practice, several lenses and apertures are
usually combined to achieve the required magnification, as well as variability in
the optical setup for different methods.

The electrons that are used to illuminate a TEM sample are accelerated to high
energy and should be coherent in order to achieve the best possible spatial
resolution. An estimate of the spatial resolution is given by the Rayleigh criterion,
which is also known as the Abbe limit. It describes the smallest distance between
two points that can be distinguished by the expression 6 = 2’2;}\5 , where A, is
the wavelength of the electrons, n is the refractive index of the medium the
beam is travelling through and 0 is the aperture angle. The typical accelerating
voltage for electrons U, is in the range of a few 100kV. It can be connected
via ell, = %me‘u2 to the speed of the electrons v using a non-relativistic ansatz,
resulting in a theoretical resolution limit of ~4 pm for an accelerating voltage
of 100kV, which is well below the limit of 50nm for optical techniques using
visible light. In practice, the spatial resolution of a TEM is limited primarily by
spherical and chromatic aberration of the imaging lenses, as well as by the finite
coherence of the electron beam. The former limitation results from the fact that
electrons have different focal lengths when they travel at different distances from
the optical axis or have different energies. Such electron optical aberrations can
be corrected and controlled by using a sophisticated arrangement of multipole
lenses below or above the objective lens. The microscope is then referred to as
being aberration corrected [59]. Other aberrations include astigmatism, which
is the result of non-perfect lenses and can be corrected by quadropole lenses, or
so-called stigmators. Moreover, all of the lenses act as apertures and diffract the
electron beam due to their finite size.

In addition to using parallel illumination, a TEM the can usually also be operated
in STEM mode. Here, a highly convergent beam is concentrated on a single
spot and scanned across the sample. Scanning is achieved by using deflection
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scan coils, which are located above the objective aperture and move the beam,
while keeping the direction of motion parallel to the optical axis. The aberration
corrector in a STEM-optimised microscope is located above the objective lens to
correct the electron beam that is focused on the sample. The size of the spot can
be tuned well below typical interatomic distances. For a thin sample, the origin
of the resulting signals is the illuminated spot. The electron beam is scanned
across the sample from one position to the next, giving the technique its name.

As a result of the different interaction mechanisms between the electron beam
and the sample, it is possible to perform element-specific investigations. Such
analyses are often performed in STEM mode using different imaging and spec-
troscopy detectors. The detectors that are used to record the primary electron
beam are located below the sample and can be divided into two groups: bright-
field (BF) and dark-field (DF) detectors. BF detectors are located on the optical
axis and mostly record the unscattered electron beam. In contrast, DF detectors
are typically annular, centred on the optical axis and record the scattered electron
beam over a range of different angles. High-angle annular dark-field (HAADF)
detectors are often employed because they provide element-sensitive images.
These detectors are located at higher angles where phonon excitation dominates
scattering. The scattered intensity increases in strength with atomic number and
hence enables so-called Z-contrast imaging [96]. Nevertheless, HAADF detec-
tors need to cover large solid angles due to the small differential scattering cross
sections of the recorded signals.

As described in the previous section, the energy loss of the electrons after in-
teraction with the sample depends on the sample properties. Therefore, the
measurement of the energy loss of the transmitted beam allows the chemical
structure of the sample to be determined in great detail by using electron energy-
loss spectroscopy (EELS). EELS measurements are performed by utilising energy
filters, which disperse the electron beam according the the energy of the electrons.
Alternatively, energy dispersive X-ray spectroscopy (EDX) allows the chemical
structure of the sample to be determined by recording the energy spectrum of
photons emitted from the sample. The photons are emitted because the incident
electron ionises electrons from the inner shells of atoms. Subsequently, an elec-
tron from an outer shell may occupy the free state in the inner shell. During
this process, a photon may be emitted to carry the energy that corresponds to the
difference in binding energy between the two states. These energy differences are
element-specific. Therefore, the emission spectrum can be assigned to specific
elements. The combination of STEM, HAADEF, EELS and EDX allows for imaging
the structure of the sample with atomic spatial resolution and enables element
specific mapping of thin samples.
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3.2. Off-axis electron holography

Off-axis electron holography offers quantitative access to the electrostatic poten-
tial and magnetic field of a sample in the TEM by recording an intensity dis-
tribution containing information about the phase of the electron wavefunction
below the sample. In this section, the interaction between the probing electrons
and electromagnetic fields is first introduced first. It is shown how the mag-
netic properties of a sample are encoded in the phase of the electrons. It is then
described how magnetic information can be retrieved from the phase. Finally,
details of the experimental setup and approaches for separating magnetic and
electric contributions to the recorded signal are outlined. The resulting magnetic
phase shift can be used to obtain the in-plane magnetic induction, from which
magnetisation in the sample can subsequently be determined.

3.2.1. Scattering of electrons by electromagnetic fields

In addition to the electron-specimen interactions described above (c.f 3.1.1), elec-
trons interact with longer-range electromagnetic fields. In order to understand
the electron-electromagnetic field interaction in more detail, it is convenient to
describe the electrons in a wave picture. De Broglie postulated in 1924 that
electrons can be treated as quanta of an electron wave with momentum

p = mv = Rk, (3.2)

where m is the relativistic mass of an electron and k is the wavevector [97]. The
magnitude of the wavevector is related to the wavelength A, of the electrons via
|k| = 2t/A,. Thus, relativistic momentum p can be attributed to electrons with
p = -, in analogy to light quanta.

Electrons inside the TEM reach relativistic velocities. Therefore, a description of
the propagation of an electron requires a relativistic treatment. Two assumptions
are typically made: (i) strong scattering of electrons by the electric potential in
close vicinity to atomic cores can be neglected and (ii) that electron spin can
be neglected. The first assumption is valid because the core region is small
compared to the volume the electrons interact with [98]. The second assumption
is justified as the coupling of the spin of the electron wave with the magnetic field
of the specimen is small [98]. The Klein-Gordon equation is used as a starting
point, in order to understand the influence of electromagnetic fields on electron
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3.2. Off-axis electron holography

beam propagation [98]:
(E = Vay'y(r,2) = (*p* + mic)y(r, 2), (3.3)

where E is the total energy of the system, V,; is the electrostatic potential energy,
c is the speed of light in vacuum and p is the momentum operator. A cylindrical
coordinate system is chosen so that the z direction is oriented parallel to the
direction of the unscattered electron beam. Rearranging the terms (cf. Ref. [99]
for more details) and neglecting terms in V2 as E > V,; results in the following

equation:
A2

P
[

2ym,

+ Vau(r, 2)]Y(r, z) = E*Y(x, 2), (3.4)

2 _ .24

E2y,;':"c - is relativistic kinetic energy and y = \/11(_0)2
factor. The assumption E > V,; is usually valid for the electrostatic potential
inside the TEM and specimen. However, it breaks down close to strong electric
potentials in the vicinity of the atomic core.

where E* = is the Lorentz

Equation 3.4 can be solved by a plane wave ansatz, which takes the form
P(2) = o explip(2))
M ¢ ’ ’ i : ’ ’
= o expli f dz' k(z')] = Yo exp[ﬁ f dz' p(z')] (3.5)

20

in the one-dimensional case. The solution for the electrostatic contributions to
the phase shift

h

Zo

A f 42 NIy~ Valt, 7)) = 7 f &2 [k~ A V()] (36)

can be found when neglecting the magnetic vector potential and using the WKB
(Wentzel, Kramers, Brillouin) approximation. This approximation required the
potential to vary slowly, i.e. to be constant on the order of magnitude of the
de Broglie wavelength of the electrons, resulting in slow modification of the
amplitude of the wave. In addition, it is still assumed that V <« E* holds.

In general, the canonical momentum
p' =mv—eA 3.7)

has tobe chosen in order to take the magnetic field into account. This modification
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Chapter 3. Conventional and magnetic imaging in transmission electron microscopy

results in an additional contribution to the phase shift due to the magnetic vector
potential, which can also be approximated using the WKB approximation. In
total, the phase shift can be written in the form

L, 1 (7., Bk N1 ,
(p(r,z)—ﬁfz‘odz hk—ﬁj;]dz 2E*V€l(r’z)+7_iLdZ eA,(r,2)

= @0 — Ce f dz’VCl(r,z’)+§ f 42 A(v, 7). (3.8)

) 0 ¥4

The first term corresponds to the phase shift of an electron wave travelling
through vacuum, while the second and third terms represent the contributions
of the electrostatic and magnetic potentials, respectively. The prefactor Cp = <3¢
takes a value of 6.526rad V! pm'l for electrons accelerated with 300kV, while
¢o = ™ = 2.068 - 1075 Wb is the magnetic flux quantum. A full derivation of
Eq. 3.8 can be found in Ref. [100]. It should be noted that only the in-plane
component of the magnetic field perpendicular to the electron beam direction is

measured, as the phase shift is only sensitive to A, and
B=VxA. (3.9)

The electrostatic contribution to the phase shift is sensitive to the accelerating
voltage of the microscope, with higher beam energies resulting in a smaller
contribution to the total phase shift.

Equation 3.8 confirms that the electrostatic and magnetic field can be analysed
by measuring the phase shift. However, the phase shift cannot easily be accessed
using standard imaging techniques, which record the intensity I(r) = [(¥(r)*. A
solution to this problem is offered by electron holography, which was originally
proposed by D. Gabor [55,56]. The technique was further improved by G.
Mollenstedt and H. Wahl, who introduced off-axis mode of electron holography
[101]. Here, an interference pattern is created by overlapping an electron wave
that passed through the specimen (object wave) with one that typically passed
only through vacuum (reference wave). The overlap is achieved by using a
Mollenstedt biprism (see Sec. 3.2.3 for further details). The reference wave
should ideally be free of field perturbations, which can introduce artefacts. The
phase shift information is encoded in the fringes of the interference pattern. The
difference between the phase shift of the object and reference waves

AQ(T) = @ref(r) — Popj(1) (3.10)

isrecorded. The phase shift of the electron wave in regions of vacuum, ¢, cancels
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3.2. Off-axis electron holography

out. The integral over the magnetic vector potential can be rewritten in terms of
the magnetic induction using Eq. 3.9 and Stokes’ theorem as

9§ZdlA=fdeSB (3.11)

where the start and end points of the integral along z are connected in field-
free space to form a closed line 6X containing area ¥.. The contributions of
the electrostatic potential and in-plane magnetic induction can be written in the
simplified form

@(x) = CEV(x)t(x) — % fdx B (x)t(x) (3.12)

if neither the electrostatic potential nor the in-plane magnetic induction vary in
the direction of the electron beam through the of the thickness of the specimen
t. If the electrostatic contribution to the phase does not vary across the region of
interest or can be subtracted, then the projected in-plane magnetic flux density
can be visualised in the form of contour lines by making use of the expression:

do(x)  et(x)

ax = _TBl(x). (313)

Visualisation of the strength and direction of the magnetic induction can then be
obtained by calculating cosine of a chosen multiple of the magnetic contribution
to the phase shift.

3.2.2. Reconstruction of phase information

So far, it has been shown how information about the electrostatic and magnetic
properties of a sample can be recorded in the form of a phase image. Now, this
information needs to be extracted from the phase. In a first step, the phase has
to be obtained from a complex wavefunction reconstructed from a hologram. In
general, a wavefunction ¢(r) = A(r)e*” has the amplitude A(r) and phase ¢(r).
Wave aberrations influence both the amplitude and the phase. The total intensity
of an off-axis electron hologram can be written in the form

Ihol(r) = |beobj(r) + ll)ref(r)|2
=1+ A%r) + 2usA(r) cos(2mqcr + @(r)), (3.14)

where the carrier frequency |q.| = kf, the overlapping angle  between the object
and reference wave. The fringe contrast is 1 and it is assumed that 1. = 1.
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Chapter 3. Conventional and magnetic imaging in transmission electron microscopy

The fringe contrast i is crucial for electron holography, as it limits the smallest
detectable phase shift. In practice, it is determined by the coherence of the
electron source, inelastic scattering and the detector pointspread function (cf.
Sec. 3.2.3). A representative off-axis electron hologram is shown in the second
row of Fig. 3.2. The rest of the figure describes, the reconstruction process for a
simulated magnetic vortex.

A hologram is typically reconstructed by calculating its Fourier transform, fol-
lowed by masking one sideband, placing it at the origin of the Fourier space and
performing an inverse Fourier transform. This procedure is described by the
equation

FT{Lio(x)} = FT{1 + A%(x)} + FT{uA(r)e*We?3) + FT{p s A(r)e 0 We 29T}
=0(q) +FT{A%(r))
+ FT{usA(r)e ) @ o(q—qc)
+ FT{ fCA(r) e 0} ® 5(q + q)- (3.15)

There are three distinct regions in the Fourier transform (cf. third row in Fig. 3.2).
The first two terms are contained within the centreband which is located at the
centre of the Fourier transfrom. The delta function term results from the uniform
intensity of the reference wave, while the second term is the Fourier transform of
a conventional BF TEM image. The third and fourth terms are termed sidebands
and are shifted by +q. with respect to the centreband. Each sideband contains
information about the full complex wavefunction. They are complex conjugates
of each other.

On one of the sidebands is centred in Fourier space, a virtual aperture is used
to cut out information from the centreband and an inverse Fourier transform is
performed to retrieve the complex wavefunction. The spatial resolution of this
wavefunction depends on the radius of the aperture, which defines the spatial
frequencies that are retained in the selected sideband. The size of the aperture
cannot be extended indefinitely. As more noise is added when the aperture size is
increased and the centre band may also be included, resulting in high frequency
artefacts. Therefore, an optimal aperture size has to be chosen as a trade-off
between spatial resolution, signal to noise ratio and artefacts. As the electrostatic
and magnetic contribution to the phase shift are often smooth and do not vary
rapidly across a sample, most relevant information may be contained in the lower
spatial frequencies and a smaller aperture may be applicable. Nevertheless, a
sudden cut-off in information at the edges of the aperture may result in artefacts,
especially at the edges of reconstructed images. Such artefacts can be reduced
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Figure 3.2.: Reconstruction process for off-axis electron holography of a magnetic
vortex imaged in opposite magnetic states A and B. The phase is retrieved
from each hologram by using Fourier transforms and a virtual aperture. The
magnetic and the electrostatic contributions to the phase shift are determined
from the phase images reconstructed for the two opposite magnetic states of
the vortex.
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Chapter 3. Conventional and magnetic imaging in transmission electron microscopy

by using an aperture with smoother edges. Consequently, the aperture size and
shape have to be chosen with care, according to the specific specimen. The re-
constructed image wave, which is obtained by inverse Fourier transform takes
the form (1) = ppAe*®. The amplitude and phase can then be obtained using
the relations A(r) = [i)y.(r)| and ¢ = arctan( ;"Zfi::g;]] ). Discontinuities in the recon-
structed phase may arise, as it is calculated module 2. These discontinuities
can be removed by using an unwrapping algorithm [102]. Only electrons that
are coherent with the unscattered reference wave contribute to the interference
fringes, even though they are also associated with small scattering angles. How-
ever, they do contribute to the background noise in the hologram and should
therefore ideally be removed by using energy filtering to record holograms.

Distortions in a holographic interference pattern affect the quality of the phase
information that can be extracted from it. Such distortions may arise from im-
perfections in the projector lens system or the camera. If the distortions result in
high spatial frequency artefacts, then they can sometimes be distinguished from
the desired magnetic signal by using Fourier filtering. In practice, distortions
are usually removed more easily by recording a reference hologram from a vac-
uum area, as they often vary slowly over time. The reference hologram is ideally
recorded with the same imaging parameters directly after the object hologram, in
order to maintain the same conditions. The undistorted object wavefunction can
then be obtained by performing a complex division of the object wavefunction
by the reconstructed vacuum wavefunction from the reference hologram. The
acquisition of a vacuum reference hologram offers an additional advantage, as
it can be used to determine the true position of the centre of the sideband. For
a hologram recorded from a sample, the brightest spot in the sideband does not
necessarily represent its true centre. Misidentification of the centre of the side-
band during reconstruction then results in an additional phase ramp. Hence, it
is common practice to use a vacuum reference hologram to determine the centre
of the sideband although care is required if it is perturbed by long-range fringing
fields.

3.2.3. Experimental setup

The experimental setup used for conventional TEM imposes a major restriction
on magnetic samples because the magnetic field of the conventional objective lens
is approximately 2 T at an accelerating voltage of 200 kV (FEI Tecnai G2, S-TWIN
pole piece) in the electron beam direction at the sample position. Such a large
field would saturate most magnetic samples. A solution is to set the objective
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3.2. Off-axis electron holography

lens to a low value that corresponds to nearly magnetic-field-free conditions and
to instead use a so-called Lorentz lens to form the image. The Lorentz lens is
located below the sample position, such that its magnetic field does not extend
to the specimen significantly (see Fig. 3.3a). Aberration correction takes place
below the Lorentz lens. The drawback of using a Lorentz lens is that it has a
longer focal length and poorer spatial resolution than the conventional objective
lens.

In off-axis electron holography, the beam is split into a reference wave and an
object wave by inserting a Mollenstedt biprism into the beam path, as shown
in Fig. 3.3a. The biprism is a thin metallic wire, to which a positive voltage is
usually applied to overlap the two beam to form an interference pattern on the
imaging detector. The biprism is located close to a conjugate image plane and
can be mounted to a stage that usually holds the diffraction apertures. The image
plane may need to be lowered slightly using the lenses to achieve a relative tilt
of the reference and object waves towards each other. The addition of multiple
biprisms to the condenser and projection lens systems of the electron microscope
provides different options to vary the overlap width and fringe spacing and to
remove artefacts.

The biprism voltage is chosen based on a balance between different competing
factors. The highest spatial frequency that can be reconstructed ;.. is determined
by the pacing of the interference fringes. According to Eq. 3.15, for a strong phase
object, the centreband has a maximum radius of 2 X g, when each sideband has
a maximum radius of g,..! Consequently, the carrier frequency g. should be
at least three times larger than g,... Likewise, the size of the virtual aperture
during reconstruction should be 1/3 of the carrier frequency to preserve as many
high spatial frequencies as possible. In practice, it is convenient to refer to the
fringe spacing s = qlf, which can be measured during an experiment. In this
way the resolution of the constructed phase can be optimised to ensure that
it is possible to detect the desired features. In practice, the resolution can be
improved by increasing the biprism voltage, as it is proportional to the carrier
frequency. The field of view is then enlarged and the Fresnel fringes at the
edges of the biprism wire are also decreased. However, the increased overlap
width decreases the fringe contrast, as the coherence of the electron source is
limited. This decrease in fringe contrast results in an increase in noise in the
reconstructed image. A measure of the fringe contrast can be obtained by taking
a line scan across a hologram recorded from a vacuum region and applying the

IFT{A%} = FT{A} + FT{A}. A function convoluted with itself results in a triangular function that
has 2x the radius as the new radius
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Chapter 3. Conventional and magnetic imaging in transmission electron microscopy

formula ps = % Lax and I, are the highest and lowest intensities of the
fringes measured from the linescan. The fringes also need to be large enough
to be resolvable by the pixels of the detector. Considering all of these factors,
the biprism voltage needs to be chosen as a balance between resolution and the
contrast. Typical biprism voltages used for electron holography of magnetic

fields are on the order of 50 - 200 V.

Electron source

Condensor
lenses .
Sample A
Lorentz Backfocal
lens plane
Biprism {/ T \) Biprism
Object Reference ) /
wave wave
Hologram
(@) (b)

Figure 3.3.: Setup for off-axis electron holography. (a) Schematic ray diagram
with a bisprim used to split the electron wave into two parts, the object wave
and the reference wave and to overlap them. The overlap gives rise to interfer-
ence fringes. Magnetic properties of the sample are encoded in the phase shift,
which can be measured from the interference fringes. (b) Schematic diagram
showing the importance of spatial coherence. A small shift in the backfocal
plane results in a shift of the interference pattern and therefore in a reduction
of the contrast. Adapted from Ref. [103].

As stated above, the coherence of the electron beam is a key requirement for
electron holography. Its importance is highlighted in Fig. 3.3b which shows that
a small shift in the backfocal plane due to instabilities results in a shift of the inter-
ference fringes in the first image plane and lower fringe contrast. The coherence
of the electrons can be improved by using a high brightness field emission gun
and by spreading the illumination as far as possible, i.e., by demagnifying the
electron source. However, a spread electron beam reduces the current density,
resulting in lower dose at the detector for a given acquisition time and hence
a lower signal to noise ratio. Fortunately, high coherence is only required in a
direction perpendicular to the biprism to obtain the best possible fringe contrast.
Therefore, elliptical rather than circular illumination is often used in off-axis
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3.2. Off-axis electron holography

electron holography. The use of elliptical illumination provides a compromise
between coherence in one direction and a sufficient signal. It can be is achieved
by overfocusing the condenser lens perpendicular to the biprism using the con-
denser stigmators, while keeping the direction parallel to the biprism as narrow
as possible. If the number of counts is still too low for reconstruction, then the
acquisition time can be increased. However, an increase in acquisition time may
also result in a loss of coherence, for example due to mechanical instabilities of
the biprism wire or drift of the beam and/or the sample. An optimal balance
between biprism voltage, illumination conditions and acquisition time therefore
needs to be determined for each sample and targeted spatial resolution. Several
others factors can have an influence on hologram quality, e.g., the finite size of
the electron source, the energy spread of the beam and the point spread function
of the detector.

3.2.4. Separation of electrostatic and magnetic contributions to
the phase

It was shown that the phase of the electron wave contains both electrostatic
and magnetic contributions. In order to separate these contributions, two phase
images can be recorded, between which the relative contributions of the mag-
netic and electrostatic phase shifts are different. Once separation is performed,
magnetic induction maps can be visualised by generating contour lines from the
magnetic contribution to the phase, while its gradient can be used to determine
the direction of the projected in-plane magnetic field (Fig. 3.2).

The electrostatic and magnetic contributions to the phase shift can be achieved
by different means. One possibility is to heat the sample above a critical temper-
ature at which magnetic order disappears and to take a difference between the
resulting phase images. However, heating may impose the risk of changing the
composition of the sample evaporating parts of it or changing the electrostatic-
beam-induced charging of the specimen.

A common approach is to reverse the magnetic contribution to the phase by
magnetising the sample first in one direction and then in the opposite direction,
as depicted in Fig. 3.4a. Half of the difference and half of the sum of the resulting
phase shifts can then be used to determine the magnetic and the electrostatic
contributions, respectively. The magnetisation in the sample can be reversed
by turning the sample using the stage tilt to as high an angle as possible and
turning on the magnetic field of the objective lens. The field can reach values
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of more than 1.5T in an FEI Titan type microscope with a C-TWIN lens at 300
kV, which is usually enough to saturate most samples. The objective lens is then
turned off, the sample is tilted back and is investigated in magnetic-field-free
conditions. However, this approach does not guarantee that perfect reversal of
the magnetisation in the sample will occur.

Another option is to turn the sample over by 180° (see Fig. 3.4b). This approach
is equivalent to reversing the direction of the electron beam which reverses the
integration trajectory in Eq. 3.5 and Eq. 3.7. The electrostatic contribution to the
phase shift is unchanged, while the sign of the magnetic contribution to the phase
shift changes. Hence, the two contributions can again be separated by taking half
of their difference or half of their sum. There are two possibilities to turn a sample
over. The first option is to take the sample out of the microscope, flip it over and
insert it again. This approach has a number of drawbacks. First, the sample is
subjected to the residual fields present around the objective lens pole piece when
removing and re-inserting it. Second, the sample is also likely to rotate inside
the holder. This rotation then needs to be corrected during data processing. A
more reliable option is to use a holder that is specifically designed to turn the
sample over by precisely 180° [104]. The advantage of flipping the sample is that
the intrinsic state of the sample can be imaged several times as there is no need
to alter the magnetic state of the sample, e.g. by magnetising it. Nevertheless, it
requires accurate turning by 180°, as a slight error in tilt will affect the outline of
the sample in projection. Special care also has to be taken to correct for projection
distortions, as these pose a significant problem when registering the two phase
maps against each other during numerical evaluation [104]. Within the scope of
this thesis, both turning the sample over and magnetising it are employed for
different experiments.

3.2.5. Model-based iterative reconstruction of magnetisation

Although projected magnetic vector potential along the beam direction and
therefore the in-plane magnetic induction can be retrieved from a phase image
recorded using off-axis electron holography, the magnetisation is the intrinsic
material property and the source of the magnetic vector potential. Thus, it is
of interest to reconstruct the magnetisation itself, for example to calculate the
three-dimensional stray field distribution that is induced by the magnetisation.
In the scope of this thesis, the projected in-plane magnetisation is reconstructed
for this purpose (Sec. 4.6). This section provides a concise introduction into
the underlying considerations and methods of the MBIR approach in the special
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Figure 3.4.: Two approaches for of the electrostatic and magnetic contributions to
the phase shift. (a) In the first approach, a vertical magnetic field H is applied
to a tilted sample. The sample is first turned by 4 and then by -£ effectively
reversing the magnetisation from state B, to B_. (b) In the second approach,
the sample is turned by 180° about the dashed tilt axis. In both cases, the
sign of the magnetic contribution to the phase shift is reversed relative to the
electrostatic contribution.

case of a two-dimensional reconstruction, i.e. only reconstructing the in-plane
magnetisation projected along the electron beam direction. A full physical and
mathematical background of the MBIR approach can be found in Ref. [61].

The phase shift of the electrons can be derived from a given magnetisation
distribution via a forward model. The magnetisation of the sample is the source of
the three-dimensional vector potential, which has a long-range nature. Electrons
carry the information about the projected z component of the magnetic vector
potential (see Fig. 3.3a). This projection can be treated as a simple sum of the
successive contributions to the phase shift in the z direction as the deflection of
the electron beam is weak. Hence, the phase shift of the probing electrons on
the screen carries information about the projected in-plane magnetisation. These
physical processes can be reproduced numerically and the phase shift of the
electrons can be calculated for a given magnetisation distribution. However, the
inverse, i.e. going from a given phase shift back to the magnetisation distribution,
cannot be solved directly because:

e Projection along the z direction results in a loss of information;

o Experimental measurements are often noisy and an inverse algorithm can-
not inherently establish if a given phase shift is a result of the true magneti-
sation or the noise. The influence of the noise may also be amplified in this
step.?;

“The electron phase shift is linked to the integration of the z component of the magnetic vector
potential along the z direction (see Eq. 3.12). Hence, the reverse direction requires a derivative,
which amplifies noise.
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e Contributions to the phase from magnetic regions of the sample that are
outside the field of view (FOV) may affect the phase inside the FOV due
to the long-range nature of the magnetic vector potential. Neglecting con-
tributions from outside the FOV may erroneously attribute the phase shift
induced by them to regions of the sample inside the FOV.

o The vector potential associated with regions of the sample that are inside
the FOV may extend outside the FOV. Since the vector potential outside
the FOV is not recorded, information is lost. Although there are differ-
ent approaches for retrieving the lost information, e.g. by assuming that
the vector potential outside the FOV is zero, they typically result in edge
artefacts.

The advantage of using model-based reconstruction is that it can take into account
these measurement limitations when retrieving the magnetisation distribution
from a given phase image. Successful retrieval is then possible by including a pri-
ori information in the reconstruction algorithm because of different mechanisms
as explained in the following section. The ferromagnetic exchange energy (cf.
Sec. 2.2) favours a smooth magnetisation distribution where neighbouring pix-
els do not vary strongly in magnitude and direction. Regularisation can be used
to enforce this criterion. Here, the Tikhonov regularisation is chosen [61,105].
The smaller the regularisation parameter is chosen, the more likely it is that the
magnetisation distribution is fitted to noise. If the parameter is too large, then
the magnetic moment distribution may be smoothed. Thus, the optimal reg-
ularisation parameter has to be chosen carefully (see Appendix B.1 for further
details). Contributions from interactions other than the exchange energy, e.g.
Dzyaloshinskii-Moriya interaction, are neglected with this approach. While this
results in a failure of this approach for complex magnetic system, this assump-
tion allows to reconstruct the magnetic state of magnetic vortices and artificial
spin ice. Another advantage of the model-based approach is that contributions
to the phase from particles that are outside the FOV can be considered, either by
assuming that they contribute to a linear phase ramp or by introducing buffer
pixels in the model. Moreover, it is possible to include a priori knowledge about
where the sample is in the model. This knowledge can be used to define the
edges of the magnetisation distribution correctly, as well as to speed up the com-
putation. Finally, the loss of information on the edges of the FOV do not affect the
reconstruction as a few supporting points outside of the known particle edges
are sufficient to model stray fields. However, the loss of information due to pro-
jection in a single direction cannot be compensated. Therefore, contributions to
the magnetisation whose phase shifts cancel, resulting in zero phase shift, cannot
be resolved and spheres are interpreted as cylinders.
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Figure 3.5.: Basic workflow for model-based iterative reconstruction of the pro-
jected in-plane magnetisation. The forward model is used to compute the
phase shift for a given magnetisation distribution. The computed phase shift
is compared to an experimentally measured phase image. The difference be-
tween the experimental and modelled phase shift, as well as the regularisation
term, which is modelled after the exchange interaction, are minimised and
used to improve the guess for the magnetisation distribution.

The model-based approach allows to solve the modified inverse problem nu-
merically. However, this task takes significant computational time due to the
use of large matrices, in particular due to the three-dimensional nature of the
magnetisation distribution and the magnetic vector potential. Therefore, the
modified inverse problem is replaced by an iterative minimisation approach.
Using this approach, the difference between the phase shift produced by an
assumed magnetisation distribution due to the forward model and an exper-
imentally measured phase map is minimised by updating the magnetisation
distribution it reproduces the experimental phase shift. In addition to compli-
ance with the experimental data, this minimisation approach takes the constrain
of the parallel alignment due to the regularisation into account. Fig. 3.5 shows
an outline of the complete minimisation process including the forward model.
In practise, the iteration may be stopped before minimisation is complete due
to computational time constrains. This abortion results in a further smoothing
of the reconstructed magnetisation distribution in addition to the input of the
exchange energy. Nevertheless, the MBIR approach offers access to the projected
in-plane magnetisation distribution corresponding to a measured phase image.
This approach can be further extended to retrieve the three-dimensional mag-
netisation distribution by measuring the phase shift while tilting the sample to
access different components of the magnetic vector potential [61].
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3.3. Lorentz microscopy

This section describes an easier technique for magnetic imaging than off-axis
electron holography: Lorentz microscopy, which is often used as an umbrella
term for several different techniques for the investigation of magnetic domain
structure in TEM.

As described above, electrons experience a Lorentz force when they interact with
an electromagnetic field (¢f. Eq. 3.1). The magnetic field of a sample deflects an
electron beam perpendicular to both the magnetic field and the electron travelling
direction. The deflection angle can be approximated as

a=—B,t (3.16)

for an in-plane magnetic field B, in a sample of thickness t. In general, the
deflection angle depends not only on the magnetic induction of the sample, but
also on the stray fields above and below it. Typical deflection angles are on the
order of a few tens of prad for electrons that have been accelerated by 300kV
and pass through a sample of thickness 100 nm containing an in-plane field of
1T. Very thin samples provide a smaller deflection angle with Fresnel fringes
from the edges of a sample that has a small lateral size may conceal the magnetic
contrast. In addition to deflection by the Lorentz force, electrons can also be
deflected by elastic Bragg reflection at atomic planes of the crystal lattice of the
specimen. Typical deflection angles for Bragg reflection are on the order of a few
mrad, which is much larger than that expected from deflection by the Lorentz
force.

Differently magnetised magnetic domains in a sample give rise to deflection of an
incident electron beam in different directions. This deflection can be measured in
anumber of ways. The use of an aperture to only record electrons that have been
deflected in a certain direction referred to as Foucaultimaging. In Fresnelimaging
the divergence and convergence of electrons deflected by different magnetic
domains in defocused images is used to visualise the positions of magnetic
domain walls as shown schematically in Fig. 3.6a. The electron beam converges
or diverges at the positions of magnetic domain walls, giving rise to bright or
dark contrast out of focus (see Fig. 3.6b). Where electrons converge interference
fringes may appear, according to the wave picture of electron imaging. Going
from overfocus to underfocus conditions reverses the dark and bright contrast.
This change in contrast can be used to access if it is magnetic in origin. Phase can
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Figure 3.6.: Fresnel mode of Lorentz microscopy. (a) Schematic diagram illu-
minating contrast formation. The electron beam is deflected by the magnetic
domains in the sample due to the Lorentz force. The deflection gives rise to
bright and dark contrast at the positions of the magnetic domain walls when
imaging out of focus. The figure illustrates this effect for the case of underfo-
cused conditions. Adapted from Ref. [52] (b) Underfocused Fresnel image for
the sample shown in a).

be obtained by recording several images at various defocus values and using the
transport of intensity equation [106].

Fresnel imaging is often used to extract information about the positions of mag-
netic domain walls, their nucleation point, and pinning sites. It is easy to imple-
ment, offers a large field of view and enables real-time imaging. For example,
a biprism is not needed for Fresnel imaging and the demand for coherent illu-
mination is more relaxed. Nevertheless, a Lorentz lens is usually used, just as
for off-axis electron holography. The use of out-of-focus images results in the
need to calibrate the magnification of the microscope as a function of defocus.
Real-time imaging is limited by the acquisition time needed to record sufficiently
high contrast. Typical minimal acquisition times are on the order of 40 ms [52].
Therefore, only quasi-static behaviour can be investigated without further mod-
ification of the electron microscope. In the following section, such modifications
are described, in order to push the temporal resolution below this limit and to
enable true dynamic experiments.

In addition to TEM-based phase contrast techniques, it is also possible to measure
electromagnetic fields in STEM mode by employing techniques such as DPC
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imaging [50,51]. Here, the deflection of the electron beam is measured by using a
segmented or pixelated detector at each scan point. The deflection is then related
to the projected electromagnetic fields experienced by the electron beam.

3.4. Time-resolved microscopy

Magnetisation dynamics in general and the motion of magnetic vortex cores
in particular can be imaged using different TEM techniques. The three most
common approaches involve the use of: a) a pulsed electron source, b) an electron
beam chopper and c) a fast detector. The first technique are often referred to as
ultrafast transmission electron microscopy (UTEM). The imaging time of a single
shot can be below the nanosecond range for all three techniques. The signal to
noise ratio in a single image is therefore often not sufficient. Thus, stroboscopic
pump-probe experiments are also carried out to increase the contrast. Here,
imaging of the sample (the probe) is synchronised with excitation of the dynamics
(the pump). Once, the dynamics have been recorded, another measurement over
the complete time is started again and the individual images corresponding to the
same excitation state are added up. The drawback of such a stroboscopic method
is that it requires the dynamics of the system to be very stable and repeatable
over many cycles without changing. Further details on the basics of pump-probe
techniques may be found in Ref. [107].

The best temporal resolution is offered by a pulsed electron source. In this ap-
proach, the tip is modified to only emit electrons when it is excited by a short
laser pulse, as shown schematically in Fig. 3.7a. Commercial systems can reach
a time duration of 1.2 ps for a single electron pulse with a repetition rate of up to
1MHz.3 The time duration of a single pulse determines the temporal resolution,
while the repetition rate determines how much time is required to capture the full
dynamics with sufficient sampling in the time domain and sufficient contrast.
Custom-built systems have been shown to reach time durations of 200 fs with a
repetition rate of 800 kHz [66] or 400 fs with 2 MHz [108]. The drawback of this
technique is that it requires a specialised electron gun. Hence, it is challenging
to implement it and it is still only realised a small number of laboratories. Less
severe modifications when using required for a beam chopper, as shown in Fig.
3.7b. Fast choppers for high energy electron beams can be realised by electro-
magnetic fields, which are typically introduced below the condenser system.

SJEOL Ltd. (2021, March 08). Luminary Ultrafast TEM / Dynamic TEM. Retrieved from www.
jeol.co.jp/en/products/detail/Ultrafast_Dynamic-TEM.html
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3.4. Time-resolved microscopy

The electromagnetic fields deflect the electron beam and are driven in the radio
frequency (RF) regime to generate specific trajectories. The deflected beam is
blocked by an aperture, which creates short electron pulses. The time duration
and the repetition rate depend on the deflection scheme and the aperture. Com-
mercial systems reach time durations of 100 ns with repetition rates of 500 kHz*,
while custom-built systems can reach 750 fs with 75 MHz [?]. The latter repetition
rate is much better than that of a pulsed electron source and is therefore able to
sample finer dynamics for the same measurement time. However, the temporal
resolution is significantly worse.

The third option is a fast detector. Delay line detectors (DLDs) offer a temporal
resolution in the range of 200 ps.” Here, an array of multichannel plates (MCPs)
creates charge clouds by multiplying incident single electrons. Two perpen-
dicular meanders act as anodes detecting the arrival of the charge clouds and
converting them into electric signals. The signals are extracted at both ends of
each meander. The position and time of the incident electron are determined
from the delay time of the signal arriving at both ends (see Fig. 3.7c). Two mean-
ders are needed to detect the x and y positions of each incident electron. DLDs
are single electron detectors, which assign a three-dimensional stamp (x position,
y position and time) to each electron. This stamp is used to generate images that
can be averaged over set time intervals. Another advantage of using a DLD is
that it can record images continuously, thereby reducing the total measurement
time. Moreover, it decreases the dose, that the sample is exposed to compared
to approaches that pulse the beam after the electron-specimen interaction [110].
The most important advantages over the first two techniques are that the instal-
lation of a DLD on a microscope column is easy to realise and that it does not
compromise the beam quality. Thus, this method is chosen to image magnetic
vortex core dynamics in this thesis. More details about the implementation of
the DLD, as well as the synchronisation with the excitation of the dynamics, are
given in Ch. 6.

In this thesis, vortex motion is excited using microwave electromagnetic fields
in a dedicated RF magnetising holder designed by Dr. Benjamin Zingsem [111].
The holder design is based on a coplanar waveguide with ground (CPWG) and
a cartridge that acts like a waveguide [111]. The cartridge is made of brass and
the sample is inserted into it [111]. Two holes in the cartridge ensure that the
electron beam can pass through it at the sample position [111]. Further details

4JEOL Ltd. (2021, March 08). Electrostatic Dose Modulator (EDM). Retrieved from www. jeol.
co.jp/en/products/detail /EDM.html

SSurface Concept GmbH (2021, March 08). Delayline Detectors. Retrieved from www.
surface-concept.com/downloads/info/delaylinedetectors.pdf
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Figure 3.7.: Examples of methods of time-resolved TEM. In each case, the pulse
generation or read out needs to be synchronised with excitation of the sample.
(a) Pulsed electron source. (b) Electron beam chopper. (c) Fast, single electron
detector. (d) Cartridge for magnetic field generation.
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and a characterisation of the holder can be found in Sec. 6.2.2 and Sec. 6.2.3.
RF currents are applied to the cartridge using an RF generator. The RF current
induces microwave electromagnetic fields at the sample position (see. Fig. 3.7d).
The main component of the magnetic field is in the plane of the sample, while the
electric component is along the electron beam direction in an idealised picture.
The cartridge reflects the electromagnetic waves of the electron current back
towards the RF generator. These reflections results in the formation of standing
waves inside the cartridge. The amplitude of the induced in-plane magnetic field
is then increased if an antinode is formed at the position of the sample. Although,
the reflected wave of the electron current reaches the RF generator, it is not built to
handle reflected waves and the generated RF signal may be alternated as a result.
Nonetheless, the RF magnetising holder demonstrates how microwave magnetic
fields can be generated using a simple and elegant home-built solutions.

3.5. Summary

The transmission electron microscope is a versatile tool for the study of sample
properties that include structure and composition down to the atomic scale. The
interaction of the electron beam with a sample results in a multitude of different
signals. The microscope conditions and detectors can be optimised to record
different signals, depending on the property under investigation.

Even the electromagnetic fields become accessible quantitatively by not only
recording the image intensity but the full wavefunction using a technique such
as off-axis electron holography. Here, a biprism is used to split the beam into
two partial waves, only one of which passed through the sample. The waves are
subsequently overlapped to form an interference pattern, from which the phase
canberetrieved. The phase, in turn, encodes the electromagnetic properties of the
sample. In combination with a MBIR approach, not only the magnetic induction
but also the magnetisation, which is an intrinsic property of the material, can
be reconstructed quantitatively. Off-axis electron holography is applied in the
following chapters to the study of artificial spin ice and magnetic vortices (cf.
Ch. 4 and 5). An alternative approach to image the magnetic properties of a
sample in the TEM is Fresnel imaging. The advantage of this technique is that it
enables real-time imaging. It is used in Ch. 6 in combination with a DLD and an
RF magnetising holder to study the time-resolved motion of a magnetic vortex
core.
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Chapter 4.

Quantitative measurement of virtual
antivortices in artificial spin ice

Magnetic spin ice is receiving increasing attention experimentally and theoreti-
cally due to its unique physics which is based on frustration in such systems [27].
Here, a specific class of spin ice is investigated: chiral ice. Chiral ice shows pe-
culiar dynamic behaviour driven by the distribution of stray fields at the edges
of the pattern [24]. Off-axis electron holography is one of the few techniques that
can be used to image these stray fields quantitatively.

This chapter first provides an overview of the theoretical background of chiral
spin ice, as well as the required sample preparation. The techniques that are
required for the advanced data analysis of electron holograms are then introduced
and applied to investigate the magnetic state of the initial, not saturated samples
and switching of the pattern. Finally, the stray fields of the chiral ice are probed
and compared with theoretical predictions.

4.1. Theoretical background of chiral ice

In general, chirality is a property of an object, which describes the fact that it
cannot be superimposed onto its mirror image. It is present in a variety of
systems, ranging from a snail shell to elementary particles. Dynamic chirality
refers to a preferred sense of rotation and holds for chiral and non-chiral objects.
Chiral spin ice is a special case of the general concept of artificial spin ice. Here,
nanomagnets are arranged in a two-dimensional lattice, with four nanomagnets
meeting at a 90° angle with respect to each other at each vertex (Fig. 4.1a). The
positioning of the individual nanomagnets makes it impossible to superimpose
them onto their mirror image, in contrast to the more common square ice.
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Figure 4.1.: Chiral ice. (a) Schematic diagram showing an oblique view of a chiral
ice consists of nanomagnets ordered in a specific arrangement that cannot be
superimposed onto its mirror image. (b) Magnetic induction induced by a
chiral ice pattern at remanence. The saturation field Hg,; was applied parallel
to the right edge pointing upwards. The orange arrows indicate the direction
of the magnetic induction. The magnetic induction inside the nanomagnets
opposes the direction of the stray fields outside them. The dark and light
contrast encodes the direction of the x component of the magnetic induction.
The positions of virtual antivortices are indicated by white circles. They are
located closer to the lower edge than to the right edge. The dashed lines are
guide to the eye to indicate the edges of the pattern. Simulation and image by
S. Gliga.
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4.2. Sample fabrication

Gliga et al. showed that the rotation of the net magnetisation at the vertices
of chiral ice has a unique direction after applying and removing a sufficiently
large external magnetic field and then allowing thermally activated relaxation
at room temperature [24]. The ratchet effect was confirmed by photoemission
spectroscopy measurements [24]. The thicknesses of the nanomagnets were
designed in such a way that their energy barrier was small enough to allow for
switching at room temperature. Studies of the stray field arrangement using
micromagnetic simulations revealed that the stray fields revolve around specific
points (Fig. 4.1b), which are referred to as virtual antivortices, since they are not
located inside the magnetic material itself [24]. Within the nanomagnet lattice,
the virtual antivortices are arranged symmetrically. However, this symmetry
is broken at the edges of the nanomagnet lattice, leading to an asymmetrical
topology of the stray fields. The simulations revealed that this asymmetry is the
reason for the ratchet effect [24]. However, the virtual antivortices could not be
studied by the photoemission spectroscopy measurements since this technique
does not provide direct information about the magnetic fields outside of the
magnetic material itself.

4.2. Sample fabrication

Samples of chiral spin ice were prepared by S. Finizio at the Paul Scherrer Insti-
tute (PSIL, Switzerland) by a standard electron beam lithography process using
a double layer resist system (¢f. Appendix A). Py was chosen as the material
owing its very low magneto-crystalline anisotropy [13]. The nanomagnets were
patterned onto a 100 pm x 100 um large, 20 nm thick SiN membrane supported
on a Si chip. The nanomagnets were designed to have sizes of 470nm x 170 nm
with a centre-to-centre distance of 424 nm. The thicknesses of the nanomagnets
were designed to be 10 or 15nm. The Py was deposited by thermal evaporation.
The Ni content of the pellets used for evaporation was higher than the desired
composition of Fe;;Nigs, in order to compensate for the higher vapour pressure
of Fe than of Ni at the same temperature [112]. A thin chromium (Cr) layer was
deposited below and on top of the patterned structure using thermal evapora-
tion. The layer below the Py increases adhesion of the Py to the membrane, while
the layer on top protects the structures from oxidation. Nevertheless, the Cr was
only applied directly onto the particles, leaving their sides unprotected. There-
fore, a 10 nm aluminium (Al) layer was also deposited over the whole membrane
by electron beam deposition in the Helmholtz Nanofacility cleanroom [113]. For
Al deposition, the sample was stuck to the wafer using kapton tape to avoid
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Table 4.1.: Parameters of the chiral ice samples. The first row gives the sample
ID. Micromagnetic simulations of a structure with similar dimensions were

compared to the experimental samples.

Micro-
511845 | si_1045 | si 10 45R | si_10_38 magnetic
simulation
mirror | .
Pattern chiral ice | chiral ice | image of 1n—bft3h:1een chiral ice
chiral ice state
Length [nm] 484 477 482 473 470
Width [nm] 183 183 182 171 170
Thickness [nm] 18 10 10 10 10
Centre-to-centre | )¢ 457 454 456 424
distance [nm]

breaking the membrane by clamping. Kapton is stable over a wide temperature
range and does not outgas in vacuum [114]. After taking the samples out of the
vacuum chamber, the first few nm of the Al oxidise, forming a protection layer
over the sample. Another advantage of using continuous Al is that it reduces
charging of the insulating SiN membrane when imaging the samples using an
electron beam. Moreover, Al is a light metal and thus does not scatter the elec-
tron beam strongly. The latter point is important for off-axis electron holography
experiments, where high coherence of the electron beam is desired.

In this thesis, chiral ice samples are investigated with nominal thicknesses of the
Py islands of 15 and 10nm. For the 10-nm-thick sample, three different patterns
were fabricated: classical chiral ice, its mirror pattern and a state in-between
the chiral ice. The chiral ice can be obtained from the square ice distribution by
rotating every nanomagnet by an angle of 45°. The mirror pattern is achieved
by mirroring the chiral ice at one edge. The chiral ice and its mirror pattern
cannot be superimposed. The in-between state is obtained from the square ice by
rotating every nanomagnet by an angle of 38°. This rotation angle corresponds
to the transition between the square ice and chiral ice characteristics, but has a
preference towards the chiral ice. Fig. 4.2 shows scanning electron microscopy
(SEM) images of the various patterns taken in secondary electron (SE) mode.
In the experimental setup, the samples are mounted upside down. Therefore,
all images shown below are mirror images of the SEM images shown here. An
overview of all of the samples is given in Table 4.1. Here, the actual thickness is
given as measured in the next step of the analysis.
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Figure 4.2.: SEM images taken in SE mode of chiral ice patterns. (a) Overview
image of classical chiral ice; (b) Close up of the mirror pattern of chiral ice; (c)
Close up of the in-between state. The images are taken by S. Finizio.
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In order to further assess the quality of the sample fabrication, the thicknesses and
chemical compositions of the samples were investigated in cross-section. One
sample was investigated for each thickness, as all samples of the same thickness
were deposited together and should have the same properties. Cross sections
were prepared in a dual-beam focused ion beam (FIB) system and investigated
using HAADF and EDX spectroscopy in a probe-aberration-corrected transmis-
sion electron microscope (FEI Titan G2 60-200) operated at 200kV [115]. All
sample preparation by FIB milling shown in this and the following chapters was
carried out by M. Kruth (ER-C, FZ]J), including SEM studies. A. Kovécs (ER-C,
FZ]) performed the STEM, HAADF imaging and EDX measurements. Images
of a cross-section of a 10-nm-thick sample are shown in Fig. 4.3. The HAADF
image shows that the particle has a stripe-like geometry, with a mostly uniform
thickness. The thickness of the particle is measured to be 10 nm, which is consis-
tent with the nominal thickness. Nevertheless, it becomes thinner at both ends.
The platinum/carbon (Pt/C) on top of the Al capping layer is the protective layer
deposited during the FIB milling. The chemical composition was measured by
EDX and shown in Fig. 4.3b. Figure 4.3c shows a profile of the chemical composi-
tion of the nanomagnet. Before generating the linescan, the image was smoothed
using a Gaussian filter and an averaging filter. The linescan reveals 65% Ni and
35% Fe, which is a higher Fe content than expected. A higher Fe content has been
shown to increase saturation magnetisation [116]. Moreover, a small amount of
oxygen is present throughout the sample and the surfaces of the particles are
oxidised. Oxidation reduces the magnetic thickness of the particles compared to
the thickness measured using HAADF STEM. The same analysis was performed
for a nominally 15-nm-thick sample. Here, it can be seen that the composition is
similar to the 10nm thick samples (cf. Fig. 4.4). However, the thickness is close
to 18 nm and thus 20% thicker than the nominal value. Moreover, there is slight
bending of the nanomagnets, whose origin is discussed in Sec. 5.3.1.

4.3. Data analysis

In off-axis electron holography experiments, phase information needs to be ex-
tracted from recorded holograms and further processed to obtain information
about the magnetic properties of the sample. Data analysis was performed in
Python using customised scripts employing the HyperSpy package [118] and
the Pyramid package based on Ref. [61]. However, these packages do not of-
fer all of the required functionalities for full data analysis. Therefore, several
custom-made functions were also used. These functions offer distortion correc-
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Figure 4.3.: Cross-sectional view of a nominally 10-nm-thick Py nanomagnet.
(a) HAADF STEM image; (b) Compositional maps of the central region of
the Py island; (c) Averaged compositional line profile across the particle. The
thickness of the Py island is measured to be 10 nm with a chemical composition
of approximately NigsFess. Adapted from [117]
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Figure 4.4.: Cross-sectional view of a nominally 15-nm-thick Py nanomagnet.
(a) HAADF STEM image; (b) Compositional maps of the central region of
the Py island; (c) Averaged compositional line profile across the particle. The
thickness of the Py island is measured to be 18 nm with a chemical composition
of approximately NigsFess.
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tion, stitching, and automated particle detection, as described in this chapter. In
addition, it is shown how to compute the three-dimensional magnetic induction
from a known magnetisation distribution.

4.3.1. Automated detection of particles

A knowledge of the positions of the particles in spin ice samples is essential, e.g.
for reconstruction of the magnetisation. Usually, masks are required to mark
regions that contain magnetic material [61]. These masks can be created on the
basis of amplitude images or electrostatic phase shift maps. However, this pro-
cedure may leads to subjective or inaccurate results if it is carried out manually.
Hence, an automated particle detection algorithm based on the application of
a threshold to electrostatic phase images was developed. The resulting masks
could be corrected by hand if individual pixels were not assigned correctly.

The starting point for the detection of the particles is the electrostatic contribution
to the phase images. Figure 4.5a shows a representative electrostatic phase image
of Py islands in a chiral ice configuration on a SiN membrane. It contains two
dominant values of the electrostatic phase shift: one for the Py particles and one
for the membrane. Figure 4.5b shows a histogram generated from the electrostatic
phase image that contains the two peaks. The threshold between the two peaks
is detected following Otsu’s method [119]. Here, the image is separated into two
classes: the particles and the membrane. The threshold is determined in such
a way that the variance in each class is as low as possible, while the variance
between the two classes is as large as possible. This method works as long as the
two classes have little overlap, which is the case for the Py particles on the SiN
membrane. The detected threshold is indicated as a red line in the histogram in
Fig. 4.5b. All of the pixels in the electrostatic phase image that have a smaller
value than the threshold are attributed to the SiN membrane, while all of the
pixels with a larger value are attributed to the Py particles. The resulting mask
is shown in Fig. 4.5c.

The mask incorrectly attributes several pixels on the SiN membrane to the Py
particles due to the presence crystal grains of Al, noise and small dirt particles
on the membrane. Moreover, the Py islands have apparent holes, where pixels
are attributed to the SiN membrane. Therefore, the mask needs to be processed
further. First, the particle regions are made smaller using binary erosion (Fig.
4.5d) to reduce the size of the faulty pixels at the cost of reducing the size of
the correctly detected particles at the same time. Then, the residual faulty pixels
are removed by comparing the mask with a median-filtered version of itself
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Figure 4.5.: Automated detection of masks around particles deposited on a SiN
membrane for sample si_10.45 (Table 4.1). (a) An electrostatic phase image is
used as input to determine the positions of the particles. (b) Histogram of the
electrostatic phase image with the selected threshold between particles and
the membrane marked in red. (c) Phase image and mask after applying the
threshold. (d) Phase image mask after binary erosion to remove outliers. (e)
Phase image and mask after binary dilation to account for previous erosion.
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[120]. Afterwards, the particles are enlarged again by binary dilation (Fig. 4.5e).
This approach closes the residual holes inside the particles, while compensating
for making the area smaller by the earlier erosion. The resulting mask is in
good agreement with the visible edges of the particles. The small dirt on the
membrane is then also not attributed to the mask. Nevertheless, there are still
small deviations between the detected mask and the visible edges of the sample,
which have to be corrected by hand. In this way, particle detection is reliable
and speeds up data analysis significantly by omitting the time-consuming task
of drawing a mask manually.

4.3.2. Removal of a phase ramp in the presence of magnetic
stray fields

Magnetic phase shift images often contain a phase ramp due to, e.g., slight
misdetection of the side band position. This phase ramp has to be removed
before analysing the magnetic properties of the sample. It is normally removed
by fitting a linear function to a region outside the magnetic material. However,
the ramp may overlap with the long-range magnetic stray field of the particles
inside and outside of the FOV. In the case of spin ice samples, this effect is more
significant than for a magnetic vortex, as vortices do not have stray fields (see
Sec. 2.4.1). Therefore, a more sophisticated approach was used here to remove
the phase ramp. This approach is based on MBIR, which can fit a linear phase
ramp while considering the stray field at the same time (cf. Sec. 3.2.5). A small
regularisation parameter of A = 1-107® was chosen to ensure high compliance
with the measured phase and minimal regularisation. Another advantage of this
approach is that is does not require a large area without magnetic material, which
is usually required to fit a linear function. Therefore, it is possible to image more
Py islands within the FOV.

Figure 4.6 shows an example of phase ramp removal from experimental data
recorded from a chiral spin ice (sample si_18_45) using MBIR. Figure 4.6a shows
the original magnetic phase image, while Fig. 4.6b shows the phase ramp and
offset detected by the MBIR algorithm. The corrected magnetic image map
(Fig. 4.6¢c) is obtained by subtracting the fitted phase ramp and offset from the
original image. The effect of the correction can be seen in the resulting magnetic
induction maps. Figure 4.6d shows a magnetic induction map before correction
and Fig. 4.6e after correction. After correction, the phase contours are parallel to
the long axes of the Py particles. Such parallel alignment is reasonable, as the
particles are expected to have an Ising-like magnetic states.
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Figure 4.6.: Removal of phase ramp using the MBIR algorithm. (a) Magnetic
phase image before phase ramp correction; (b) Detected phase ramp; (c) Mag-
netic phase image after correction. (d) and (e) show corresponding magnetic
induction maps (d) before and (e) after removal of the phase ramp for the
region marked with a black rectangle in (a) and (c), respectively.
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4.3.3. Image distortions and warping of phase images

One way to separate magnetic and the electrostatic contribution to the phase is
to turn the sample over inside the microscope (cf. Sec. 3.2.4). However, each
image is then distorted by the optical system of the electron microscope. These
distortions have to be corrected in order to remove the resulting artefacts [104].
Only if the distortions are minor can physical turning over of the sample be
compensated simply by flipping the phase images about the holder axis during
data analysis. Here, the holder axis is located at -17 ° with respect to the x-axis
of the phase image. Therefore, turning during data analysis is divided into two
steps. First, one of the phase images is mirrored at the x-axis. Second, this phase
image is rotated by -34° to compensate for rotation of the holder axis. Then,
the two phase images are aligned and compared to retrieve the electrostatic and
magnetic contribution to the phase.

In general, the image distortions are not negligible. In addition, change with
respect to the sample between direction the two phase images when the sample
is turned over. Correction for the distortions is challenging, as they are unknown
and complicated across the FOV. A pragmatic approach is to warp the images
until they match each other. Here, it is assumed that the first phase image is
correct. The digitally flipped over phase image is then warped to match the first
one. For warping, several equivalent positions are marked on both images. A
representative selection of such points is shown in Fig. 4.7 on an example phase
image. Phase images A and B show the total phase of a chiral ice sample before
and after turning respectively. In both images, features on the particles are used
to identify identical locations by marking them by hand. Phase image B is first
rotated to make identification of these locations easier. The best results are be
obtained when setting markers across the full FOV. The markers are used to
estimate an affine transformation that maps the points onto each other. Affine
transformations preserve straight lines and keeps them parallel if they are parallel
in the original image. The influence of a single marker depends on its distance
from the other markers, as the larger the distance is the more weight the marker
has in the transformation. Hence, its positioning is important. An inverse affine
transformation is applied to phase image B, in order to obtain phase image B,
as shown at the lower right of Fig. 4.7. The lower left image shows the sum of
phase image A and B, and corresponds to twice the electrostatic contribution
to the phase. In this case, the warping achieved a good match, as the particles do
not show significant distortions or contrast variations.
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Figure 4.7.: [llustration of removal of distortions from a pair of phase images.
Phase images A and B were recorded before and after turning the sample over.
Dots mark identical locations and are used to estimate an affine transformation.
An inverse transformation is applied to phase image B to create phase image
Beorr- The sum of images A and B, corresponds to twice the electrostatic
contribution to the phase.
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4.3.4. Stitching of multiple phase images

The study of spin ice samples using off-axis electron holography requires the
analysis of multiple individual nanomagnets which requires using a large FOV
without compromising spatial resolution. However, a large FOV in a single
hologram requires large biprism voltage, which reduce the signal to noise ratio
in the reconstructed phase image (see Sec. 3.2.3). In practice, the FOV is usually
limited to approximately 2x2 um? in Lorentz mode, when studying internal fields
of particles in chiral spin ice structures. Therefore, multiple holograms from
adjacent areas need to be recorded and the resulting magnetic phase images or
reconstructed magnetisation distributions combined into larger images. Such
a stitching routine is described in this section for a simulated magnetic phase
shift of a small chiral lattice. Two regions are initially cut from this phase image
(Fig. 4.8a and Fig. 4.8b). Each of the two smaller phase image has a size of
622x562 pixel? and they share an overlap of 60x312 pixel®. For each of the phase
images, the corresponding particle mask is known since it is defined for the
simulation. These masks are similar to those detected for experimental images
in Sec. 4.3.1. However, it is assumed that the alignment of the two phase
images is unknown. The starting point for the demonstration of stitching is
therefore the two phase images, with their corresponding masks but an unknown
alignment. The first step required for stitching the two phase images together is
to determine the shift between them. As magnetic phase images do not offer clear
features that can be used for the alignment, binary particle masks are employed
because of their sharp boundaries, which can be used as features for alignment
procedures. In each mask, an overlapping area is specified. It is necessary
to indicate the overlap by hand as the program cannot match the particles in
both images because they are too similar. The masks are represented by dotted
lines and the overlap regions by the black squares in Fig. 4.8a and Fig. 4.8b.
The shift between the images is determined by a cross correlation with single
pixel accuracy. The two phase images are then stitched together by shifting one
of them with respect to the other one. In the region where the phase images
overlap, the average of the magnetic phase shift of each pixel is calculated and
used in the stitched image. Figure 4.8c shows the result of the stitching process.
The resulting phase image is in good agreement with the initial large phase image
confirming the success of the stitching process.

In practice, experimental phase images are not as perfect as simulated ones and
may be corrupted in different ways. The three main issues are as follows:

o Imperfect masks: Masks are often created from electrostatic phase images.
However, it is often impossible to create a mask with single pixel accuracy,
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Figure 4.8.: Stitching process of phase images. (a) and (b) Two simulated phase
images with an overlap (black rectangles). The overlap region is identified by
hand. (c) The two phase images are stitched together after using the image
shift determined from the mask. See text for details.
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as the edges of the particles are not perfectly sharp.

e Residual phase ramps and offsets between the phase images: These can
originate from inaccurate determination of the sideband position or stray
fields, which differ between the images and could not be corrected perfectly.
For spin ice, the stray fields have a major effect on data analysis, as the stray
fields of nanomagnets that are outside the FOV affect the phase shift inside
of the FOV. In addition, correction of the phase ramp for each experimental
phase image includes an arbitrary choice of phase offset.

o Noise: Noise is present in all phase images even though its level varies
from experiment to experiment. For chiral ice, the signal to noise ratio is
low due to small (<1 rad) magnetic phase shifts of the thin nanomagnets.

The influence of these imperfections was first investigated by impairing the orig-
inal masks and adding a phase ramp to the second phase image of 4.8 mrad/pixel
in the x direction and —3.5mrad/pixel in the y direction. In addition, a phase
image with random values following a Gaussian distribution was generated us-
ing a mean of 0 and a sigma of 1pixel. This random phase image was added
to represent noise in the original phase image. Figures 4.9a and 4.9b show the
impaired phase images. A confidence map was created to exclude regions, where
the magnetic phase shift is not trustworthy, from the analysis. For experimental
data, these region may be a result of the need to align the two total phase im-
ages leaving areas at the edges where only information from one phase image
is present. In order to exclude those regions, the confidence there was set to 0,
while it was set to 1 in the rest of the phase image. The image shift between
the two phase images was determined using the corrupted masks. Reassuringly,
the image shift was still detected perfectly (Fig. 4.9c). Afterwards, the phase
images were stitched together using the image shift. During stitching, the phase
offset and ramp had to be corrected in the second phase image. For correction,
a two-dimensional linear function was fitted to the difference between the two
magnetic phase images in the overlap region, with the fitting constants describ-
ing the phase offset and ramp. Subsequently, the fitted ramp and offset were
subtracted from the entire second phase images. Finally, the average of both
magnetic phases is taken in the overlap region. The resulting phase images is
shown in Fig. 4.9c. The initial phase image (i.e. with noise but without a phase
ramp or offset) was subtracted from the framed area in order to assess the error
resulting from fitting the phase ramp and offset (¢f. Fig. 4.9d). The error in
the fitted phase ramp is determined to be 5.1 mrad/pixel in the x direction and
—3.5mrad/pixel in the y direction, which would result in an overall error in the
phase ramp of 138.1 and 18.9 mrad in the x and the y direction,s respectively.
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This error in the phase ramp is negligible compared to the overall phase shift
of 80rad. Therefore, the stitching routine is considered to be stable and can be
applied to experimental data without introducing significant artefacts.

The effect of an incorrect image shift was also investigated by deliberately shifting
one of the images. The phase images are shifted by 2 pixels in the x and the y
directions. As before, the simulated phase images and masks included noise
and a phase offset to reproduce the conditions found in experimental phase
images. Figure 4.9e shows the resulting combined phase images, in which the
deliberate image shift is too small to be recognisable by eye. Nevertheless, it
corrupts the fitted phase offset and ramp. The phase ramp was determined to be
3.0 mrad/pixel in the x direction and —3.3 mrad/pixel in the y direction, which is
a larger deviation from the nominal values (4.8 mrad/pixel in the x direction and
—3.5 mrad/pixel in the y direction) compared to the unshifted case. The error is
made visible by subtracting the known phase from the stitched image (Fig. 4.9f).
The misfit in the x direction is more severe because there is a smaller overlap
compared to the y direction. Overall, there is an error due to the phase ramp
of 0.9rad in the x direction and 0.1 rad in the y direction. Both phase ramps are
still small when compared to the overall magnetic phase shift. Nevertheless, this
misfit will increase cumulatively if another image is stitched next to the first two.
Therefore, it is important to determine the image shift with the possible available
accuracy. The use of cross correlation to determine the image shift has proven
to be stable in the presence of noise. Therefore, an error in the image shift is not
expected to be an issue for stitching the experimental phase images.

4.3.5. Computation of magnetic induction from a known
magnetisation distribution

A knowledge of the stray fields of spin ice elements is essential in order to
locate the position of virtual antivortices. Off-axis electron holography can be
used to obtain this information quantitatively when combining it with the MBIR
algorithm. First, the magnetisation of the spin ice is reconstructed using the MBIR
introduced in Sec. 3.2.5. Second, the magnetic vector potential and magnetic
induction are calculated from the reconstructed magnetisation. The resulting
magnetic induction provides the required information about stray fields.

Computation of the magnetic induction is achieved by expressing the magnetic
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Figure 4.9.: Stitching process of phase images. (a, b) Two simulated phase images
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with an overlap (black rectangles). The overlap region is identified by hand.
The phase shift and the masks are corrupted by noise. In addition, a phase
ramp is added to phase image (b). (c) The images are stitched together. The
image shift is still determined correctly, despite the use of impaired masks.
(d) Difference between the marked region in (c) and the original phase phase
(Fig. 4.8a) revealing a small residual phase ramp. (e) Phase images from (a)
and (b) stitched together with an intentional misfit of 2 pixels in the x and 2
pixels in the y directions. (f) Difference between the black framed region in (e)
and the original phase image showing a larger error in the residual phase shift
compared to use of the correct image shift.
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vector potential A as an integral of the magnetisation, in the form [121]

/
Am = f M) x -5 @.1)
47t [r =1
A closer look at the vector product reveals that A is a convolution of the mag-
netisation M with the kernel g# Thus, a convolution in Fourier space can be
used to yield the three-dimensional Fourier transform of the vector potential:
F{A(r)} = %ﬂ{M(r)} X ?'3{#}. The magnetic vector potential can therefore be
obtained by taking the inverse three-dimensional Fourier transform of this ex-
pression. The magnetic induction B can then be calculated from the magnetic

vector potential according to Eq. 3.9.

During data analysis, only the projected in-plane distribution of M is retrieved
using off-axis electron holography in the presented work. Hence, the three-
dimensional distribution of B can be retrieved only based on a two-dimensional
distribution M. Fortunately, spin ice samples are sufficiently thin to assume that
within each nanomagnet M along the z direction is constant. Before computation
of A and B, a three-dimensional pixel array needs to be defined typically in the
form of a three dimensional data cube. The central slice contains the information
about M. A pixel to nm conversion in the x and the y directions is obtained
from the M array. The corresponding conversion in the z direction is obtained
from the thickness of the sample, such that the projected distribution of M is
contained in a single slice. Empty slices are included above and below the
middle slice to created three-dimensional array. A and the B are then computed
using Eq. 4.1 and Eq. 3.9. In this way, the required information about the stray
fields is retrieved in all three dimensions. Each slice contains the distribution
of B averaged over a distance equivalent to the thickness of that slice which
corresponds to the thickness of the sample. The stray fields can be interpreted
for each single slice or they can be integrated over all slices. Integration along the
z direction corresponds to the accumulation of phase shift which is experienced
by electrons travelling through the sample in the TEM. Hence, the stray fields
integrated along the z direction can be compared to the experimental magnetic
phase images. The data cube is large enough to account for their long-range
nature.
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4.4. Initial magnetic state of chiral ice

In a first step, the initial magnetic state of the 18-nm-thick sample (si-18.45, cf.
Table 4.1) was investigated using off-axis electron holography. In order to not
alter its magnetic properties, the approach of turning the sample over was used
to separate the electrostatic and the magnetic contributions phase shift by using
a dedicated holder [104]. In order to image many nanomagnets over a large FOV,
several holograms were recorded and their resulting electrostatic and magnetic
phase images were stitched together after reconstruction. The experimental
procedure can be summarised as follow:

1. Acquisition of multiple holograms with overlapping regions of the sample.
The size of the overlap was chosen to balance the demand to image as
many particles as possible, i.e. using a small overlap, with the requirement
imposed by stitching the images together later. A large overlap is needed to
detect the image shift and to correct the phase ramp and offset. Figure 4.10
shows an off-axis electron hologram recorded at 6.900x magnification and
190V biprism voltage. This setup results in an interference fringe spacing
of 1.4nm.

2. Acquisition of reference hologram. The spin ice samples typically have no
vacuum area that can be used to record a reference hologram. Therefore,
the sample was partially retracted using the dedicated holder to record
the reference hologram [104]. Successive holograms should be recorded
immediately after each other to ensure that the imaging conditions change
as little as possible.

3. Turning the sample over inside the microscope using the holder to avoid
exposing the sample to the residual stray field of the objective lens [104].

4. Acquisition of multiple holograms at the same position as the holograms
taken in step 1), taking into account that the turning axis of the holder is
rotated with respect to the x and the y directions of the detector. The image
is rotated, in addition to being flipped.

5. Acquisition of reference hologram by retracting the sample.

After recording the holograms, the magnetic induction was reconstructed. First,
the complex wavefunction were reconstructed, using the reference holograms to
locate the sideband position and remove camera distortions. A slight Gaussian
filter was applied to the complex wavefunctions, in order to reduce noise. The
total phase was extracted from the complex wavefunction and unwrapped using
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4.4. Initial magnetic state of chiral ice

Figure 4.10.: Off-axis electron hologram of the initial state of spin ice si_18_45
sample recorded using a biprism voltage of 190V at 6.900x magnification.

suitable algorithms available in the HyperSpy package [118]. The electrostatic
and magnetic contributions to the phase were then obtained from the total phase
images by adding or subtracting half of the phase images of the same region. In
this step, the second phase image was flipped over and warped to match the first
phase image (cf. Sec. 4.3.3). Both the magnetic and the electrostatic contribution
to the phase may have phase ramps. For the electrostatic contribution, the phase
distribution should be flat outside the Py islands, since it only depends on the
mean inner potential (MIP) of the SiN membrane. Therefore, a linear function in
the x and y directions can be fitted to the membrane area and used to remove the
phase ramp. For the magnetic contribution, the nanomagnets induce stray fields
that extend into the membrane region. Thus, a simple fitting of a linear function
is not appropriate. Instead, the MBIR algorithm was employed to remove the
phase ramp, taking the induced stray fields into account (see Sec. 4.3.2). The last
step involves stitching the multiple phase images together (cf. Sec. 4.3.4). For
this purpose, a mask of all of the particles in the individual images was created
using the routine described in Sec. 4.3.1.

A final stitched electrostatic phase image is shown in Fig. 4.11a. A slight residual
phase ramp, with the phase increasing towards the lower left corner, is apparent
across the large FOV. Nevertheless, it is sufficiently small to be able to clearly dis-
tinguish the nanomagnets from the SiN membrane. The electrostatic phase shift
is similar for each nanomagnet, indicating a homogeneous thickness distribution
(see close-up in Fig. 4.11a). Figure 4.11b shows a corresponding magnetic phase
shift, which can be used to determine the local direction of the projected in-plane
magnetic induction by computing its gradient according to Eq. 3.13 (Fig. 4.11c).
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The magnetic induction follows the long axis for each particle, as expected due
to the shape anisotropy of the sample (cf. Sec. 2.3). The net magnetic induction
points upwards along the right edge of the pattern, suggesting that the chiral ice
sample may have been exposed to an external magnetic field between its prepa-
ration and this investigation. The magnetic stray fields inside the pattern follow
a zigzag pattern, connecting the magnetic field lines between the nanomagnets
in each row. Interestingly, five of the particles oppose the net alignment (marked
by white ellipses in Fig. 4.11c). The switching mechanism of the nanoparticles is
investigated in detail in Sec. 4.5.1.

The direction of the magnetic induction with respect to the long axes of the
nanomagnets was further investigated by looking at the angular distribution of
the induction. The grey histogram in Fig. 4.12 shows the direction of the magnetic
induction for each pixel. Two peaks can be identified, corresponding to the
majority of the particles pointing in the direction of the net magnetic induction,
but along their length. The peak at 117 is slightly higher than the peak at 26 ° all
of the particles whose long axis points towards the upper left corner following
the net magnetic induction while five of the particles point into the upper right
corner oppose it (Fig. 4.11c). These five particles correspond to the peak at 201°.
The resulting disorder has an effect on the magnetic induction of the surrounding
particles. For example, the magnetic induction of a yellow particle in between
two red ones in the centre of the magnetic induction map (Fig. 4.11c) is canted
with respect to the long axis of the particle. In order to investigate this canting,
the average direction of the magnetic induction was computed for each particle.!
The average direction of the magnetic induction for each particle is shown in
colour in the form of a histogram in Fig. 4.12. The selection of these corresponds
to the colours used to visualise the direction of the magnetic induction (Fig. 4.11c).
The peaks at 26° and 117° are rather sharp, while that at 201° is spread over a
wider range. The particles that deviate the most from the centre of the peak
are close to these opposing the net magnetic induction direction. This deviation
underlines the importance of taking magnetostatic interactions and stray fields
into account during data analysis, as they can have strong effects on the magnetic
state of the surrounding particles.

In order to compute this average, the components of the magnetic induction were converted
into complex numbers and averaged before converting them back to polar coordinates. This
step is necessary because standard averaging algorithms cannot take into account the fact
that particles at 350° contribute to the peak as at 30°.
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Figure 4.11.: Electrostatic and magnetic contributions to the phase for the initial
state of chiral ice (si-18.45). In each case, four phase images are stitched
together. (a) Electrostatic phase image in which the individual particles can be
distinguished. The positions of the particles are indicated by dotted lines. The
inset shows a close-up of the particle indicated by a rectangle. (b) Magnetic
phase shift and (c) corresponding magnetic induction map. Most particles
follow the overall net magnetic induction (pointing upwards). Interestingly,
five particles (indicated by white ellipses) oppose the net magnetic induction,
also affecting the direction of the magnetic induction in neighbouring particles.
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Figure 4.12.: Histogram showing the direction of the magnetic induction
(Fig. 4.11c) for each pixel in grey and the average magnetic induction for
each particle in colour. Particles belonging to the green peak follow the net
magnetic induction, while particles belonging to the red peak oppose it, as
indicated by the legend on the right. The yellow peak are spread over a wide
range of angles because they are affected by the magnetic induction of the
particles opposing the net magnetic induction.

4.5. Effect of external magnetic field on chiral ice

In the previous section, the effect of nanomagnets opposing the net magnetic
induction is discussed. This effect has to be prevented from appearing for the
analysis of the virtual antivortices. Therefore, the field required to switch all
nanomagnets is investigated in the next step. The consequences of the sample
oxidation are shown by studying emergent vortices within the nanomagnets.
This analysis was carried out using the same sample as above (si_18_45).

4.5.1. Magnetic fields required for switching of artificial spin ice
pattern

The switching field that is required to flip all of the nanomagnets was determined
for the case when the external field is applied parallel to the edge of the pattern,
i.e., at 45° angle to the long axes of the nanomagnets. Off-axis electron holo-
grams were recorded at remanence after applying different external magnetic
fields with the objective lens to a tilted sample. The magnetic and the electro-
static contributions to the phase were separated by recording pairs of holograms
between which the magnetisation of the nanomagnets was saturated in oppo-
site directions. In order to obtain sufficient statistics, several phase images were
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4.5. Effect of external magnetic field on chiral ice

stitched together, just as in the case of the initial state of sample (cf. Sec. 4.4). The
workflow for data acquisition included the following steps:

1. The sample was mounted in the holder in such a way that the edge of the
pattern was parallel to the tilt axis of the holder.

2. The sample was tilted to -75° in zero field and a vertical magnetic field of
1.5T was applied using the objective lens of the microsope, corresponding
to anin-plane component of the applied field of approximately 1.45 T, which
is sufficient to saturate the sample in one direction. The sample was tilted
back to 0° in zero field and multiple holograms of one corner of the pattern
were recorded at a magnification of 6,900x using a biprism voltage of 203 V.

3. The sample was tilted to +75° in zero field and a vertical magnetic field of
1.5T was applied using the objective lens. Subsequently, the sample was
tilted back to 0° in zero field and holograms were recorded at the same
positions as in the first step.

4. The sample was tilted to -75° in zero field and saturated using the objective
lens. Subsequently, it was tilted to +75° in zero field, a smaller magnetic field
was applied, the sample was tilted back to 0° in zero field and holograms
were recorded at the same positions as before. This step was repeated for
applied vertical fields of 17.5, 20, 22.5, 25 and 30 mT, corresponding to in-
plane components of the applied field of 16.9, 19.3, 21.7, 24.1 and 29.0mT,
respectively.

The first step during data analysis was to determine the electrostatic contribution
to the phase from holograms recorded after saturating the sample in opposite
directions. Just as for the initial-state-measurements, the total phase shift was
reconstructed by applying a small Gaussian filter to each complex wave function
to reduce noise in the phase images. During this process, image distortions did
not need to be corrected as the sample had not been turned over. Only the
image shift was determined by performing a cross correlation of the two phase
images. After cross correlation, half of the sum of the two total phase images was
calculated to obtain the electrostatic phase shift. The magnetic phase shift for
each value of applied field was retrieved by subtracting the electrostatic phase
shift from the total phase shift. Finally, the phase ramp and offset were removed
by the MBIR approach (see Sec. 4.3.2) and the individual phase images were
stitched together (see Sec. 4.3.4)

Figure 4.13a shows a magnetic induction map corresponding to a magnetic state
after saturation with a 1.45T in-plane field. The magnetic induction field lines
inside the particles are aligned in response to the direction of the saturation field,
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Figure 4.13.: Magnetic switching of chiral ice sample si_18.45. (a) Magnetic
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induction map using a 1.45T field Hq,. The magnetic induction follows a
zigzag pattern, while it aligned with the applied field inside the particles
(outlined by white ellipses). (b) Plot of the directional dependence of the
induction inside the particles after saturation in green (H,,) and after applying
a field of 21.7 mT in the opposite direction in purple (Hgyiren)- (c) Percentage of
particles flipped after saturating the sample and applying a switching field in
the opposite direction. (d) Magnetic induction map after applying a switching
field of 21.7 mT in the opposite direction.
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while the stray fields between them follow a zigzag-like pattern, connecting the
magnetic induction inside the particles in each row of particles. Figure 4.13b
shows the average direction of the magnetic induction in each particle labelled
Hy. The two peaks correspond to the two different orientations of the particles
with respect to the direction of the applied field. The peaks are sharp, as a result
of the good alignment of the magnetic induction inside each particle with respect
to the saturation field on applying a switching field opposing the saturation
field. It is found that neither 16.9 nor 19.3 mT is sufficient to switch the magnetic
state of the particles as illustrated in Fig. 4.13c. The particles only reversed after
applying a switching field of 21.7mT. Figures 4.13d and 4.13b show a magnetic
induction map for the reversed state and the direction of the magnetic induction
inside of the particles, respectively. The distribution (Hgyisn in Fig. 4.13b) is
broader than that for the fully saturated state, as the applied 21.7 mT field is not
sufficient to align the particles perfectly. It is noteworthy that two particles are
not flipped, as seen in the induction map. The small fields that are required to
change the magnetic state of the sample underlines the importance of realising
magnetic-field-free condition at the sample position for the investigation of chiral
ice samples.

A closer look at the magnetic phase image recorded after applying a field of
21.7mT (Fig. 4.13d) reveals the emergence of magnetic vortices in some nano-
magnets that are located at the edge of the pattern (e.g. the third nanomagnet
from the right in the lowest row in Fig. 4.13d). Such vortex states are unexpected,
since the nanomagnets are designed to have Ising-like macrospins. Figure 4.13c
shows that flipping is not complete even for an applied field of 29.0 mT and that
vortices are then still present. The vortices disappear when the sample is com-
pletely saturated. Reversal of the nanomagnets is investigated in more detail in
the following section.

4.5.2. Driving mechanism of magnetic reversal of
nanomagnets

The process by which magnetic field switching takes place in individual nano-
magnets was investigated with the help of micromagnetic simulations provided
by Sebastian Gliga (PSI, Switzerland) using a finite element micromagnetic sim-
ulation software [122]. The results reveal that the nanomagnets are too large
to reverse through coherent rotation of the magnetisation (Fig. 4.14). Instead,
reversal is mediated by the motion of two half antivortices around the edges
of the nanomagnets. Three steps can be distinguished: (1) creation of the half
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Figure 4.14.: Micromagnetic simulation of magnetisation reversal in a single
nanomagnet in chiral ice. The arrows indicate the orientation of the magneti-
sation, while the colour represents the amplitude of the x component of the
magnetisation. (a) The reversal process is initiated by the formation of two
half antivortices. (b) The two half antivortices move towards the end of the
nanomagnet. (c) The direction of the nanomagnet is reversed.

antivortices, (2) movement of the half antivortices towards opposite ends of
the nanomagnets, and (3) completion of reversal. Creation of the two half an-
tivortices most likely results from virtual antivortices in the stray fields partially
entering the nanomagnets to form an S-shaped magnetisation distribution. The
half antivortices then move towards opposite ends of the nanomagnets, simi-
larly to zip fasteners, while the magnetic moments within the nanomagnet turn
in response to the applied field.

In addition to reversal via two half antivortices, complete vortices may appear
within the nanomagnets during the reversal process (Fig. 4.13d). Micromag-
netic simulations reveal that the nucleation of vortices during switching can be
favourable if: (1) the magnetostatic interaction with neighbouring nanomagnets
is weak or only partially present, e.g. at the edges of the pattern and (2) the in-
version symmetry of the magnetisation distribution is broken. The second case
can be excluded for the idealised shape of the nanomagnets considered in the
simulations. However, in practice the nanomagnets are subject to imperfections
due to the fabrication process, which can break inversion symmetry. Figure 4.15
depicts the switching of a perfect single nanomagnet in the absence of neigh-
bouring nanomagnets. The saturation field is applied parallel to the long axis
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Figure 4.15.: Micromagnetic simulation of magnetisation reversal in a single
nanomagnet in the presence of a magnetic field applied parallel to its long
axis. The arrows indicate the orientation of the magnetisation, while the colour
represents the amplitude of the x component of the magnetisation. (a) Initial
state; (b) Formation of two half antivortices; (c) Formation of a vortex; (d)
Movement of the vortex towards the opposite edge; (e) Movement of the
vortex towards one side of the nanomagnet and (f) the vortex is expelled.

of the nanomagnet and its initial state is highly symmetrical (Fig. 4.15a). The
magnetisation of the nanomagnet does not switch until rounding errors due to
the finite precision of the saved numbers in the computation break the inversion
symmetry. Then, two half vortices form on the same edge of the nanomagnet
(Fig. 4.15b). These half vortices move towards each other and nucleate a single
vortex (Fig. 4.15c). The single vortex moves closer to the opposing side of the
nanomagnet (Fig. 4.15d), before it is expelled at one of the edges (Fig. 4.15e and
Fig. 4.15f).

In addition to shape imperfections due to fabrication (cf. Sec. 4.2), Py oxidises
over time introducing defects that also break inversion symmetry. Therefore, in
practice more nanomagnets switch through the nucleation of a single vortex as
shown in Fig. 4.15, than through the nucleation of two half vortices (Fig. 4.14).
Evidence for changes in the switching process can be observed experimentally
when studying samples six months after their fabrication. A larger number
of vortices is then stabilised when applying fields in the regime required for
switching. Figure 4.16a shows a magnetic induction map for chiral ice after a
magnetic field of 20 mT had been applied parallel to the edge of the pattern, while
Fig. 4.16b shows a corresponding magnetic induction map for a 25 mT magnetic
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Figure 4.16.: Magnetic phase images of chiral ice (si-18_45) studied six months
after sample preparation. The blue arrow indicates the direction of the applied
field. The sample was first saturated downwards before applying (a) 20 mT
and (b) 25 mT fields in the opposite direction and recording holograms in zero
field. The relative number of particles in vortex states increased from 7% in
earlier measurements (Fig. 4.13d) to 16% (20mT) and 9% (25mT). Adapted
from [117]

field. For both experiments, the sample was first saturated using the objective
lens at a +90° sample tilt. Then, the sample was tilted to —90° in zero field and
chosen smaller fields were applied. A magnetic field of 20mT was found to
be sufficient to switch some of the nanomagnets. The reversal process started at
different positions in the pattern in successive experiments starting with the same
saturated state. During reversal, several vortices formed within the sample. Most
of the nanomagnets that had been in vortex states fully switched after applying
a field of 25 mT. Interestingly, the relative number of vortices increased to 16%
for a 20mT applied field and 9% for a 25 mT applied field, when compared with
the experiments performed shortly after sample fabrication, when a maximum
of 7% of the nanomagnets were in vortex states (cf. 4.13d). The results suggest
that reversal through the nucleation of a vortex is more likely for an imperfect
sample that does not have a perfect elliptical shape or contains defects. This
observation is in good agreement with the simulation results, indicating that
inversion symmetry plays a major role in the reversal process.

The reversal process was not fully reproducible. For example, in Fig. 4.16, some
of the particles that switched at 20mT are in vortex states or are not switched at
25mT. It should be noted that the sample was saturated between the measure-
ments. The results indicate that nanomagnet reversal is a complicated process,
which depends on many parameters and conditions. These findings are in good
agreement with reports on the reversal of 20-nm-thick Py ellipses [123].
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The measurements reported above show remanent magnetic states recorded af-
ter the application and removal of an external field. Hence, the reversal process
should be complete and magnetic vortices should no longer be stable during
imaging. Nevertheless, the vortices are present in recorded the magnetic induc-
tion maps. Experimentally, it is found that the appearance of stable vortices
increased with time increasing since deposition of the samples. This stability
may result from the vortices that are induced during reversal being pinned to
physical defects or non-uniform magnetic properties due to oxidation. The stable
vortices affect the overall magnetisation pattern of the chiral ice, as they reduce
stray fields and have an effect on the overall stray field distribution, which can
compromise the investigation of the distribution of virtual antivortices. A possi-
ble solution is to decrease the sample thickness, which makes the nucleation of
vortices more difficult. Although a smaller thickness will reduce the magnetic
signal, the benefit of reducing the formation of vortices outweighs the disadvan-
tage of the smaller signal. Hence, a smaller thickness of 10nm was chosen for
the study of stray fields.

4.6. Detection of virtual antivortices

The primary aim of the investigation of chiral spin ice is the detection of the
positions of virtual antivortices at the edges of three different patterns: chiral ice,
its mirror image and an in-between state. The detection routine is summarised
in Fig. 4.17. First, multiple holograms are recorded from the edge of the pattern
at identical locations after magnetising the sample in opposite directions. Then,
the electrostatic and the magnetic contributions to the phase are separated, a
single large magnetisation map is made using MBIR and the stitching procedure
is applied. Up to this point in the analysis, only the projected in-plane magnetic
induction and magnetisation are considered. Then, the three-dimensional mag-
netic induction is computed, from which the positions of virtual antivortices are
determined. Finally, the positions of virtual antivortices in the different patterns
are compared with each other and with micromagnetic simulations.

4.6.1. Magnetic state of saturated artificial spin ice

The first step in the detection of virtual antivortices is the acquisition of off-
axis electron holograms from the three different samples (si-10.45, si_10_45R,
si-10_38, ¢f. Table 4.1). In order to prevent the formation of vortices within the
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Figure 4.17.: Overview of the steps used to locate the positions of virtual antivor-
tices from experimental results (blue), involving data analysis (yellow) and
detection (red).
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(@) (b)

Figure 4.18.: Representative off-axis electron hologram of the 10-nm-thick chiral
ice sample si-10_45 recorded using a biprism voltage of 156 V at 8,900x mag-
nification with a fringe spacing of 1.6nm. (a) Object hologram. The region
indicated in the rectangle in (a) is magnified in (b). Adapted from [117]

nanomagnets, samples with a nominal thickness of 10 nm were investigated only
a week after preparation. In contrast to earlier experiments, a higher magnifica-
tion of 8900x was chosen to compensate for the weak signal limiting the spatial
resolution. An example hologram is shown in Fig. 4.18a. The contrast of the
nanomagnets is low owing to their thickness. The magnified image in Fig. 4.18b
shows holographic interference fringes in one of the elements. The three sam-
ples were saturated by tilting then to +75° and magnetising then parallel to the
edge of the pattern using the objective lens. Multiple holograms were recorded
after turning the objective lens off and tilting the sample back using a biprism
voltage of 156 V, which resulted in an interference fringe spacing of 1.6nm. The
overlap width in the holograms was chosen to be just large enough to allow
for the alignment of adjacent holograms. The use of small overlap region has
the advantage that the number of virtual antivortices that can be imaged is in-
creased. Nevertheless, the overlap is too small to allow for the correction of the
phase ramp and offset between adjacent magnetic phase images. Instead, the
reconstructed magnetisation maps were stitched together during data analysis,
as the magnetisation is an intrinsic property of the material and hence equal in
adjacent maps.

In a second step, the electrostatic and magnetic contribution to the phase were
separated at each position using the procedure described in Section 4.4. As men-
tioned above, the magnetic induction here refers only to the projected in-plane
magnetic induction. First, the total phase images and amplitude were recon-
structed from the holograms after applying a small Gaussian filter to the complex
wavefunction. The phase images were aligned by applying cross correlation to
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the amplitude images. Half of the sum and half fo the difference of the two
total phase images were used to generate the electrostatic and magnetic phase
images, respectively. Figure 4.19a shows an example of an electrostatic phase
image after removing a phase ramp for the chiral ice pattern (sample si-10.45).
The average value of the electrostatic phase shift in the particles is 1.43 rad based
on this value, the MIP of Py can be determined to be 22.9V by applying Eq. 3.12
and assuming that the measured thickness of 10nm (Fig. 4.3) is the magnetic
thickness. This value is smaller than the value of 26+3 V measured for Py in the
literature [124]. This difference can be explained by the higher Fe content in the
present samples than the nominal composition (Sec. 4.2). Besides the chemical
composition, the reduced MIP can be the result of a smaller magnetic thickness
than the measured thickness, e.g. due to oxidation. In the next step, a mask
was generated for each nanomagnet automatically from the electrostatic phase
image (¢f. Sec. 4.3.1) and corrected by reassigning individual pixels by hand.
The corresponding magnetic phase shift is shown in Fig. 4.19b and the magnetic
induction map is shown in Fig. 4.19c. The magnetic induction inside the particles
is consistent with the applied field direction, with the induction lines following a
zigzag pattern. Outside the pattern, the stray field distribution is complex. The
magnetic phase shift is not yet phase-ramp-corrected here because this correc-
tion is performed automatically during reconstructing of the magnetisation of
the nanomagnets (see Sec. 4.6.2).

The positions of virtual antivortices can be detected from the magnetic phase
images. This detection is influenced by noise as taking the gradient of the
magnetic phase image results in an increase of the phase error. Therefore, the
magnetic phase image was first smoothed with a Gaussian filter using ¢ = 20 nm.
The gradient was then computed to gain a value proportional to the x and y
component of the projected in-plane magnetic induction, B,;x and B;,. The
positions of virtual antivortices correspond to the positions of local minima of
the projected in-plane magnetic induction as B,njx = Bprjy = 0T. Hence, it
is sufficient to localise these minima. The amplitude of the projected in-plane
magnetic induction was computed and inverted, as the automatic peak detection
in Python routines can only locate maxima and not minima. Before the maxima
could be found, the data had to be processed further. This process is shown in
Fig. 4.20. First, the maxima were enhanced by a maximum filter (Fig. 4.20a). This
step is necessary to ensure that the positions of the virtual antivortices can be
separated from the regions further from the pattern, where the projected in-plane
magnetic induction tends to zero. The nanomagnets and their surroundings
were then masked out, as local variations (e.g., from misfits of the mask) can
result in sharp, but locally restricted changes in the projected in-plane magnetic
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(a)

Phase [rad]

(b) (c)

Figure 4.19.: Electrostatic and magnetic contribution to the phase for 10-nm-thick
chiralice. (a) Electrostatic phase shift, which was used to create a mask (dotted
lines) around the particles. (b) Magnetic phase shift; (c) Magnetic induction
map. The magnetic induction lines in the particles follow the direction of the
applied field H. Adapted from [117]

85



Chapter 4. Quantitative measurement of virtual antivortices in artificial spin ice

(a) (b) (c)

Figure 4.20.: Procedure used to identify the positions of virtual antivortices from
magnetic phase images. (a) Inverted amplitude of projected in-plane mag-
netic induction calculated from phase shift. (b) The nanomagnets and their
immediate surrounding are masked out and the positions of the maxima are
enhanced. The maxima correspond to the positions of virtual antivortices. (c)
Amplitude of the projected in-plane magnetic induction, with the positions of
virtual antivortices marked by crosses. In (a) and (b), dark red corresponds to
maxima of the inverted amplitude. In (c), dark blue corresponds to minima of
the original amplitude.

induction (Fig. 4.20b). The last step is the localisation of the maxima and thus of
the virtual antivortices (Fig. 4.20c). Figure 4.21 shows the position of the virtual
antivortices, as well as isolines for B,,jx = 0T and B,j, = 0T. The isolines
outside the pattern are noisy. The positions of the virtual antivortices are not
always located correctly at intersections of the isolines. Close to the pattern,
the amplitude of the projected in-plane magnetic induction increases and noise
has a negligible effect on the signal. Here, the virtual antivortices are correctly
located at the intersections. Nevertheless, the positions of the virtual antivortices
do not correspond to the theoretical predictions for chiral spin ice, as the virtual
antivortices at both edges have the same distance to the edge of the pattern (cf.
Sec. 4.1). Hence, a better understanding of the stray field distribution induced
by the magnetisation is required to resolve this contradiction. Therefore, the
magnetisation was reconstructed using the MBIR algorithm. The advantages of
reconstructing the magnetisation are that the noise is reduced by regularisation
and the three-dimensional magnetic induction becomes accessible.
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Figure 4.21.: Positions of virtual antivortices detected in the experimental mag-
netic phase image. A mask of the particles is superimposed by isolines for
Bprojx = 0T (solid) and B,,;, = 0T (dashed). The positions of virtual antivor-
tices are indicated by orange dots.

4.6.2. Reconstruction of the magnetisation

The projected in-plane magnetisation in each magnetic phase image was recon-
structed using the MBIR algorithm introduced in Sec. 3.2.5. The reconstructed
magnetisation is integrated along the electron beam trajectory and thus over
the whole thickness of the sample. Only the projected in-plane magnetisation
is reconstructed. Three-dimensional reconstruction of the magnetisation would
require a tomographic measurement [61,125]. Nevertheless, for the chiral ice
samples the in-plane magnetisation components are present in each nanomag-
net. Hence, a knowledge of the projected in-plane magnetisation is sufficient. The
MBIR algorithm requires a magnetic phase image and a mask with the positions
of the particles as input. The mask is used as a priori knowledge, because mag-
netisation can only be present inside the nanomagnets. In addition, a confidence
mask is used to specify pixels in the phase image that contain untrustworthy in-
formation. Furthermore, the reconstruction can take phase ramps into account,
as explained in Sec. 4.3.2. Magnetic stray fields originating from particles outside
the FOV introduce additional variations in phase in the magnetic phase image,
affecting measurement of the positions of virtual antivortices, where the relative
phase is weak. Hence, a buffer layer was introduced around the phase images.
This buffer layer is treated as a magnetic area, in which the magnetisation is
allowed to vary. A gap between the buffer layer and the particles ensures that
the magnetisation of the nanomagnets is disjoint from the buffer region. This
separation is important for regularisation, which constrains the smoothness of
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connected magnetic regions.”> The confidence map in the region of the buffer
layer labels it as untrustworthy, as it is not present in the experiment. Stray
fields of nanomagnets that are close to the FOV but outside it result in a local
increase in apparent magnetisation in the buffer layer. The magnetisation in the
nanomagnets close to the edges of the FOV is therefore not increased as much as
it would be without using a buffer layer. Both an overall linear phase ramp, (e.g.
due to an error in the sideband detection) can also be corrected using the buffer
layer by adjusting the magnetisation inside it in such a way that it resembles a
linear phase ramp. Respectively, a closed loop of the magnetisation inside the
buffer results in a constant phase shift inside the loop and thus is employed to
compensate for phase offsets.

After including the buffer layer, an L-curve analysis was performed to determine
the best regularisation parameter (see Appendix B.1). The resulting L-curve is
shown in Fig. 4.22a. The aim of the investigation is the detection of virtual
antivortices with high spatial resolution. Therefore, a regularisation parameter
of A = 0.1 was chosen to reduce the effect of smoothing. Figure 4.22b shows
the reconstructed magnetisation in the nanomagnets for the 10-nm-thick chiral
ice sample. The magnetisation inside the buffer layer increases at the top and
left edges of the pattern, as a result of the stray fields of particles outside the
FOV. The saturation magnetisation was retrieved by dividing the projected mag-
netisation by the thickness of the nanomagnets t. Here and in the following
analysis, the magnetic thickness was assumed to be the measured thickness of
t = 10nm. The resulting magnetic saturation polarisation oM., is measured to
be 0.73 +£ 0.07 T (Fig. 4.22c), which is lower than the magnetic polarisation of 1T
measured for a 180-nm-thick Py disk [126]. This difference can be attributed to
a combination of different factors. The chemical composition deviates from the
nominal value (cf. Sec. 4.2). Since the nanomagnets are Fe-rich, the saturation
magnetisation is expected to be higher [116]. However, this increase is compen-
sated by two other factors. First, the nanomagnets may be thinner magnetically
than their nominal value. In the literature [127], it was shown that there is a
threshold thickness below which the saturation magnetisation decreases rapidly.
This finding is attributed to a lower magnetisation in surface layers [127]. Sec-
ond, surface oxidation (cf. Sec. 4.2) results in an additional decrease in magnetic
thickness. The total measured thickness is used for calculation of the saturation
magnetisation, this difference results in a underestimation of the saturation mag-
netisation. Regions where the measured magnetic polarisation exceeds 1T are
mainly concentrated at the edges of the mask and in nanomagnets that are not

2The magnetisation inside the buffer region can be very different from the magnetisation in the
nanomagnets, as it has to account for various effects outside of the FOV
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fully in the FOV (Fig. 4.22d). The high magnetisation at the edges of the particles
suggests that the mask for the particles is likely to be too small in these regions
and should be adjusted [61]. The high magnetisation of particles that are not
fully in the FOV shows that the use of a buffer layer is only partially sufficient to
remove contributions from parts of nanomagnets that are outside the FOV but
not to compensate for nanomagnets not being fully inside the FOV. Nevertheless,
the use of a buffer layer minimises the flawed assignment of magnetisation from
particles outside the FOV to those inside it.

The importance of removing magnetic stray fields from neighbouring nanomag-
nets is highlighted by studying their long-range nature. For this purpose, the
reconstructed magnetisation of a single nanomagnet was isolated and the for-
ward model was applied to simulate its magnetic phase shift (Fig. 4.23a). A line
profile of the magnetic phase shift across the nanomagnet is shown in Fig. 4.23b.
The overall magnetic phase shift across the nanomagnet is 1.47rad. However,
the magnetic stray fields reach as far as 1.3 um before the phase shift drops below
avalue of 0.1rad. The circle in Fig. 4.23a indicates this radius, which corresponds
to the presence of several nanomagnets the pattern. Therefore, stray fields from
particles outside the FOV can have a severe effect on those inside it.

The experimental results were compared with micromagnetic simulations per-
formed by S. Gliga (PSI, Switzerland). In the simulations, a static field was
applied along the edge of the pattern to saturate the nanomagnets along their
long axes. In contrast, the magnetisation in a single nanomagnet in the experi-
ments is not perfectly aligned along its long axis, (Fig. 4.24). Instead, it follows
an S-shape presumably in part due to imperfections of the sample. Major contri-
butions arise from shape imperfections due to sample preparation at the edges
of the nanomagnets, as well as thickness variations and bending of nanomag-
nets. All of these shape imperfections can be found in a study of a cross-section
of these samples (cf. Sec. 4.2). Nevertheless, the simulations strongly support
the experimental results overall. The quality of the reconstruction was analysed
further by applying diagnostic measures as explained below.

The spatial resolution of the reconstructed projected in-plane magnetisation can
be determined from the full width at half maximum (FWHM) of the averaging
kernel, which provides an estimate of the strength of the smoothing by the
regularisation [61]. Figure 4.25a and Figure 4.25c show the averaging kernels for
the x and ¥ components of the magnetisation for a single pixel in the Py islands.
The ellipses correspond to the values of the FWHM of the kernels. The FWHM
takes a value of 65nm along the long axis of each ellipse. The values of spatial
resolution in the x and y directions are given in Table 4.2.
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gure 4.22.: Reconstruction of the projected in-plane magnetisation using the
MBIR approach. (a) L-curve analysis showing trade-off between the compli-
ance with experimental data on the x-axis and smoothness constrain modelled
after the minimisation of the exchange energy on the y-axis. A valueof A = 0.1
is chosen for the reconstruction to preserve as much spatial resolution as pos-
sible. (b) Reconstructed projected in-plane magnetisation. The buffer region
around the pattern compensates for the phase ramp, the phase offset and the
presence of particles outside the FOV. The inset shows a magnified view of
one particle in which curling of the magnetisation at the edges is visible. (c)
Histogram of the values of magnetisation in the reconstruction. The average
value of the magnetic polarisation uyM,, in the particles is 0.73 T. (d) Pixels
where the magnetic polarisation exceeds 1 T are marked by red dots. The dots
are larger than the pixel size to make them visible. See text for details. (b) and
(c) adapted from [117]
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Figure 4.23.: (a) Contributions to the magnetic phase shift from a single nanopar-
ticle. The locations of several nanomagnets are marked by grey outlines. (b)
Line profile of the phase shift along the dashed line in (a) showing that the
phase only drops below a value of 0.1rad after 1.3 um (area marked in light
grey). This distance is indicated by a circle in (a). The dark grey area marks
the size of the Py island.

Figure 4.24.: Close up on a single particle from the micromagnetic simulation of
the chiral ice pattern revealing parallel magnetisation along the long axis of
the particle. Adapted from [117]
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Table 4.2.: Spatial resolution of the reconstruction of the projected in-plane mag-
netisation at the centre of a nanomagnets is approximated by the FWHM of
the averaging kernel shown in Fig. 4.25.

Vector component H x resolution [nm] ‘ y resolution [nm]

X component 64.3 31.0
y component 30.5 63.0

The gain maps shown in Fig. 4.25b and Fig. 4.25d indicate how much a single
pixel is affected by information from surrounding pixels during reconstruction.
It can be seen that the neighbouring pixels have a strong effect on a chosen
pixel. Nevertheless, the chosen regularisation parameter is small enough to
avoid averaging over a complete particle (see Appendix. B.1). The quality of
the reconstruction can also be assessed by comparing the measured magnetic
phase image to a phase image generated from the reconstructed magnetisation
by employing the forward model used in the MBIR algorithm [61]. Figure 4.26a
shows the resulting calculated phase image. The magnetisation in the buffer
pixels is included in the computation to reproduce the phase ramp and offset in
the experimental data. This calculated phase image is less affected by noise than
the experimental magnetic phase images owing to the regularisation used in the
reconstruction. The difference between the calculated experimentally measured
phase images are dominated by noise and does not show any specific features,
as shown seen in Fig. 4.26b. Only a few deviations in the membrane region are
present due to dirt particles on the membrane or the detector. The noise level
of o = 0.05rad in the corresponding histogram (Fig. 4.26c) can be attributed to
phase noise in the experimental image, which is filtered out by regularisation. It
is much smaller than the magnetic phase shift of 1.5rad of a single nanomagnet.
A close-up of the difference image at the position of one of the particles reveals
only noise (Fig. 4.26d), with no bright or dark features at the edges of the particle
that would indicate an error in the mask.

Such a reconstructed phase images of the projected in-plane magnetic induction
can be used to determine the positions of virtual antivortices, just as for the ex-
perimental phase images as discussed in Sec. 4.6.1. Here, only the magnetisation
of the particles is taken into account and the phase shift induced by the buffer
pixels is neglected. Gaussian filtering is not necessary, as the data are already
smoothed by regularisation. The advantage of using regularisation for filtering
is that it has a physical meaning, as it is related to minimisation of the energy
of the exchange interaction. The detection of virtual antivortices then delivers
better results than detection from experimental phase images, both as a result of
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Figure 4.25.: Determination of the spatial resolution resulting from the use of the
MBIR approach. (a) Averaging kernel for the x component of the magneti-
sation. The ellipse corresponds to the FWHM of the averaging kernel. The
FWHM corresponds to a length of approximately 65nm, providing an esti-
mate for the spatial resolution. (b) Gain map for the x component, showing the
influence of each pixel in the experimental phase image on the chosen pixel
marked with a black dot. (c) Averaging kernel and (d) gain map for the y
component.
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Figure 4.26.: Phase image calculated from the reconstructed magnetisation and
its deviation from the experimental phase image. (a) Calculated phase im-
age. (b) Difference between the reconstructed and experimental phase images,
dominated by noise in the experimental phase image. (c) Histogram of the
phase difference between the two images. (d) Close up of the difference image
at the position marked by a grey box in (b). The difference image is dominated
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Figure 4.27.: Positions of virtual antivortices in the reconstructed magnetic phase.
A mask of the particles (in grey) is superimposed on isolines for By,jx = 0T
(solid) and B,j, = 0T (dashed). The position of the virtual antivortices are
marked in orange.

noise filtering and because computed stray fields are not subjected to noise from
the underlying SiN membrane. In this case, the positions of antivortices coincide
with the crossings of isolines for B,,;x = 0T and B, = 0 T. These positions are
close to these seen in the experimental phase image (Fig. 4.21). Nevertheless,
they still do not correspond to theoretical predictions (cf. Sec. 4.1). Hence, an
even deeper understanding in terms of the magnetic induction of the sample is
necessary.

4.6.3. Determination of the three-dimensional magnetic
induction from the reconstructed magnetisation

The magnetic induction of a known magnetisation distribution can be calculated
numerically as described in Sec. 4.3.5. In contrast to the previous analysis,
this calculation will give access to the three-dimensional stray field distribution.
Here, 500 empty slices were added above and below the sample, with each slice
corresponding to the thickness of the nanomagnets. Therefore, the magnetic
induction below is always integrated over the sample thickness. In this way, a
three-dimensional volume was generated with 2323 x 2323 x 9100 nm? in x, v,
and z directions, respectively. The three-dimensional magnetic induction was
then computed at the position of each pixel in the datacube. Figure 4.28 shows
examples of By, B, and B; at different heights above the sample plane. Within the
sample plane, the x component of the magnetic induction alternates in successive
rows of nanomagnets, as the particles point in different directions, while the y
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component inside the nanomagnets points along the direction of the external field
as expected. The z component is negligible, as there are no stray fields pointing
along the beam direction at the height of the nanomagnets. Above or below the
plane of the nanomagnets, the z component adopts higher values. Nevertheless,
it does not affect the experimental results, as the electron beam is only sensitive to
the in-plane component of the magnetic induction (cf. Eq. 3.8). The y component
becomes uniform further above or below the plane of the nanomagnets while the
x component becomes negligible. The magnetic induction is symmetrical with
respect to the sample plane. Hence, the B-field distribution is the same when
going a certain distance either above or below the sample. The shape of the
stray field far from the nanomagnet array is comparable to the stray field of a
single magnetic dipole. This behaviour is expected, as the sample appears to be
a uniformly magnetised thin film from far away.

When the electron beam travels through the sample, it experiences the in-plane
magnetic induction in the sample and that of the stray fields around it. A
magnetic phase image records the in-plane magnetic induction integrated along
the beam direction over the full distance of the stray fields. An example of the
over the full stray field distance integrated B,,ojx and B, , fields that the electrons
are subjected to is shown in Fig. 4.29, together with the amplitude of the in-plane
magnetic induction. The images are thresholded to increase the visibility of
the stray fields. The same images were used to detect the positions of virtual
antivortices. The advantage of this approach is that computation of the phase
gradient is no longer required and hence the noise is reduced. The isolines for
Byrojx = 0T and B,y = 0T coincide with minima in the amplitude. The positions
of the virtual antivortices are in good agreement with the positions detected in
the reconstructed phase images, but still not with the theoretical prediction. The
reason for this contradiction can be understood by taking a closer look at the stray
fields above and below the plane of the sample (cf. Fig 4.28). The y component
of the magnetic induction integrated only over the thickness of the nanoparticle
only alternates its direction at the right edge up to a height of 135nm above or
below the sample. This alternation is required for the formation of the virtual
antivortices. Therefore, virtual antivortices are only present close to the plane
of the sample. In contrast, above and below the sample the stray fields become
uniform over the FOV. The electron beam is sensitive to such uniform stray fields,
which are superimposed with the alternating stray fields close to the sample and
shift the positions of the virtual antivortices in a projection over the full distance
of the magnetic induction, as seen by the electron beam. Consequently, there is
no contradiction between the theoretical prediction and the experimental results
as they correspond to two different cases: first to stray fields in the sample plane
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Figure 4.28.: X and y components and amplitude of the calculated magnetic
induction at different heights above the sample plane. Each image is integrated
over the thickness of the particles t. The images are thresholded to increase
the contrast of the stray fields. Virtual antivortices are present at the crossings
of isolines for B,t = 0 Tnm (solid white line) and Bt = 0 Tnm (dashed white
line) only in the vicinity of the particles. The magnetic induction above and
below the sample is symmetrical with respect to the sample plane. The black
lines outline the edges of the nanomagnets.
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Figure 4.29.: Magnitude of the magnetic induction integrated along the electron
beam direction over the full distance of the calculated stray fields for (a) the
x and (b) the y component, as well as for c) the amplitude. The magnitude is
clipped to 0.5 Tnm to improve the contrast of the stray fields. The solid lines
are isolines for By,;, = 0T, while the dashed lines are isolines for B,,;, = 0T.
Their intersections mark the position of the virtual antivortices.

and second to a projection of the stray fields along the full z direction. In order to
compare them, the positions of the virtual antivortices in the plane of the sample
can be determined from the magnetic induction computed from the experimental
data as described below.

4.6.4. Determination of virtual antivortex positions

Before detecting the positions of virtual antivortices in the sample plane, sev-
eral magnetisation maps were combined to increase the number of vortices that
would be detected and to reduce the influence of missing stray fields from parti-
cles outside the FOV. The magnetisation maps were stitched together, as shown
for samples si_10_45, si_10_45R and si_10_38 in Fig. 4.30 together with a simulated
magnetisation map of a chiral pattern. In contrast to stitching magnetic phase
images, correction of the phase offset and ramp is not necessary when stitching
the magnetisation and a smaller overlap region is required. Hence, more virtual
antivortices can be detected from the same number of holograms. However,
the shape of the mask becomes very important as there is a steep change in
magnetisation when going from the saturation magnetisation of the particles to
zero outside them. Therefore, it was decided not to average the magnetisation
of the particles, which are present in both images, but to assume that one of
the measurements is correct. As the magnetisation of the particles at the edges
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of the pattern has large uncertainties due to the missing stray fields, the stitch-
ing method can result in a steep change on magnetisation inside particles that
are stitched together from two individual magnetisation maps. This artefact is
present in all of the experimental magnetisation maps. The overall magnetisa-
tion follows the external magnetic field, which was applied parallel to the right
edge pointing downwards (Fig. 4.30). The magnetic induction maps that were
computed from the stitched magnetisation maps are not heavily affected by these
artefacts and the positions of the virtual antivortices can still be determined.

Before computing the magnetic induction for each sample, empty pixels were
added around the maps in the x and y directions so that computation of the stray
fields was not restricted to the area that contained particles. In contrast to the
previous computation of the magnetic induction, only the stray field distribution
in the sample plane is of interest. Hence, there is no need to add empty slices
above and below the sample.® In the resulting magnetic induction map, the po-
sitions of the antivortices can be detected, as described above for the integrated
magnetic induction maps (Sec. 4.6.1). Their positions coincide with isolines for
the x and y components of the magnetic induction being zero (¢f. Fig. 4.31). In
order to compare the experimental results with the simulation, the virtual an-
tivortices were detected using the same approach in the simulated magnetisation
distribution, as shown in Fig. 4.31c.

The positions of the antivortices in sample si_10_45 show a clear difference be-
tween the bottom and right edges (Fig. 4.31a). At the bottom edge, the virtual
antivortices are located close to the edge of the pattern, whereas they are shifted
away from the right edge. The experimental stray field distribution is consistent
with the simulated distribution. Even the observation that the virtual antivor-
tices on the right side are located closer to the edge of the pattern when going
further from the bottom corner is reproduced in the simulation. Therefore, the
theoretical prediction for the stray fields is consistent with the experimental re-
sults. In the sample with the mirror pattern (si_10_45R), a similar distribution
of virtual antivortices is expected as for the chiral ice. The primary difference
is that the location of the virtual antivortices on the right side is mirrored when
compared with the chiral ice. This behaviour can be seen at the left edge of the
simulated pattern, as shown in Fig. 4.31b. Here, the virtual antivortices at the
bottom edge are located closer to the pattern than at the right edge. At the right
edge, their positions shift towards the edge in the upward direction. This finding
further underlines that the detection of the positions of the virtual antivortices in

SHowever, the calculation requires a three dimensional input to compute three dimensional
vectors. Therefore, one empty slice above and below the sample plan had been added.
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(a) (b)
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Figure 4.30.: Projected in-plane magnetisation for (a) sample si-10_45, (b) sample
si_-10_45R, (c) a simulation for chiral ice and d) sample si-10_.38. The mag-
netisation is oriented along the external field, which was applied pointing
downwards. The sharp transitions of the magnetisation inside some of the
particles are artefacts of stitching multiple measurements together. See text for
details.
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Figure 4.31.: Positions of virtual antivortices (indicated by the orange dots),
with respect to the nanomagnets (grey). The antivortices were directly in the
sample plane. (a) Classic chiral ice, sample si_10_45. (b) Mirror pattern, sample
si-10_45R. (c) Simulation for chiral ice. (d) In-between state, sample si_10_38.
Isolines for B,t = 0 Tnm (solid) and B,t = 0 Tnm (dashed) are shown in blue.
The dotted orange lines are guides to the eye to indicate the difference between
the distance of the antivortices to the edge of the pattern at the bottom and
right edges.
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chiral spin ice is successful. However, the shift of the virtual antivortices in both
samples is slightly stronger than in the simulation. This difference is thought to
result from the effect of missing stray fields generated by particles outside the
measured FOV and is discussed in the following section. Before this discussion,
a closer look is taken at the last sample, which corresponds to an in-between state
of the chiral ice and the more common square ice [27]. The resulting distribution
of virtual antivortices is similar to the distribution for the chiral ice (Fig. 4.31d).
Nevertheless, the stray fields are not as well ordered as in the chiral ice. This
observation of disorder underlines the fact that spin ice can be used to achieve
specific magnetic states by design.

4.6.5. Effect of missing stray fields on the positions of virtual
antivortices

The shift in the positions of the virtual antivortices on the right side towards the
pattern in the case of the chiral ice (Fig. 4.31a) and away from it for the mirror
sample (Fig. 4.31b) is stronger in the experimental results than in the simulation
(Fig. 4.31c). The reason for this shift can be understood by studying the influence
of stray fields outside the FOV. For this purpose, the positions of the virtual
antivortices along an edge in the simulation were determined for two different
cases. First, the magnetisation of all of the antivortices was included during
detection, regardless of whether or not the particles were located in the chosen
FOV, as shown by red crosses in Fig. 4.30c. Second, only the magnetisation
of the nanomagnets in the image was used to compute the magnetic induction
(see blue crosses in Fig. 4.32). The positions of the virtual antivortices were then
determined for both cases. The results are shown in Fig. 4.32. The positions of the
virtual antivortices inside the FOV are very similar in the two cases. However,
the position of the top right antivortex differs significantly. In the second case,
the antivortex is already close to the edge of the pattern. When no stray fields
are induced by particles above the edge of the FOV, the magnetic induction
corresponds to the induction present at the top edge of the pattern where no
nanomagnets are present above the edge of the pattern. Therefore, the missing
stray fields need to be taken into account when looking at the positions of virtual
antivortices close to the edge of the FOV.

The experimental results correspond to the second case, where only the mag-
netisation of nanoparticles inside the FOV is considered. For computation of the
magnetic induction, only the reconstructed magnetisation of the nanomagnets
inside the FOV was considered. The detected positions of the virtual antivortices
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Figure 4.32.: Positions of the virtual antivortices indicated for two cases. Red
crosses: the magnetic induction was computed from the complete magnetisa-
tion shown in Fig. 4.30c. Blue crosses: only the magnetisation of the displayed
particles was used to compute the magnetic induction. The dashed lines are
linear fits to the position of the virtual antivortices for both cases. The positions
of virtual antivortices at the right edge of the pattern shifts towards the edge
when only particles inside the image are considered.

correspond to the positions that they would have if there were no other nanomag-
nets present outside the FOV. Therefore, they do not correspond perfectly to the
true distribution of virtual antivortices present in the sample. The detection of
virtual antivortices using the reconstructed magnetic induction is only possible
approach that does not suffer from the shift of the antivortices induced by inte-
gration of the magnetic phase over the electron beam path. As shown above, the
latter approach would result in an overall shift of all of the virtual antivortices.
Meanwhile, the effect of the missing stray fields is only present at the edges of the
FOV and can be overcome by taking several measurements around the edge of
the pattern. In this way, the influence of the missing stray fields can be reduced,
as the relative number of virtual antivortices close to the edge is reduced, when
compared to the total number of virtual antivortices. Importantly, the trend that
antivortices are located further away at edges parallel to the direction of the
applied field then at edges perpendicular to the direction of the applied field is
verified for the chiral ice sample. Consequently, the theoretical predictions on the
underlying mechanism of the ratchet effect are verified experimentally [24].
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4.7. Summary

In this chapter, the formation of virtual antivortices in chiral spin ice is verified
experimentally. The asymmetrical distribution of the virtual antivortices at the
edges of the pattern is the driving mechanism behind the ratchet behaviour,
i.e. a unique rotation direction of the net magnetisation at the vertices, during
thermal relaxation. An analysis of the formation of virtual antivortices was first
developed, including an understanding of the switching behaviour and effects
of oxidation of the nanomagnets. Their positions were then detected exper-
imentally using off-axis electron holography and MBIR of the magnetisation.
Subsequently, the magnetic induction induced by the reconstructed magnetisa-
tion was computed to determine the locations of the virtual antivortices. It was
shown that, it is important to consider the three-dimensional distribution and
long-range nature of the magnetic stray field of the sample. In particular, a pro-
jection of the stray field along the electron beam direction results in a shift of
the positions at which virtual antivortices are detected. Significantly, the results
need to be interpreted carefully due to the effect of missing stray fields from
nanomagnets that are outside the FOV. Nevertheless, it was possible to verify
that the positions of virtual antivortices differ at edges that are parallel to the
saturation field and perpendicular to it.
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Chapter 5.

Magnetic vortices in Py disks

Magnetic vortices can be used as a model system for exploring non-standard
magnetic characterisation methods thanks to their simple geometry and stabil-
ity, as introduced in Sec. 2.4.1. Here, the static properties of magnetic vortices
in Py disks are studied, in order to access their suitability for later dynamic ex-
periments. The Py disks are patterned lithographically and the quality of their
fabrication is first assessed. Their magnetic properties are then investigated, with
a special focus on their vortex cores, using the techniques that were developed
for the analysis of the artificial spin ice. In the last section, shape deviations
from a flat disk geometry are highlighted and their implications for magnetic
properties and data analysis are discussed.

5.1. Sample preparation and structure

The Py disks were fabricated by S. Finizio (PSI) on SiN membranes, following
the same procedure as for the chiral ice samples (for details see Sec. 4.2). Several
disks were analysed, ranging from 50 to 200 nm in thickness and from 750 to
1500 nm in diameter. In these range, the disks are expected to support magnetic
vortices. For each sample, nine disks were fabricated on a SiN membrane in a
3x3 configuration, in order to increase the chance of having a viable disk on the
membrane. The spacing between the disks was chosen to be 25 um, in order to
avoid shadowing from both the holder and adjacent disks. On the one hand,
the disks should be located as close to the centre of the membrane as possible
to avoid shadowing by the holder edge when tilting to high angles. On the
other hand, their spacing should be as large as possible to prevent the disks from
shadowing each other at high tilt angles. In order to increase the accessible tilt
range further, the membranes were specifically fabricated by Silson Ltd. to be as
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Figure 5.1.: Py disk that hosts a magnetic vortex. (a) BF TEM image, revealing
the presence of residual material around the disk. (b) Diffraction pattern
recorded from the disk, showing rings with bright spots characteristic of a
polycrystalline structure. (c) Diffraction pattern recorded with the disk tilted
by 25°, revealing no preferred texture of the Py.

thin and large as possible without breaking during the fabrication process. The
best compromise proved to be a thickness of 20 nm and a size of 100 pm x 100 pm.
In the last fabrication step, a 10-nm-thick layer of Al was deposited over the full
membrane in order to reduce electron-beam-induced charging in the Helmholtz
Nanofacility cleanroom [113].

Figure 5.1a shows a BF TEM image of a Py disk with a nominal thickness of
175nm and a nominal diameter of 750 nm. Its true diameter is measured to be
815nm. Residual material can be seen around the edges of the disk. It is likely
to be residual electron resist or Py that was not lifted up, resulting from of an
imperfect fabrication process. In addition, some Py may have been deposited
there during fabrication. The latter possibility will be discussed in Sec. 5.3.1.
The Py has a polycrystalline structure as revealed by the electron diffraction
ring pattern shown in Fig. 5.1b, which was recorded by using a selected area
aperture to image only the Py disk. The grains are randomly oriented, as no
texture is observed in a diffraction pattern recorded with the sample tilted by 25°
(Fig. 5.1c).

The structure and composition of the Py was investigated in cross-section. Fig-
ure 5.2a shows an HAADF STEM image of a cross-section of the nominally
175-nm-thick sample. The true sample thickness of the Py is measured to be
164 nm. The deviation may have been resulted from an inaccuracy in the quartz
balance used to control the Py thickness during deposition. The cross-section re-
veals columnar growth of the Py grains, which is likely to have been induced by
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Figure 5.2.: Cross-section of a Py disk of a nominal thickness of 175nm. (a)
HAADF STEM image reveals a columnar grain structure and that the Py disk
is 164 nm thick. The ADF detector semi-angle used was 69 mrad. (b) Combined
elemental map obtained using STEM EDX spectrum imaging. (c) Integrated
linescans across the EDX map shows homogenous Ni and Fe distributions in
the Py layer. The EDX measurement indicates that the Py layer composition
corresponds to Ni ~70 % and Fe ~30 %.
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the crystal structure of the underlying Cr adhesion layer. The column diameter
is in the range of 5 to 10nm. In the chemical map shown in Fig. 5.2b, one can
see that Fe and Ni are distributed uniformly in the Py. An integrated linescan
across the layers shows that the Fe and Ni are distributed equally through the
thickness of the sample (Fig. 5.2c). The Py layer contains approximately 70%
Ni and 30% Fe. As in the case of the artificial spin ice samples (cf. Ch. 4), the
measured deviation in composition from the standard Ni to Fe ratio of 81 to 19
affects the saturation magnetisation. Oxidation of the surface of the disk results
in a reduction of the magnetic volume. The deviation in chemical composition
and the presence of oxidation are consistent with the observations for the spin
ice nanomagnets, where both effects were present (cf. Sec. 4.2). Nevertheless, a
magnetic vortex state is still expected to form in of the disk, as it is stabilised by
a competition between exchange and dipolar energy (cf. Ch. 2).

5.2. Reconstruction of the projected in-plane
magnetic induction and magnetisation of
magnetic vortices

The magnetic properties of vortices were discussed theoretically above (cf. Sec.2.4.1).
In the next section, their properties are analysed experimentally and discussed

in the light of deviations from the ideal model. The projected in-plane magnetic
induction and magnetisation of a single disk are reconstructed and the results are
compared to micromagnetic simulations. Finally, the relationship between the
sample geometry and the shape of the core of the magnetic vortex is analysed.

5.2.1. Influence of the reference hologram on phase
reconstruction

The Py disk that was investigated in detail had a nominal thickness of 100 nm
and a nominal diameter of 1 um. The true diameter of the disk was measured
to be 1086 + 12nm from a radial profile of the object hologram. Before analysis
of the magnetic state, the influence of reference holograms on the reconstruction
was evaluated, as shown in Fig. 5.3. There are three different choices for a
reference hologram when studying these samples: taking no reference hologram,
recording it from the SiN membrane and recording it from vacuum. For the last
option, the sample and holder have to be retracted from the electron beam, as
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there is no vacuum region available on the sample. A representative object
hologram and different reference holograms are shown in Fig. 5.3a to 5.3c for a
magnification of 14.5 kx and an applied biprism voltage of 80 V. These parameters
correspond to a holographic interference fringe spacing of approximately 3.5 nm.
The corresponding total phase images are shown in Fig. 5.3d, 5.3e, and 5.3f,
respectively. The total phase images are similar and the choice of reference
hologram does not seem to have a strong influence on the result. A uniform
phase ramp due to charging and an error in the detection of the sideband position
can be removed in each case on the assumption that the phase shift is constant
outside the disk. These assumptions hold, as magnetic vortices do not possess
significant magnetic stray fields. In addition, the region with Fresnel fringes
from the edges of the biprism needs to be excluded (c¢f. Fig. 5.3g). It would be
possible to move these fringes out of the field of view by increasing the biprism
voltage. However, this would result in weaker fringe contrast, which is already
compromised by the thickness of the disk.

A quantitative overview of the effect of using different reference holograms was
obtained from the phase noise in the total phase images of the SiN region. Figure
5.3h shows histograms of the total phase inside the marked blue regions in
Fig. 5.3g. The standard deviations of the three distributions are 0.87 + 0.01rad
for the reconstruction with a vacuum reference hologram, 0.88 + 0.01rad for a
reference hologram on SiN and 0.87 + 0.01 rad without a reference hologram.
Therefore, the choice of reference hologram does not have a major effect on the
phase noise, in large part due to the excellent performance of the direct electron
detector used to record the holograms and the high stability of the electron
microscope. However, the disadvantage of not using a reference hologram is that
potential image distortions arising from the physical setup (cf. Sec. 3.2.2) are not
corrected, affecting the reconstruction of magnetic and electrostatic contributions
to the phase. Thus, a reference hologram recorded from vacuum was employed
for these kinds of experiments.

5.2.2. Off-axis electron holography of magnetic vortices and
reconstruction of the projected in-plane magnetisation

The magnetic properties of the disk introduced in section 5.1 are now analysed for
the as-prepared state. A turning over experiment was performed to separate the
magnetic and electrostatic contributions to the phase shift by using a dedicated
specimen holder to record two object holograms, between which the sample
was flipped [104]. Reference holograms were recorded from vacuum after the
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Figure 5.3.: Influence of the choice of reference hologram on the total phase.
(a) Object hologram of a Py disk of nominal thickness 100nm. (b) Reference
hologram recorded form a SiN region. (c) Reference hologram recorded from
vacuum. (d) - (f) Reconstructed total phase shift images obtained using (d) no
reference and (e,f) reference holograms recorded from (e) SiN and (f) vacuum.
(g) Reconstructed amplitude image of the disk. (h) Histograms of the phase
distribution measured in the marked blue regions in (g). There is only a small
difference between the widths of the different histograms.
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sample was removed from the beam path. During data analysis, the total phase
shift was first reconstructed for each object hologram. The total phase image
corresponds to the turned over experiment has to be flipped digitally, in order
to match it with the original total phase image. Digital turning was achieved
by first flipping the image about the x axis and then rotating it by —32°. The
angle was determined from the relationship between the holder tilt axis with the
x and y axis of the electron camera. The shift in x and y directions between the
first total phase image and the digitally flipped phase image were obtained from
a cross correlation performed on the corresponding amplitude images, which
were also digitally turned over. The advantage of using the amplitude images is
that they do not differ, unlike the total phase images, which contain the magnetic
contribution to the phase. It was not possible to warp the total phase images
as was done for the spin ice (c.f Sec. 4.3.3) due to the lack of distinct features
for round disks. The electrostatic and magnetic contributions to the phase were
finally retrieved by calculating half of the sum and half of the difference of the
original and tuned over phase shift images, respectively.

Figure 5.4a shows the resulting electrostatic contributions to the phase shift. It
can be seen that the sample has a reasonably uniform thickness across the disk.
The decrease in phase shift on the lower left side of the disk, which is evident in
the line scan across the electrostatic phase shift shown in Fig. 5.4b, corresponds to
a local reduction in the thickness of the disk, which may have resulted from a tilt
of the sample during Py deposition, with respect to the Py source. The electron
beam resist could then have shadowed this part of the disk. The thickness of
the disk was determined from the mean electrostatic phase shift in the region
where the sample thickness was homogeneous, based on the value for the MIP of
22.9V determined for the spin ice sample (cf. Sec. 4.6.1). The inferred thickness is
approximately 143 nm, which is thicker than the nominal value of 100 nm. This
deviation is likely to result from several factors. First, thickness control during
Py deposition is not error-prone because the quartz balance used to measure the
deposition rate is not perfectly calibrated. Second, the Cr adhesion and capping
layer are included in the measured thickness. Third, the ratio of membrane and
capping/adhesion layer to Py thickness is much smaller than that in the spin ice.
Forth, the composition of Ni and Fe in the thick Py disk is different than that of
the thin Py nanomagnets in the spin ice.

The grey areas in Fig. 5.4a indicate regions where the confidence was set to 0.
In these regions, the two aligned images do not overlap and the electrostatic
contribution to the phase shift cannot be determined. This area results from the
need to virtually flip the second phase image about the holder axis to compensate
for physical turning the sample over inside the microscope. The outline of the
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Figure 5.4.: Electrostatic and magnetic contributions to the phase shift for a mag-
netic vortex in a Py disk of a nominal thickness of 100 nm. (a) The electrostatic
phase shift reveals a uniform thickness across a large part of the disk. The
small phase shift variations visible at the lower left edge indicate the presence
of thickness variations. The grey area indicates regions that are not taken into
accountin the analysis. The dotted line marks the edge of the disk. (b) Linescan
across the electrostatic phase shift along the black line marked in (a). The grey
lines indicate the borders of the disk indicated in (a). (c) Magnetic contribution
to the phase shift. (d) Magnetic induction map, showing counterclockwise
rotation of the vortex.
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Figure 5.5.: Line profile through the y component of gradient of the magnetic
contribution to the phase shift (blue). The core diameter is determined to be
42 + 4nm by a fit (orange). The grey lines indicate the fitted core diameter. See
text for details.

disk was detected by setting a threshold for the minimum electrostatic phase
shift for the particle and is indicated by a dotted line (see Sec. 4.3.1).

The magnetic phase shift and corresponding magnetic induction map are shown
in Fig. 5.4c and 5.4d, respectively. The magnetic phase shift contains a peak at
the centre of the disk (Fig. 5.4c), as expected for a magnetic vortex that rotates
counterclockwise, as seen in the magnetic induction map (Fig. 5.4d). The size
of the core is estimated by looking at the line profile of the y component of
the gradient of the magnetic contribution to the phase shift. This gradient is a
measure of the in-plane magnetic induction. The vortex core diameter w can be
extracted from the line profile at the core position according to

20y (5.1)

y=a- tanh( -

where x is the x position of the vortex core [128]. Fitting Eq. 5.1 to the experi-
mental line profile gives a vortex core diameter of w = 42 + 4nm (Fig. 5.5). The
line profile is averaged over 10nm in the x direction in order to smooth the data.
This is likely to result in a slight overestimation of the vortex core size.

The projected in-plane magnetisation of the disk was reconstructed using the
MBIR algorithm (cf. Sec. 3.2.5), in order to compare it to a simulated magnetisa-
tion distribution. Here, a regularisation of 1 was chosen during the reconstruc-
tion. The resulting projected in-plane magnetisation is shown in Fig. 5.6a, with a
counterclockwise rotation of the magnetic moments. The thickness variations at
the edge of the disk (Fig. 5.4a) result in a decrease in the projected in-plane mag-
netisation on the left side of the disk. In addition, local thickness variations result
in a shift of the vortex core in the opposite direction, i.e. towards the right side.
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Figure 5.6.: Projected in-plane magnetisation reconstructed inside a Py disk of a
nominal thickness of 100 nm using the MBIR approach. (a) Direction and mag-
nitude of the projected in-plane magnetisation. The magnitude is encoded
in the brightness of the colours as well as in the length of the arrows. The
projected in-plane magnetisation is consistent with counterclockwise rotation
of a magnetic vortex. (b) Magnitude of the projected in-plane magnetic polar-
isation normalised to the measured thickness at each pixel.

In order to take the thickness variation into account when analysing the magni-
tude of the magnetisation, the magnitude of the projected in-plane magnetisation
was normalised to the measured thickness of the disk at each pixel based on a
thickness map calculated from the electrostatic contribution to the phase shift.
Figure 5.6b shows the resulting normalised magnitude of the projected in-plane
magnetisation. The magnetic vortex core is clearly visible due to the decrease
in the magnitude of the projected in-plane magnetisation. The normalised pro-
jected in-plane magnetisation is approximately constant over the radius of the
disk. However, it sometimes decreases or increases along the edges of the disk.
Right at the edges of the disk, these variations can be a result of a not perfect mask
during the reconstruction of the magnetisation. The variations further inside the
disk may result from shape imperfections and will be discussed in Sec. 5.3.1. The
average normalised in-plane magnetic polarisation is 0.66 T in the homogeneous
regions. This value is lower than the saturation magnetic polarisation the spin ice
samples of 0.73 T (cf. Sec. 4.6.2), even though both samples were prepared using
the same recipe and using similar materials for evaporation. This discrepancy
may result from different effects: (i) the effective composition of the Py material
corresponds to a (65/35) Ni/Fe ratio for the spin ice samples and 70/30 for the
disks, (ii) oxidation of the samples decreases their magnetic thickness, (iii) their
total thickness is different meaning that the relative influence of the adhesion
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and capping layers on the measured electrostatic phase shift varies between the
thick Py disks and the thin spin ice samples.

5.2.3. Comparison of reconstructed magnetisation with
micromagnetic simulations

In addition to the experimental analysis, the magnetic vortex state in the Py
disk was compared with by micromagnetic simulations provided by Sebastian
Gliga (PSI). The simulations were performed for a 160-nm-thick disk with a
diameter of 1500 nm and nominal composition Nig;Fe;q. The dimensions of the
disk correspond to those of the disk used for the vortex gyration experiments
(cf. Ch. 6). The parameters were set up in such a way that a clockwise in-
plane rotation was achieved, with the core of the disk pointing upwards. The
resulting magnetisation distribution is shown in Fig. 5.7a. The vortex core is
too small to be visualised in the image of the full disk. Therefore, two cross-
sections were generated at the core position in the xy-plane and the xz-plane (see
Fig. 5.7b and Fig. 5.7b). The cross-sections correspond to a cube with dimensions
of 300x300x 160 nm®. The vortex core is visible in the cross-section in the xy-
plane as a gradual decrease of the magnitude of the in-plane magnetisation. The
cross-section in the xz-plane reveals the reason for this gradual decrease. The
vortex core has a barrel-like shape, rather than having a sharp transition from
in-plane magnetisation to the out-of-plane core. This configuration reduces the
exchange interaction by slightly canting adjacent magnetic moments with respect
to each other. At the top and bottom surfaces of the disk, the magnetisation is
further tilted parallel to the surface, thereby minimising magnetic stray fields and
resulting in the final barrel shape. The vortex core diameter is estimated to be
61.5+0.1 by fitting Eq. 5.1 to a linescan through the y component of the magnetic
polarisation in Fig. 5.7 (Fig. 5.8). This distance corresponds approximately to the
outer diameter of the barrel-like shape (grey lines in Fig. 5.7¢c).

A comparison of the simulated magnetisation with the reconstructed projected
in-plane magnetisation for the 143-nm-thick disk underlines the importance of
using both methods. On the one hand, the simulation reveals the barrel-like
shape of the core. This information is lost in the present experiment, which only
records the projected in-plane magnetisation. On the other hand, the disk is
not perfect in reality, as assumed in the simulation. For example, the thickness
variation of the Py disk results in a shift of the vortex core away from the centre
of the disk. This shift is in present for the idealised disk in the simulations.

115



Chapter 5. Magnetic vortices in Py disks

(a)
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Figure 5.7.: Micromagnetic simulation of a vortex state in a Py disk with a diam-
eter of 1.5 um and a thickness of 160 nm. (a) Three-dimensional representation
of the magnetisation in the disk, with the black rectangles outlining the posi-
tions of the slices shown in (b) and (c). (b) xy-plane and (c) xz-plane sections
in the middle of the disk. The colours encode the rotation of the magnetisa-
tion in all images. The white colour shows the direction of the out-of-plane
magnetisation at the magnetic vortex core. The arrows in (a) describe the
three-dimensional distribution of the magnetisation, while the arrows in (b)
only show the magnetisation in the xy-plane and (c) in the xz-plane correspond-
ingly. The length of the arrows encodes the magnitude of the magnetisation.
The magnetic vortex exhibits clockwise in-plane rotation, with its core pointing
upwards. The core itself has a barrel-like shape and is larger in the centre than
at the surfaces of the disk. The grey lines indicate the diameter of the vortex
core determined according to Fig. 5.8.
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Figure 5.8.: Linescan through the y component of the magnetic polarisation
shown in Fig. 5.8 (blue). The vortex core size is fitted according to Eq. 5.1
(orange) and estimated to be 61.5 + 0.1 nm. The grey lines indicate the vortex
core size.

Therefore, simulations and experiments have to be combined in order to fully
understand the magnetic properties of vortices in Py disks.

5.2.4. Dependence of core shape on the thickness and diameter
of the disk

As seen above, the thickness of the disk has an influence on the vortex core size.
This relationship is further studied in this section, as the vortex core is of central
importance for subsequent dynamic experiments (see Ch. 6). In the literature [86],
it has been shown that the radius of the core increases with increasing disk
thickness if the exchange length ( 5nm for Py [129]) is sufficiently smaller than
the disk thickness. At the same time, a change in the diameter of the disk does
not have a significant effect on the radius of the core [86]. This behaviour was
investigated experimentally probed by measuring the vortex core sizes of disks
with various geometries. A hologram was recorded and reconstructed for each
disk. An overview of the investigated samples is given in Table 5.1. The diameter
of all disks were measured using a radial profile. The uncertainty of the diameter
mainly depends on the different magnifications the holograms were recorded
with.

The diameter of the core was determined by using the procedure that was de-
scribed in Sec. 5.2.2, i.e. from the gradient of the phase shift. In contrast to the
previous analysis, the profile was taken from the total phase image for all ex-
periments except the value at a nominal thickness of 100nm. The restrict to the
total phase shift avoids the need for a turning over experiment and is justified as
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Table 5.1.: Overview of investigated Py disk samples. Six different samples were
analysed experimentally.
nominal thickness [nm] \ measured diameter [nm]

50 1281 £ 16
50 1596 + 31
100 1086 + 12
150 1085 + 49
150 1425 + 34
175 1658 + 65
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Figure 5.9.: Vortex core radius plotted against nominal disk thickness for the
disks listed in Table 5.1. The core radius increases with disk thickness. The
orange point corresponds to the measured from a micromagnetic simulation
core size for comparison.

the vortex core area is sufficiently flat. Therefore, the total phase is dominated
by the local change in magnetic phase shift in these regions. Figure 5.9 shows
the dependence of vortex core size on disk thickness, while neglecting the disk
diameter. The core size increases with disk thickness, as expected. The orange
dot in Fig. 5.9 corresponds to the core diameter determined from the magnetic
simulations. This diameter is smaller than the experimental. The deviation
might be a result of several factors. Firstly, the average in-plane magnetic po-
larisation is with 0.66 T smaller than the nominal value of 1T. Secondly, the true
magnetic thickness is not known. Thirdly, there are shape deviations which will
be discussed in the following section.

In contrast to disk thickness, the diameter of the Py disks has a less significant in-
fluence the size of the vortex core as long as the disk diameter is much larger than
the core diameter. This dependence can be seen when comparing measurements
from Py disks, that have the same nominal thickness of 50 and 150 nm while vary-
ing in diameter around 300 nm and 340 nm, respectively (Fig. 5.9 and Table 5.1).
However, only the nominal value for the thickness can be compared which re-
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stricts the further analysis. Nevertheless, this finding is in good agreement with
literature on the properties of vortices in disks [86].

5.3. Effect of the three-dimensional shape of the
disks

So far, the magnetic properties of the disks have been studied in projection and
it was assumed that the disks are flat. However, a cross-sectional study of a
disk reveals that the disks in fact have a curved shape. In this section, the origin
of the shape variation and its effect on the magnetic properties of the disk are
investigated.

5.3.1. Shape variations of the Py disks

The shapes of the Py disks were investigated by studying cross-sections of three
different disks prepared using FIB milling. Figure 5.10 shows an overview image
of a cross-section of a nominally 175-nm-thick disk that has a nominal diameter of
1500 nm. The thickness and diameter of the Py disk are measured to be ~164nm
and ~1600nm, i.e. smaller and larger than the nominal values, respectively
(cf. Sec. 5.1). The most striking and unexpected feature is the bent shape of
the disk, whose edges are peeled away from the membrane. The cross-section
was prepared by first depositing C on top of the SiN membrane and then Pt
on the lower part. The cross-section was then cut out using FIB milling. In
order to exclude the possibility that the bending is an artefact of cross-section
preparation, two additional cross-sections of different disks were prepared by FIB
milling using slightly different preparation steps. For the second cross-section,
first the Pt on the back side and then the C on the front side were deposited before
cutting. For the third cross-section, first a C protection layer was deposited on
top of the Py structure on the SiN membrane. Then, the membrane with the Py
structure was lifted up and attached onto a Si crystal. In the final step, a cross-
section of the Py structure was cut from of the stack containing the sample and
the Si crystal. The two additional cross-sections exhibited similar bending (not
shown), suggesting that the bending has been present before the cross-section
was cut.

Chemically sensitive HAADF STEM images and EDX maps were recorded from
the cross-section of the Py disk, in order to investigate the origin of the bending
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Figure 5.10.: Overview BF TEM image of a cross-section cut from a Py disk,
revealing that the disk has peeled from the membrane and bent upwards at its
edges. The disk has a nominal thickness of 175 nm and a nominal diameter of
1500 nm. It is measured to be ~164 nm thick, with a diameter of ~1600 nm.

(a) (b)

Figure 5.11.: Edge of a 164-nm-thick Py disk. (a) HAADF STEM image revealing
that the columnar growth at the edges points upwards. (b) EDX composition
map. The Cr has peeled off and Al is present along the edge of the disk.

(Fig. 5.11). Small particles next to the disk are present on all of the samples.
They consist of Ni and Fe, with an Al or Cr capping layer on top of them. Most
importantly, there is no Cr adhesion layer beneath the particle. The Py therefore
had to be deposited after the adhesion layer had already peeled off, suggesting
that the bending already happened during Py deposition. A possible explanation
is that some Py adhered to the electron beam resist that was used to define shape
of the disks and was redeposited on the membrane when the resist was washed
off. However, there should then not be a continuous capping layer on top of the
particle, making such redeposition unlikely. Another indication that the bending
took place during deposition is the presence of an Al capping layer along the edge
of the Py disk (Fig. 5.11b). Itis likely that the capping layer can only be deposited
along this edge if the disk is already bent before Al deposition is started.

The bending of thin Py particles on SiN has been reported previously [130]. The
effect was attributed to the significantly different thermal expansion coefficients
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of Py and SiN (10.5-107° to 2.6 —3.3-107¢ K™, resulting in mechanical stress [130].
The mechanical stress is released when the disk is peeled off the membrane. The
adhesion of Cr to Py is observed to be stronger than to SiN, as the Cr is also peeled
off. This difference in thermal expansion is relevant because the Py pellets are
heated to 1500°C to deposit Py on the sample. As the electron beam resist on the
sample does not reflow during deposition, it can be excluded that the sample
temperature exceeds 120°C. However, a substantial amount of heat will still be
deposited in the Py disk and the SiN membrane. The hypothesis that a difference
in thermal expansion is the driving mechanism for the bending is supported by
a study of a cross-section of a 120-nm-thick Py disk deposited on a Si substrate
with a SiN layer. A DF SEM image of the cross-section shows a flat disk with
only minor bending at the edges of the sample (see Fig. 5.12). This sample was
patterned in the same way as the Py disks on the membrane, i.e. including a Cr
adhesion layer. Here, the Si substrate acted as a heat reservoir, dissipating heat
from the disk and membrane. Therefore, the Si substrate prevents an overall
heating of the Py disk and the SiN membrane and consequently the bending
due to thermal expansion. The C layer on top of the disk was first deposited
using electron-beam-induced deposition and subsequently using an ion-beam-
induced deposition. The two methods result in darker and brighter contrast of
the C layer in the DF SEM image. The bright contrast at the edges of the disks can
be attributed to C contamination accumulating when these regions were exposed
to a stronger electron beam dose while focusing the electron beam on the sample
for imaging. In addition to the different thermal expansion coefficients, other
reasons may result in bending of the disks, e.g. tensile strain introduced during
growth due to a lattice mismatch of the different elements. This possibility can
be excluded, since the disk on a Si substrate with a SiN membrane is not bent.
Hence, a difference in thermal expansion coefficients is the most likely source of
the bending.

5.3.2. Movement of vortex core with sample tilt

Bending of the disk causes a number of different effects on the recorded phase
image and on the magnetic response of the disk with the tilt angle. Both situations
should be considered in the study of vortex core dynamics, as the sample may
be tilted with respect to the applied field or the electron beam (see Ch. 6). The
effects are demonstrated by tilting the sample investigated in Sec. 5.2.2 to 50°.
This tilt angle is chosen as it offers the best compromise between tilting as far as
possible to maximise the in-plane component of the applied field, while the core
is not yet affected by unwrapping errors arising from the increase in projected
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Figure 5.12.: DF SEM image of a Py disk prepared on a Si substrate. The nominal
thickness and diameter of the disk are 100 and 1500 nm, respectively, while
they are measured to be ~110 and ~1500 nm, respectively. Here, no significant
bending of the disk can be observed. See text for details.

sample thickness. Apart from the tilt angle, the other experimental parameters
remain the same (cf. Sec. 5.2.2). Asbefore, the magnetic phase shift was extracted
using a turning over experiment. A resulting magnetic induction map is shown
in Fig. 5.13a. The first visible effect is the presence of unwrapping errors at the
lower edge of the sample due to increased noise in the phase measurement. These
unwrapping errors occur in the region where the sample is tilted upwards most
strongly in the z direction (Fig. 5.13b). The upwards tilt increases the distance
through which the electron beam travels in the sample due to bending, as shown
on the right side of Fig. 5.13b. This increase in thickness results in a weaker signal
and a decrease in signal-to-noise ratio. In addition, a half ring can be seen below
the sample in the area framed in grey in Fig. 5.13a. This ring can be attributed
to the presence of the small Py particles, which are deposited underneath the
disk and can be observed in cross-section (Fig. 5.10 and Fig. 5.13b). The upper
half of the ring is not visible in the magnetic induction map (Fig. 5.13a), as its
contribution to the phase shift is negligible compared to the magnetic phase shift
of the thick Py disk, i.e. the thick Py disk shadows the upper half of the ring.
Another effect that can be seen in the magnetic induction map is a shift of the
vortex core. The blue line indicates the long axis of an ellipse fitted to the outlines
of the projected disk. The vortex core is expected to lie on this axis. The observed
shiftis a geometrical effect and only appears in projection. The reason for the shift
is visualised in Fig. 5.13b: due to the curvature of the disk, the middle of the disk
in the x direction does not correspond to the centre of the disk where the vortex
core is situated. Therefore, the vortex core is shifted towards the upwards-tilted
part of the disk in a projection in the z direction. If the disk were perfectly flat, the
vortex core would stay in the middle of the disk even in the presence of sample
tilt. Hence, it would not be possible to explain the shift for a magnetic vortex in
a perfectly flat disk.
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Figure 5.13.: Influence of shape deviations on the projected magnetic induction.
(a) Magnetic induction map of a Py disk (Sec. 5.2.2) investigated in Sec. 5.2.2 at
a 50° tilt angle. The blue line depicts the long axis of the fitted ellipse at which
the vortex core should be located in for a flat shape. The unwrapping errors
at the lower edge are due to an increase in projected thickness. The half ring
below the disk (marked by grey lines) can be attributed to the small particles
next to the disk seen in cross-section. (b) Schematic sketch of a side view of the
disk under tilt. The dashed line indicates the middle of the sample along the
x direction. The blue region inside the disk indicates the position of the vortex
core. The vortex core is shifted with respect to the x axis for a bent disk. When
looking along z direction, the small particles at the left side are shadowed by
the Py disk, while it is visible on the right side.
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In addition to the apparent shift of the vortex core in a titled Py disk studied
at remanence, it can also be displaced by applying an external magnetic field
according to Dietrich ef al. [130]. The effects of in-plane and out-of-plane external
fields on a vortex core are visualised in Fig. 5.14, based on their argumentation.
For simplicity, a square sample in a Landau state is shown in the schematic
figures. Figures 5.14a and 5.14b show top and side views of a square sample,
which is bent on both sides. An out-of-plane magnetic field Hop, applied to this
bent sample would have components parallel and perpendicular to the sample
surface at the edges of the sample. Thus, the bent sample would experience
an effective in-plane magnetic field due to the applied out-of-plane field Hop.
The effective in-plane field is indicated by green arrows in the top view. The
direction of the effective in-plane field is radial away from the centre. However,
the position of the vortex core is not affected by the effective radial in-plane field,
as the core is situated in the centre of the disk, where these fields are negligible.
The situation changes when applying an additional external in-plane field Hj,
as shown in Fig. 5.14c. Note the difference between the external applied in-
plane field Hj, pointing in the same direction at every point of the sample while
the effective in-plane component of H,,, is radial, as shown in Fig. 5.14b. The
presence of the external in-plane field Hj, results in a shift of the vortex core to the
right side, as the magnetic moments align with the external in-plane field and the
left domain grows in size. The vortex core is no longer situated in the centre of
the disk, but moves towards its edge. There, H,, has a strong effective in-plane
component in the radial direction. This component points towards the right edge
at the position to which the vortex core is shifted. Thus, the magnetic moments
align parallel to the effective field and the vortex core is shifted downwards. The
latter shift would not be expected in a flat sample, in which an applied out-of-
plane field should only result in an increase or decrease of the vortex core size,
but not in a shift. For the disks under investigation, the edges are the regions
where bending is strongest. Thus, the effective in-plane magnetic field due to
the applied out-of-plane external field H,op is expected to have the largest effect
at these positions.

This phenomenon of vortex core displacement in an applied field in the pres-
ence bending of the disk may affect the study of vortex core gyration in Ch. 6.
Therefore, the applied field strength and vortex core displacement that are re-
quired to move the vortex core were studied for a sample with a thickness of
119 £ 12nm and a diameter of 1489 + 40 nm, as shown in Fig. 5.15. The thickness
is measured in cross section and the diameter looking at the radial profile of the
object hologram. This sample was tilted to 25° and various external magnetic
fields were applied in the electron beam direction using the objective lens of the
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Figure 5.14.: Schematic overview of the effect of external in-plane and out-of-
plane fields on a bent sample in a Landau state [130]. (a) and (b) Sketches of a
bent square sample (in side view and top view, respectively) and the applied
magnetic fields. (c) The magnetic state and the shift of the core due to these
fields. The in-plane field H;, results in a shift of the core perpendicular to the
field. The out-of-plane field Hoop can be divided into components parallel to
the surface and perpendicular to it. The out-of-plane field H,,, has an effective
in-plane component, resulting in an additional shift of the core perpendicular
to the effective field.

microscope. Due to the sample tilt, the external field can be divided into an
in-plane and an out-of-plane component with respect to the disk. The in-plane
component is perpendicular to the tilt axis and is therefore perpendicular to the
long axis of the ellipse that represents the outline of the tilted disk in projection.
Off-axis electron holograms were recorded in applied fields of 0 to 150 mT. Figure
5.15a shows the resulting magnetic induction maps of the total phase shift for
various applied fields. Here, it is assumed that the electrostatic contributions to
the phase shift is constant across the disk, which holds for most parts of the disk
except at its very edges. It was found that the vortex core moves along the long
axis of the ellipse as the applied field increases. At fields of 100 and 150 mT, the
vortex core develops a C-shaped structure as it moves closer to the edge of the
disk, as reported previously [131]. Ata field of 150 mT, the vortex core moves not
only along the long axis, but also towards the lower edge of the disk. Here, the
change in direction of the magnetic field lines might result from a competition
of the magnetic moments aligning themselves according to the applied in-plane
and according to the applied out-of-plane field in combination with the effect of
shape deviations.

The phase images for all applied fields were aligned with respect to each other
by using the corresponding amplitude images. The vortex core position was
then detected in each phase image by filtering for pixels with the largest total
phase shift and then determining the centre of mass in the filtered images. The
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Figure 5.15.: Vortex core displacement as a function of applied field for a disk
with a thickness of 120nm. The sample is tilted by 25° and various magnetic
fields are applied along the electron beam direction. The applied field has an
in-plane component Hj, and an out-of-plane component Hoop. (a) Magnetic
induction maps showing the total phase shift recorded in different applied
fields indicated. (b) Position of the vortex core plotted on an amplitude image
of the Py disk. The blue line indicates the tilt axis of the sample. The vortex core
is displaced parallel to the tilt axis up to fields of 100 mT. At an applied field
of 150 mT, the vortex core is also displaced perpendicular to the tilt axis. (c)
Displacement of the vortex core placed as a function of the in-plane component
of the applied field. The dashed line shows a linear for to the points.
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resulting positions are plotted in Fig. 5.15b as a function of applied field, using the
amplitude image of the disk at 0 mT as a background. The blue line in the image
indicates the tilt axis of the ellipse. If the disk were not bent, then the vortex core
would be expected to be displaced along the tilt axis towards the edge of the disk.
Such a displacement can be seen for magnetic fields up to 100 mT. A total applied
field of 100 mT corresponds to an in-plane component of 42mT and an out-of-
plane component of 91 mT. Here, the shift of the core along the axis displays
a slight trend towards the lower edge of the sample. At an applied field of
150 mT, the vortex core is clearly displaced from the long axis. This displacement
may result from the effect of the out-of-plane component of the applied field or
thickness variations of the disk close to its edge. The results suggest that the
vortex core gyration will not be affected by bending of the disk if no additional
out-of-plane field is applied, the applied in-plane field is smaller than 100 mT
and the sample is not tilted. During the vortex core gyration experiments, an
in-plane field and an out-of-plane field are applied simultaneously (cf. Ch. 6).
The applied in-plane field is on the order of a few tens of a mT. Therefore, the
vortex core is only slightly deflected and it is located close to the centre of the
disk at each point of its gyration. Hence, the applied out-of-plane field is not
expected to result in an additional shift of the vortex core.

In the dynamic experiments, it is important that the vortex core motion is not
hindered by pinning. The origin of pinning is the minimisation of total energy
(cf. Sec. 2.2), which may involve alignment of the magnetisation with respect
to local anisotropy within the polycrystalline domains of Py, as shown by Uhlig
et al. [132]. In other words, a difference in local anisotropy of the domains
may affect the vortex core position. In the latter study, it was not possible to
associate the positions of the pinning sites with the physical morphology of the
sample using Lorentz microscopy or time-resolved Kerr microscopy [132,133].
Nevertheless, the role of grain boundaries as pinning sites has been demonstrated
experimentally using UTEM [134]. In the literature, it has been suggested that
surface roughness is the dominant pinning source and that pinning is strongest
if the features have a length scale similar to the vortex core diameter [135]. As
the dynamic experiments that are present below are carried out for disks that
have a thickness of approximately 150 nm, the vortex core has a diameter of
approximately 80nm (cf. Sec. 5.2.4). Therefore, vortex core gyration should
not be affected significantly by pinning because the surface roughness is much
smaller (¢f. Fig. 5.2). In order to verify this assumption experimentally, the
displacement of the vortex core was investigated to assess the dependence of
pinning of the vortex core on its position. Figure 5.15¢ shows the displacement
of the vortex core with respect to the core position plotted as a function of
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the in-plane component of the applied field. Here, only the regime where the
vortex core is displaced along the long axis is considered. The displacement has
an approximately linear dependence on applied in-plane field. This linearity
implies that the vortex core is able to move smoothly and that no strong pinning
sites are present. The dynamic investigation of vortex core motion is therefore
not expected to be hindered by pinning.

5.3.3. Magnetic state of a cross-section

The Py disk was further investigated by studying its magnetic properties in cross-
section. Large impurities, e.g. due to a contaminated Py source, would affect
the electrostatic and magnetic contributions to the phase shift and could act as
pinning centres. The phase shifts were retrieved by performing a turning over
experiment at a magnification of 11.5kx using biprism voltage of 135V, which
corresponds to a holographic interference spacing of 1.5 nm. The regions where
the two total phase images did not overlap were excluded by using a confidence
matrix in the MBIR approach. A phase ramp in the electrostatic phase shift was
removed by fitting a linear function to the phase in the C support above the
Py and assuming that the electrostatic phase shift is constant in this region. A
mask of the particle was drawn by defining a minimum value for the electrostatic
phase shift of the Py. For the magnetic phase shift, a phase ramp was removed
using the MBIR approach (cf. Sec 4.3.2). The resulting electrostatic and magnetic
phase shift images are shown in Fig. 5.16.

The electrostatic phase shift shown in Fig. 5.16a is in good agreement with the
previously presented results acquired using conventional electron microscopy
(cf. Sec. 5.1). The Pt support at the bottom, the SiN membrane, the Py disk and
the C layer at the top can be distinguished. The dark and bright contrast below
the diskis located inside the SiN membrane and might result from charging being
different when the sample is turned over. In addition, the Cr adhesion layer is
visible at the bottom of the disk. Inside the disk, the columnar growth structure
can be seen in the form of local variations of the electrostatic phase shift (inset
in Fig. 5.16a). The lack of image alignment artefacts indicates that the routine
that was used to warp one image to fit the other worked well. At the same time,
no unexpected features are visible in the electrostatic phase shift, suggesting
that there are no significant impurities in the sample. These results are in good
agreement with EDX STEM analysis, which also revealed no impurities in the Py
(Fig. 5.2 and Fig. 5.11).
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Figure 5.16.: Electrostatic and magnetic contributions to the phase shift mea-
sured from a cross-section of a 164-nm-thick Py disk shown in Fig. 5.10. (a)
Electrostatic phase shift, showing bending of the disk and adhesion layer at
the bottom. The inset shows a close up, in which the columnar structure of the
Py is visible. The black box indicates the area of the inset. (b) Magnetic phase
shift and (c) magnetic induction map of the cross-section. The formation of the
vortices results from minimisation of the stray field and is fostered by the bent
shape.
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The magnetic phase shift and corresponding magnetic induction map (Fig. 5.16b
and Fig. 5.16¢) reveal that the magnetic induction follows the shape of the disk in-
side the Py island (Fig. 5.16c), with the shape anisotropy dominating the magnetic
configuration. Surprisingly, both ends of the cross-sections contain magnetic vor-
tices of the same chirality. The vortices minimise magnetic stray fields outside the
cross-section, at the cost of increasing the exchange interaction. The formation
of such vortices is fostered by bending of the disk and by the comparable thin
thickness of the cross-section. Due to the latter point, it is not possible to predict
if these vortices exist in the full disk as well. In Fig. 5.16b and Fig. 5.16c, there
are no unexpected alterations of the magnetic phase shift resulting from possi-
ble impurities, further indicating that such disks are suitable for the dynamic
experiments that are presented in the next chapter.

5.4. Summary

The presence of a magnetic vortex was experimentally demonstrated in circular
Py disks with varying dimensions. The structures and compositions of the disks
were first investigated revealing columnar growth of the Py in cross-section. It
was also shown that there are no significant impurities are present within the
disks. Reconstruction of the magnetisation of a magnetic vortex was presented
for a nominal 100-nm-thick Py disk revealing variations due to the fact that such
disks does not have ideal geometries. Micromagnetic simulations revealed that
the magnetic vortex core is a barrel-shaped. The properties of the core with
respect to the disk geometry were studied. It was found that the diameter of the
core increases with increasing disk thickness while being approximately inde-
pendent of disk diameter. Cross-sectional studies revealed Py disks fabricated
on SiN membranes is bent during deposition of the Py on the Cr adhesion layer.
The bent structure results in a shift of the magnetic vortex core away from the
centre in case the sample is imaged under tilted conditions. It is shown that this
bending does not affect the displacement of the vortex core in an applied field, so
long as the core is not displaced to the edge of the disk and so long as the applied
fields. This information is important for dynamic experiments (Ch. 6), as a field
in a similar regime is sufficient to bring the vortex core to resonance when it is
applied as an in-plane microwave magnetic field. Hence, bending of the disks
is not expected to compromise the investigation of vortex core motion presented
in the next chapter. It was also demonstrated displacement of the vortex core by
external fields is not compromised by the presence of pinning sites.
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Chapter 6.

Dynamic imaging using a fast
readout detector in a transmission
electron microscope

Transmission electron microscopy offers access to a wide range of material prop-
erties, from structure and chemical composition to magnetic properties. In stan-
dard electron microscopes, these properties can only be imaged statically or, at
best, on a ms timescale. Here, an approach is developed that can be used to im-
prove temporal resolution by using a delay line detector (DLD) while maintaining
the imaging properties of a transmission electron microscope. It is demonstrated
by investigating the dynamics of a magnetic vortex core excited by a magnetis-
ing specimen holder. Similar magnetic vortices were investigated statically in
the previous chapter, in order to ensure their suitability for the dynamic experi-
ments. In this chapter, the sample is first described, followed by description of
the general setup for time-resolved TEM using a DLD. The main concepts that
are required for the data analysis are then highlighted, before investigating the
breathing-like behaviour of the vortex core experimentally. This behaviour is un-
expected and its origin and consequences are discussed. In the next section, the
resonance behaviour of the vortex core is investigated using different methods,
including STXM, static TEM and time-resolved TEM employing the DLD. The
results are discussed and the advantages and disadvantages of each technique
are compared. Finally, the limits of the DLD are assessed and the approach is
compared with UTEM.
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Figure 6.1.: Py disk used for time-resolved microscopy experiments. (a) SE SEM
image of the Py disk transferred onto a chip that is compatible with the RF
magnetising specimen holder. (b) Cross-sectional BF TEM image revealing
bending of the Py disk. C was deposited on the sample to stabilise the Py disk
before cutting the cross-section.

6.1. Fabrication and expected features of the sample

Vortex core dynamics in a soft magnetic Py nanostructure were investigated
in a single sample. Unless otherwise stated, this specific sample was used in
all of the experiments described in this chapter. The sample is a Py disk with
a thickness of ~130nm and a diameter of ~1600nm deposited on an electron-
transparent SiN membrane. The thickness was measured in cross-section. These
are similar dimensions to those of the Py disk whose static vortex core properties
were studied in Ch. 5. Figure 6.1a shows an SEM image of the Py disk that
was used for dynamic experiments after an additional preparation step, which
is explained at the end of this section. The Py disk was first prepared in the same
way as for samples on standard TEM substrates (see Sec. 5.1). It had similar
static magnetic properties to those of the Py disks investigated in Ch. 5. These
properties are expected to be affect by bending of the Py disk, which is also seen
in a cross-sectional view of the presented sample (see. Fig. 6.1b).! The cross-
section was prepared by transferring the membrane with the Py disk onto a Si
crystal and depositing C protection layers before and after the transfer, before
cutting the cross-section. It was shown in the previous chapter that bending does
not significantly affect the response of the vortex core to applied in-plane and
out-of-plane fields. Therefore, vortex core dynamic experiments were carried
out without taking such additional effects into account during analysis.

The expected dynamic behaviour of the vortex core in the presence applied

IThe cross-section was cut after the vortex core gyration experiments.
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magnetic field was first investigated using micromagnetic simulations. All of
the micromagnetic simulations in this chapter were performed by B. Zingsem
(University of Duisburg-Essen) and are based on the Landau-Lifshifts-Gilbert
equation within the MuMax® framework [136,137]. The thickness of the Py
disk in the simulation was set to 160 nm in order to compensate for the bending
of the Py disk which increases the distance from the edges to the membrane.
The residual parameters were set to a disk diameter of 1.675um, a saturation
magnetisation of 8 - 10° A/m, an exchange stiffness of 1.32 - 107''J/m, g-factor of
2.1 up/h, a damping coefficient of 0.016, an applied out-of-plane magnetic field
of 20mT and an applied in-plane oscillating magnetic field of an amplitude of
0.1 mT. First, the vortex core resonance was probed by studying the dependence
of the deflection of the magnetic moments on the applied frequency. The resulting
curve is shown in Fig. 6.2a. A sharp resonance is revealed around 400 MHz in
good agreement with results reported in the literature [86]. In addition, a second
resonance is found at 1GHz. The trajectory of the vortex core at resonance
at 400 MHz was simulated as a function of applied microwave magnetic field
amplitude. Figure 6.2b shows the trajectory of the vortex core in the central
slice of the Py disk, i.e. at a height of 80nm from the bottom of the disk. The
averaged trajectory through the thickness of the disk follows the same trend, but
it is smeared out because the vortex core position at the top and bottom of the
disk is shifted with respect to each other. The diameter of the gyration increases
from about 26 nm for an applied field of 0.1 mT to 70nm for an applied field
of 1mT. The trajectory follows an approximately circular shape for the smaller
applied field and a more elliptical shape for the higher applied field.? In both
cases, a transition time is required to reach stable motion. The transition time for
0.1mT is 30 ns, while it increases to 60 ns for 1 mT. Both transition periods are too
small to be resolved using a stroboscopic measurement of the vortex core motion,
e.g. by STXM. The small radius of the vortex core gyration, which is in the nm
regime, requires the use of measurement techniques that have sufficient spatial
resolution. Fresnel defocus imaging provides the required spatial resolution.

The influence on the dynamic properties of the vortex core of the saturation
magnetisation of the sample was investigated, as it can change over time due to
oxidation or heating during an experiment. Resonance spectra were simulated
for an applied static out-of-plane field of 100 mT and an applied power of 10mT
for different saturation magnetisation values. First, the saturation magnetisa-
tion was set to the standard value of M, = 8- 10° A/m [138], resulting in the
spectrum shown in Fig. 6.3. The resonance frequency was observed 390 MHz.
The resonance frequency is slightly reduced, but significantly broadened when

2The reason for the elliptical trajectory is not understood yet.
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Figure 6.2.: Micromagnetic simulation of vortex core resonance in a 160-nm-
thick Py disk of 1600 nm diameter in a 20mT applied out-of-plane field. (a)
The resonance spectrum shows a sharp resonance at 400 MHz and a second
resonance at 1 GHz. (b) Deflection of the vortex core in the middle of the Py
disk plotted for two different values of the amplitude of the applied microwave
field. For an applied field of 0.1 mT, a circluar trajectory with a radius of 10 nm
is observed. The radius of the trajectory increases at an applied field of 1 mT
and becomes elliptical. Both trajectories are shown after an initial transition
period that is required to reach stable trajectories. Figure adapted from [82].

compared to the applied field of 20mT and applied power of 0.1 mT consid-
ered above. Resonance spectra for reduced saturation magnetisation values of
0.99% M, and 0.95% M; are also plotted in Fig. 6.3. It can be seen that the sat-
uration magnetisation has a large impact on the resonance, which is shifted to
higher frequencies and broadened for 0.99% M;. If the saturation magnetisa-
tion is decreased further, then the resonance frequency is shifted to even higher
frequencies, while developing additional features. The strong influence of the
saturation magnetisation, as well as the sample conditions and other effects that
may change the magnetic properties of the sample, has to be considered in the
interpretation of the results.

The magnetisation holder that was used for these experiments (see below) re-
quires a substrate with dimensions of 4x10 mm? (cf. Sec.6.2.1), in contrast to the
standard TEM support that was used in previous experiments. Therefore, the Py
disk was transferred onto the required rectangular Si substrate with the under-
lying SiN membrane using FIB milling: the Py disk with part of the membrane
was cut out and placed over a precut hole in the membrane of the rectangular
substrate. Care was taken so that the Py disk was not subjected to this Ga beam
during the process, in order to prevent the implantation of Ga. The successfully
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Figure 6.3.: Micromagnetic simulations of resonance spectra of the vortex core
for different values of saturation magnetisation for an applied microwave field
of 10 mT, an applied out-of-plane field of 100 mT, a saturation magnetisation
of 8-10° A/m and a Py thickness of 160 nm. With decreasing saturation mag-
netisation, the resonance frequency increases and broadens.

transferred sample is shown in Fig. 6.1a. The transfer imposes further challenges,
in addition to preventing Ga implantation. For example, the Pt that was used to
fix the lifted out SiN membrane onto the supporting SiN membrane is only at-
tached at two points. A third connection between the membranes was destroyed
by sputtering during fabrication. The membrane itself sags due to the weight
of the Py disk. Furthermore, the need to cut blindly to prevent Ga implantation
while being close to the Py disk requires very good instrument control to not
destroy the sample. Regardless of these challenges, the transfer was successful
and the Py disk sample was used for the following dynamic experiments.

6.2. Experimental setup for time-resolved
microscopy

In this section, the experimental setup for time-resolved TEM is introduced. The
primary focus is on the components that are required to achieve the required
temporal resolution: the DLD, the electronics for the excitation and the synchro-
nisation of these two components. The RF magnetising holder is then charac-
terised experimentally and its properties are evaluated based on simulations, in
order to improve the understanding of the experimental results.
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Figure 6.4.: Schematic diagram showing the setup for time-resolved experiments
using a DLD in a transmission electron microscope. An RF generator provides
a microwave current that is directed to a cartridge at the tip of the holder, in
order to generate a microwave magnetic field at the sample position. Images
are recorded using a DLD mounted at the end of an energy filter. The TDC
of the DLD receives a small part of the microwave current and uses it as a
reference signal. Adapted from [82].

6.2.1. Overview of general setup

The setup consists of the three main components: the microscope, the holder
and the detector. Their interaction is visualised schematically in Fig. 6.4. An RF
generator (HP8657B, HP8671B or R&S SMR 20) generates a microwave current.
The power of the current can be increased using an amplifier (SPIN PA233b A),
before the current is split into two parts by a resistive divider (custom-built by
Simon Déster (ETH Zurich)). The largest part of the current is directed towards
the RF magnetising holder. At the tip of the holder, the RF current generates
a microwave magnetic field that is used to excite the vortex and to deflect the
electron beam. The DLD is employed to image the dynamic excitations and
is mounted at the end of an energy filter (Gatan Tridiem 865 ER imaging filter
(GIF)). The time-to-digital converter (TDC) of the DLD receives the second part
of the microwave current and used it as a start signal, to achieve synchronisation
between the excitation of the sample and the detector. The frequency of the
microwave current has to be divided, in order to match the requirements of the
TDC. This division was achieved by using a frequency splitter that was custom-
built by S. Daster (ETH Zurich). The division factor can be set to a value of
2%, where x is a natural number smaller than 6. A factor of 64 was chosen for
the presented experiments. The final images are generated by adding up the
electrons that arrive during the same phase of the excitation period.
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Amplitude

Figure 6.5.: Phase sorting for stroboscopic measurements. Events recorded after
the first excitation are mapped onto equivalent phases during the each cycle.

The DLD, in combination with the TDC, records images by measuring the arrival
time of each electron and the location where the electron hit the detector. A
three-dimensional dataset of (x, y, t) is therefore generated. The time is measured
in intervals of T = 6.858711 ps, where 7 is set by the TDC. The experiments
are carried out stroboscopically to increase the signal to noise ratio. All events
that correspond to the same phase of the RF excitation cycle are summed up
to generate a single image for each phase interval, as shown schematically in
Fig. 6.5. Mathematically, this approach is equivalent to the number of time steps
t, = t/7 being mapped onto one RF period by mrr = ——, where fgr is the applied
RF frequency. Accordingly, the phase intervals correspond to p, = tymod mgp
in units of ’2;’ In this way, the dataset is converted into (x, y,p,) values. This
procedure of mapping time onto phase intervals is only possible if 71z is a natural
number. Otherwise, the length of the intervals is not well-defined, resulting in
misassignment of the incoming electrons. Therefore, the RF frequencies were
constrained to fzr = #, where k is a natural number and is quantised. Hence, it
is not possible to set the RF frequency arbitrarily.

The magnetising holder used in the experiments was built by B. Zingsem (Univer-
sity of Duisburg-Essen) [111]. The principle of electromagnetic field generation
is introduced in Sec. 3.4. The holder is based on a brass cartridge, which acts as a
coplanar waveguide with a ground. The sample is placed inside the cartridge, as
shown in Fig. 6.6. The cartridge and the holder have small holes at the position
of the SiN membrane allowing electrons to pass through them. The cartridge is
mounted by using a set screw, which pushes the cartridge against the inner wire
of the RF cable. The pressure of the screw needs to be adjusted, in order to ensure
a good connection between the cartridge and the RF cable, while not breaking
the screw or bending the wire. The connection to the ground is made via the tip
of the holder, which connects the cartridge to the outer wire of the RF cable. In
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Figure 6.6.: Tip of the RF magnetising holder consisting of a cartridge with the
sample inside it. Both components are pressed against the RF cable by a set
screw from the bottom and also attached to the tip by using copper tape. The
cartridge and the holder have holes at the position of the membrane.

order to further secure the sample on the holder, the cartridge is attached to the
holder by using copper tape at the tip.

The DLD, RF generator and the microscope were controlled by a Tango server
and dedicated scripts programmed in Python. A graphical user interface (GUI)
was developed for convenience to control all three components (cf. Fig. 6.7a).
For the DLD, a live view is available and the exposure time can be set. The live
view is a sum image over all events that take place during the exposure time. A
region of interest (ROI) can be chosen, as well as spatial binning in the x and y
directions. Options to record and subtract a background image are also available.
Background removal is particularly helpful if the signal to noise ratio is low. The
excitation frequency is automatically applied to the DLD, as well as to the RF
generator. The number of phase intervals depends on the RF frequency and on
the duration of an interval given by the DLD (7t = 6.858711 ps). Since the total
number of intervals may become large for small frequencies, time binning can
be applied in steps of 2/, where 1 is a natural number and ! = 0 corresponds to no
binning. The RF generator can be turned on or off and its frequency and power
can be set. As before, the set frequency is applied to the RF generator and to the
DLD. On the microscope, it is possible to control the stage in the x and y directions
and to open and close the column valve. In addition, the pressure in the projection
chamber is constantly monitored. A pressure that is too high in the projection
chamber risks breaking the MCPs of the DLD. Three squares in the GUI are colour
coded to represent the status of the DLD, the RF generator and the microscope.
Light green corresponds to the device being connected to the Tango server, yellow
to the device not being connected and red to other issues. For the DLD, a dark
green signal indicates that an image is being recorded. The advantage of using
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6.2. Experimental setup for time-resolved microscopy

a Tango server is that it easily adaptable for different kinds of devices [139].
Therefore, it is possible to extend its functionalities, e.g. for controlling different
excitation stimuli using additional devices. Experimental proof of this flexibilty
is demonstrated by the simplicity with which the different frequency generators
can be exchanged during the experiment. Software development was mainly
carried out by S. Déster and Yves Acremann (ETH Zurich), who also provided
the required hardware for the server.

The RF measurements were performed using Jupyter notebooks. In this way, the
measurements can be automated, they act as a lab book and preliminary data
analysis is possible immediately. The standard procedure consists of five steps.
First, the closest allowed frequency to the desired frequency and time binning
are calculated taking the possibilities for quantisation into account. Then, the
chosen frequency is applied to the DLD and the RF generator and an exposure
time is chosen. Finally, images are recorded and saved in hdf5 format. Each
file is assigned a unique number. The saved file consists of a three-dimensional
array, which is made up of a single image for each phase interval. An example
of the code used to perform a time-resolved experiment is given in Fig. 6.7b. A
background image is generated in the same way. The recorded background can
be applied to a live view image in the GUL However, one has to take care that
the number of phase intervals is the same for the live view and the background
image. This precaution can be implemented during data analysis in the Jupyter
notebooks by subtracting the background for each image for a single phase in-
terval individually. For longer measurements, it is possible to write scripts in the
Jupyter notebooks to perform these steps automatically, e.g. a script to record
vortex gyration at multiple frequencies. During all of the experiments, the pres-
sure in the projection chamber was monitored so that the column valve could be
closed if the pressure rose, in order to protect the MCP from damage. After each
successful experiment, the column valve was also closed automatically. Similar
automation can be used to record data from multiple sample positions, or by per-
forming multiple measurements with short exposure times to improve the signal
to noise ratio further. Hence, a combination of Tango with Jupyter notebooks
provides a powerful and flexible tool to control time-resolved experiments.

6.2.2. Experimental characterisation of the magnetising holder

The properties of the RF magnetising holder were first characterised in order to
understand its influence on of the time-resolved measurements. First, the reflec-
tions of the holder were measured by using a vector network analyser (VNA)
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Figure 6.7.: User interfaces for time-resolved experiments based on Tango. (a)
GUI for time-resolved experiments used to control the DLD, RF generator and
microscope at the same time. For each component, different parameters such as
applied frequency can be set and a live view of a sum image can be monitored.
(b) Example code for recording a time-resolved measurement using a Jupyter
notebook. First, all of the input parameters are set. Then, the measurement is
performed and the results are saved.
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Figure 6.8.: Reflections of RF current applied to the RF magnetising holder mea-
sured with a VNA. The blue line corresponds to the S11 parameters, while the
red dots indicate frequencies used in later LAD measurements (cf.Fig. 6.9).

(R&S ZVL). A VNA is a precise measurement tool, which can be used to generate
an RF current and to probe its transmission and reflections. B. Breitkreutz and
H. Soltner (FZ]) performed the measurements. The results are given in terms of
S-parameters. The S11 parameter corresponds to direct reflections in the device
under test [140]. Figure 6.8 shows reflections of the RF magnetising holder up
to 1GHz. It can be seen that nearly the complete power is reflected, with a
small modulation by a standing wave. The high amount of reflected power may
cause issues for the RF generator used in the experiments, as the RF generator
is not designed to handle reflected power, especially considering the 30 dBm
amplification used for some experiments. It is possible that the generator will
turn off RF generation for a short time whenever the reflected power is high in
order to protect itself from damage, or that the generated RF wave will not have
the characteristics of a pure sinusoidal wave. Hence, it is beneficial to use a
circulator before the holder. A circulator has three ports. It allows the RF current
to be conducted from port one to port two, but conducts the current entering
at port two to port three. Port three can be terminated with a terminator, or an
oscilloscope can be used to measure the reflected wave. In this way, the reflected
power cannot reach the RF generator which is protected from damage.

In addition to measuring reflected power, the magnetic field at the sample po-
sition was probed by making use of the electron beam - electromagnetic field
interaction. Here, a standard charge-coupled device (CCD) camera without tem-
poral resolution is employed to image the electron beam, since a time-integrated
measurement is sufficient. Otherwise, the setup was kept as close as possible to
that used for the time-resolved experiments. In particular, the electronics, con-
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sisting of an RF generator and an amplifier, were used in the same configurations.
Furthermore, a substrate without a sample on the membrane was inserted into
the cartridge of the holder. The presence of a substrate is important, since it influ-
ences the conductance of the RF current and the resulting microwave magnetic
field. The measurements were performed using low-angle diffraction (LAD) in
magnetic-field-free conditions [141]. The principle of LAD is similar to that of
Lorentz microscopy. In the presented experiment, the electron beam is subjected
to electromagnetic fields induced by the holder. The magnetic fields result in a
deflection of the electron beam, according to the Lorentz force (¢f. Eq. 3.1). All
electrons that experience the same deflection are converged onto the same spot
in the back focal plane (cf. Fig. 3.1). In diffraction mode, the back focal plane is
projected onto the camera by the projection system. Camera lengths in the range
of 100 to 3000 m are necessary to compensate for the small deflection angle of the
electron beam, which is only at the order of a few tens of microradians and is not
easily resolvable using standard diffraction techniques. Moreover, very coherent
illumination conditions are necessary to access the small deflection angles. The
exposure time for LAD is significantly longer than the period of the RF current
and only time-integrated deflection can be recorded with the CCD camera. Thus,
a straight line is expected in the images.

Representative LAD images recorded for various applied frequencies and powers
are shown in Fig. 6.9a. The applied frequencies and powers correspond to those
used in the experiments below (cf. Sec. 6.5.3 and Sec. 6.6.1). For a power of 17
dBm, the deflection follows a linear path, as expected. However, for a higher
power of 23 dBm there are bright spots at the centre of the deflection (exemplary
shown at 414 MHz and 23 dBm in Fig. 6.9a). The presence of these spots may
result from the RF generator turning itself off due to large reflections. Such a
temporary shutdown would result in a bright spot at the centre, since there is
no magnetic field induced in the holder when the generator is turned off. The
generated wave may also be modulated by an additional wave, which would
result in the presence of bright spots at various positions in the LAD image
(exemplary shown at 450 MHz and 23 dBm in Fig. 6.9a). Moreover, higher order
modes of the induced microwave field may start to have an effect [140].

The magnitude of the deflection of the electron beam was studied over a wide
range of frequencies up to 1 GHz, with a finer sampling around the resonance
frequency of the vortex core. The magnitude was used to estimate the strength of
the magnetic field at the sample position. For this purpose, it was assumed that
the magnetic fields in the cartridge are uniform over the height of the cartridge
and that there are no stray fields outside the cartridge. Equation 3.16 then gives
the relationship between the deflection and the in-plane field. Both assumptions
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Figure 6.9.: LAD results showing deflections of the electron beam under mi-
crowave excitation applied with the RF magnetising holder. (a) LAD images
recorded for various frequencies and powers. For an applied power of 17
dBm, the deflection follows a straight line. For 23 dBm, the images show
bright spots at different positions. (b) Magnetic field strength (left) and rota-
tion angle (right) plotted as a function of applied power and frequency. The
magnetic field strength for 23 dBm is stronger than that for 17dBm. However,
both follow the same frequency-dependent trend. The rotation angle is con-
stant for both powers, with only minor variations for 23 dBm.
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may result in an underestimate of the magnetic field strength at the sample
position. Firstly, the magnetic fields may not be perfectly uniform, but decrease
with distance from the sample (Fig. 3.7d). Secondly, there are likely to be stray
fields above and below the cartridge (Fig. 3.7d), which result in a deflection of the
electron beam in the opposite direction to those in the cartridge. Despite these
limitations, an estimate of the magnetic field is helpful to be able to interpret the
experiments on vortex core gyration and to compare them with micromagnetic
simulations.

Measurements of the magnetic field strength and rotation angle are shown in
Fig. 6.9b, on the assumption that the thickness of the cartridge is t = 500 pm and
that the wavelength of the electrons is approximately 2 pm for an accelerating
voltage of 300 kV. The measured magnetic field strength for 23 dBm is stronger
than that for 17dBm. However, both sets of measurements follow the same
frequency dependence. The variation in field strength can be explained by the
formation of standing waves in the cartridge. The positions of the nodes and
antinodes depend on applied frequency. The strength of the magnetic field at the
sample position, in turn, depends on the sample position relative to the nodes and
antinodes. Moreover, irregularities in the cartridge may affect the field differently
for different applied frequencies. Furthermore, all of these issues with reflected
power and non-uniform field are frequency-dependent and power-dependent.
The rotation angle is nearly constant in both cases, with minor variations for
23dBm. Thus, the direction of the microwaves field in the cartridge does not
change significantly with frequency. In the small frequency regime of vortex core
resonance around 400 MHz, the magnetic field strength and angle are constant
with applied frequency and no effects due to variations of the microwave fields
are expected. The field strength is 70 uT for an applied power of 23 dBm, which
is the value used for the vortex core gyration experiments (see Sec. 6.5). Bearing
in mind that this is most likely an underestimate of the field strength, simulations
of vortex core gyration at 100 uT are likely to be comparable to the true situation
in the experiments (see. Sec. 6.1). Hence, only small gyration radii on the order
of a few tens of nm are expected during the TEM experiments (cf. Fig. 6.2a).

In a perfect setup, the deflection of the electron beam should depend directly on
the power delivered by the RF generator. However, the periodicity of standing
wave formation, observed with the VNA, is not in agreement with the trend of
the deflection in the LAD measurements (reflection at red dots in Fig. 6.8 does
not correspond to magnetic field strength in Fig. 6.9b). This discrepancy can
be explained by considering the difference between the two systems that are
probed with the VNA and the LAD. In the case of the VNA the complete holder
is probed, whereas LAD only measures the local microwave field at the sample
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Figure 6.10.: Model of the microstrip line geometry in the RF magnetising holder.
The Si substrate is indicated in cyan, the strip line in brown and the holder in
grey. The small hole in the strip line indicates the position of the membrane.
The red layer corresponds to the transition between the strip line and the
coaxial cable. a) Isometric projection. b) Cross-sectional view (not to scale).
Model and drawing by B. Breitkreutz (IKP, FZ]) and Y. Murooka (ER-C, FZ]).

position. Losses seen by the VNA may also be induced at the coaxial cable,
the connections of the cable or the surrounding metal parts via leakage currents.
Hence, it is necessary to study the local magnetic fields instead of only relying
on characterising the complete holder.

6.2.3. Simulations of electromagnetic fields induced by the RF
magnetising holder

The experimental characterisation of the RF magnetising holder was supported
by simulations of the electromagnetic fields induced by it performed by B. Bre-
itkreutz (IKP, FZ]) using a finite element approach. These simulations were
carried out for an early version of the holder, in which the magnetic fields were
not been generated by a grounded coplanar waveguide but using a strip line. A
schematic diagram of the strip line and sample are shown in Fig. 6.10. The upper
strip line has a width of 1 mm and a thickness of 0.05mm, while the spacing
between the upper strip line and the lower one is 0.2 mm. The amount of power
radiated in a strip line is higher and the magnetic field smaller when compared
with a CPWG [140, 142]. Nevertheless, the simulations provide valuable insight
about the electromagnetic fields that can be expected during experiments.

As input for the finite element simulations, the impedance was determined to be
approximately Z; = 16 Q) for the chosen dimensions of the strip line, neglecting
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the presence of SiN on the chip.> The coaxial cable inside the holder has an
Z-Z¢

impedance of Z¢c = 50Q), which results in a reflection coefficient of r = Z7e
—52% and a transmitted power from the coaxial cable to the microstrip line of
[t? = 1—|r* = 73%. Therefore, only three quarters of the RF current is transmitted
into the microstrip line, even under the best case assumption that there are no
further losses. In addition, some of the RF power is reflected back and forth in
the strip line, while losing approximately 72% of the power at every reflection
at the transition to the coaxial cable. Incomplete reflection of the RF wave at the
transition point results in a different electrostatic to magnetic field ratio when
compared to the matched case. In order to avoid the unknown details of the
transition between the coaxial cable and the holder and to simplify the simulation,
it was assumed that the holder is correctly terminated, e.g the transition being
impedance-matched with an appropriate port. Therefore, these two effects did

not have to be taken into account.

In a second step, simulations were performed and the electrostatic and magnetic
field distributions in cross-section at the sample position were investigated for
an applied frequency of 10 GHz, as shown in Fig. 6.11. The magnetic field is
approximately in-plane at the sample position, while the electrostatic field is
approximately parallel to the electron beam direction. Thus, the magnetic field
deflects the electron beam, while the electrostatic field only changes the energy
of the electrons locally. Close examination of the power radiated by the strip line
shows that only about 4% of the power is lost up to 20 GHz. Around 500 MHz,
where the vortex resonance frequency is expected, only about 1% of the power
is radiated. This small loss should have little effect on the propagation of the
electromagnetic wave, especially considering that the CPWG design is expected
to have even lower radiation losses [140,142]. Hence, the induced magnetic field
should be almost fully in-plane at the sample position.

In a third step, the field strengths of the electrostatic and magnetic field at the
sample position were studied as a function of applied frequency for an applied
power of 27 dBm. The expected formation of standing waves can be seen in the
frequency spectra shown in Fig. 6.12. The magnetic field of the holder vanishes
when an antinode is located at the sample position, for example at an applied
frequency of 4.5GHz. For frequencies below 500 MHz, the magnetic field is
nearly at its maximum of 0.2 mT. While this maximum value is rather small, it
is still sufficient to induce vortex core motion in a Landau state similar to the
studied vortex [45]. For the electrostatic fields, the formation of a standing wave

3Chemandy Electronics Ltd. (2021, March 11). Microstrip Transmission Line
Characteristic Impedance Calculator. Retrieved from chemandy.com/calculators/
microstrip-transmission-line-calculator-hartley27.htm
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6.2. Experimental setup for time-resolved microscopy
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Figure 6.11.: Simulated (a) magnetic and (b) electrostatic field distributions in a
microstrip line showing cross-sections of the microstrip line for an applied field
of 10 GHz and a power of 27 dBm. It shows the same cross-section as Fig. 6.10b.
The yellow areas correspond to the microstrip line, while the area indicated by
the black lines correspond to the Si substrate. The sample is indicated by the
red square. The magnetic field is approximately parallel to the sample while
the electrostatic field is approximately parallel to the electron beam direction.

can also be seen in the simulations (see Fig. 6.12). The electric field is shifted in
the frequency domain compared to the magnetic field. For frequencies below
500 MHz, the electrostatic field is below ~3kV/m and should not influence the
experiments because of its small magnitude and direction. In the experiments,
the electric field is expected to be even smaller due to the non-perfect properties
of the experimental setup resulting in even smaller fields.

Finally, the influence of the position of the sample in the microstrip line was in-
vestigated using the simulations. In practice, there may be a small gap between
the lower part of the microstrip line and the sample, as the sample is clamped
in the holder using a set screw. Above the sample, there is a gap of a few hun-
dred micrometers, as there the microstrip line is bent away from the membrane
there. This bending is necessary to prevent the microstrip line from touching and
breaking the membrane. The position of the substrate in the microstrip line has
two effects on the magnetic field strength. On the one hand, the sample may be at
a position where the magnetic field has already decayed. On the other hand, the
Si substrate has an effect on the propagation of the microwave current and fields.
In the simulation, nine different gap sizes were considered. The smallest gap
corresponds to the perfect case of no gap at all. In all other cases, the gaps above
and below the sample were set to either 0.05 mm or 0.1 mm. The electrostatic field
increased slightly with gap size for frequencies below 500 MHz. Over the same
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Figure 6.12.: Amplitude of the x component of the magnetic and and y component
of the electrostatic field at the specimen position determined from simulations
and plotted as a function of applied frequency (for directions compare with
Fig. 6.10 and Fig. 6.11). Both fields form standing waves. For applied frequen-
cies below 500 MHz, the magnetic field is close to its maximum amplitude of
0.2mT and the electrostatic field is close to 0 ¥.

frequency range, the magnetic field decreased with increasing gap size down to
95 2. The lower gap was found to have a larger effect than that the upper gap.
Therefore, the substrate should be mounted as close as possible to the bottom of
the strip line to maximise the magnetic field. Furthermore, it should be noted that
impedance mismatch will reduce the magnetic field strength. The experimental
measurement of the magnetic field resulted in field values of only 55 £ for the
CPWG design (cf. Sec. 6.2.2) which is smaller than the worst case simulation.
This discrepancy shows that the simulation does not account for all experimen-
tal irregularities and mismatches. Nevertheless, the magnetic field strength is
sufficient to induce vortex core motion in the Py disks in the experiments.

6.3. Basics of data analysis: Principal component
analysis

Vortex core gyration was studied both with a direct electron detector and with
a CCD using a conventional TEM setup with exposure times in the ms regime.
In the latter case, only a time average of the motion could be imaged due to
the long exposure time compared to the frequency of vortex core gyration. At
the same time, the use of exposure times of only up to 0.1s resulted in poor
signal to noise ratio. The exposure time was chosen so short to capture a time-
resolved image series (¢f. Sec. 6.4.1). In order to reduce noise and to classify
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up to several hundreds of images, principal component analysis (PCA) was
applied to the data. PCA is a mathematical tool, which can be used to structure,
simplify and illustrate large data sets by making use of statistical variables with
as little as possible linear combinations of previous. These linear combinations
are called principal components. Hence, the PCA reduces the dimensionality
of the dataset. The principal components are ordered from highest variance
to lowest variance. The variance is the squared deviation from the mean. A
visualisation of the use of PCA is shown in Fig. 6.13a and Fig. 6.13b. In a
simplified picture, PCA looks for the main axis on which it can map all data
points with the smallest possible loss in information. In a three-dimensional
case, this approach corresponds to a search for the main images that can be
added up to create all other images. Here, PCA was performed by applying the
machine learning module of the HyperSpy framework [118]. This frame work
is capable of accounting for Possion noise, which is present in experimental
images. For PCA, the framework uses the following notation: the initial dataset
X is decomposed into two new datasets. The first new dataset comprises the
factors A, which are the main images that all other images can be constructed
from. The second dataset, which is referred to as the loading B, give the weights
by which the main images need to be multiplied to reconstruct the initial images.
Reconstruction takes place by matrix multiplication in the form X = ABT. The
components are sorted by their importance for the reconstruction. The number
of components that is included in the reconstruction depends on how well the
main components can be separated, as well on the noise reduction be achieved. A
scree plot can be used to provide an overview of the influence of the components
(Fig. 6.13¢). In such a plot, the components often decay rapidly. This elbow-like
shape allows the components above the linear regime to be chosen. The fewer
components are considered, the smaller is the noise level. However, the use of
fewer components also results in information loss. Therefore, noise reduction
and information loss have to be carefully balanced against each other.

For the images analysed below, it is known that only values larger than zero are
allowed, as the camera cannot record negative values of intensity. Therefore, the
technique of a non-negative matrix factorisation (NMF) is a promising approach.
NMEF requires all elements to have non-negative values. The number of compo-
nents is known in the case of gyration experiments due to physical constrains
(see Sec 6.4.2). Therefore, it can be included as additional prior knowledge. Here,
NMF was performed using the HyperSpy framework [118]. Both PCA and NMF
are simple to apply to reduce noise and determine the main components of the
gyration and their influence on each recorded image. However, they should be
applied with care to avoid generating artefacts in the results.
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Figure 6.13.: Illustration of the basis of principal component analysis. (a) Data
points (blue) in the original x and y coordinate system (grey). The principal
components (black) are determined as new axes with as large as possible
variation. (b) The data are shown with respect to the principal components.
The dimensionality of the data set is reduced by projection of the data points
onto the component with the highest variation (see text for details). The new
data set (orange) has a reduced dimensionality. ¢) Example of a scree plot
showing rapid decay before a linear regime.

6.4. Breathing-like behaviour of the vortex core
during its gyration

In preparation for the time-resolved experiments, the parameters that are re-
quired to excite stable vortex core gyration were probed using a standard CCD
camera. One of the key parameters is the magnitude of the in-plane magnetic
field that is needed to excite vortex core motion and thus the applied power.
In this section, it is shown, that in the case of low power, no gyration can be
resolved, while at high power breathing-like behaviour of the vortex core gyra-
tion is observed. In the latter case, the state of the vortex core changes between
being in motion and being stationary. In this section, the experimental setup is
introduced and the steps required for of the data analysis are described. The
characteristics of the observed breathing-like behaviour are presented and its
consequences for the detection of vortex core resonance are discussed.

6.4.1. Experimental details

Two different experimental setups were used to determine the power required to
bring the vortex core to gyration. Both approaches are based on the setup for time-
resolved measurements introduced in Sec. 6.2.1. The first experiment was carried
out using an image-aberration-corrected electron microscope (FEI Titan T [143])
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operated at 300kV in close-to-magnetic-field-free conditions. The chip with the
Py disk was placed in the cartridge of the RF magnetising specimen holder. An
RF current was applied using the same generator and amplifier as used later
in the time-resolved experiments. The frequency was set to 420 MHz, which is
close to the expected resonance frequency, with three different total powers of
22,21.5 and 21 dBm. The major difference from the time-resolved experiments
was that a normal CCD camera before the GIF was employed instead of a DLD.
Thus, the temporal resolution was limited to a few ms, many cycles of the vortex
core motion were compressed into a single image and only a time integration
of the motion could be seen. For vortex core motion, time integration should
result in a smeared ring rather than spots on a circular trajectory. The size of
the FOV had to be balanced between two competing considerations. On the one
hand, it had to be small enough to provide good spatial resolution of the vortex
core. On the other hand, it had to be large to ensure that the vortex core did not
drift outside the FOV, even for hundreds of consecutive images. In practice, a
size of approximately 20 times the vortex core provided the best compromise.
Movement of the vortex core was affected by thermal drift, as the sample and
cartridge are heated up due to the RF current going through the cartridge. The
objective lens of the microscope was used to apply a static out-of-plane field of
—7mT to the sample. This value of out-of-plane field was chosen to maximise the
vortex core gyration radius by measuring the amplitude of the gyration during
the experiment.

The second experiment was carried out using a slightly different setup in an
image-aberration-corrected electron microscope (HOLO [144]) operated at 300 kV
in close-to-magnetic-field-free conditions. The RF magnetising holder was again
used. However, the sample was not placed inside the cartridge but inside the
strip line described in Sec. 6.2.3. Therefore, the magnetic field generated at the
sample position may be smaller than in the first experiment. Nevertheless, the
field strength is not likely to be much smaller, as it is found to be sufficient to
excite the vortex core resonance. The holder was tilted to 21° to align the sam-
ple parallel to the image plane as the sample was not mounted flat inside the
magnetising specimen holder. Compared to the first experiment, a different fre-
quency generator was used without an amplifier. The use of different excitation
electronics makes it possible to exclude electronic-based effects from the results.
The second experiment was carried out using a K2 detector with millisecond
temporal resolution. The parameters were set up to apply an RF current at a
frequency of 415 MHz and a power of 20 dBm in an out-of-plane field of 100 mT.
Table 6.1 gives a concise overview of the differences between the two setups.

Both experiments were performed in the same way to ensure their comparability,
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Table 6.1.: Experimental setups for the investigation of breathing-like behaviour
of the vortex core. The same Py disk (cf. Sec. 6.1) was investigated using both
setups.

H Setup 1 ‘ Setup 2
Microscope Titan T Titan HOLO
Camera CCD K2 detector
Holder tip cartridge strip line
HP 8657B with a
RE generator SPIN PA233B A amplifier | <o SMR20
Applied frequency 420MHz 415MHz
Total applied power 22,21.5 and 21 dBm 20dBm
Static out-of-plane field -7mT 100 mT
Exposure time 0.05s 0.1s
Magnification 25.5k 49k
Defocus 710 um 1.15mm

despite the different setups. First, the sample was placed in the cartridge or strip
line and loaded into the microscope using the RF magnetising holder. Then, an
RF current was applied to the holder, resulting in motion of the vortex core due to
the microwave magnetic fields. The microscopes were operated in Lorentz mode
to visualise the position of the vortex core in Fresnel images (cf. 3.3). The sign of
the defocus was chosen so that the vortex core appeared as a bright spot. In order
to capture the breathing-like effect with the best possible temporal resolution, the
exposure time was chosen to be as small as possible, while retaining sufficient
contrast using a standard camera. It was not possible to adjust the contrast in
such a way that that the vortex core appeared dark because it would not be
visible in the noise resulting from use of a short exposure time. The microwave
current was turned on before setting up each new measurement to minimise the
thermal drift. Series of several hundreds of images were then recorded with as
little time between individual exposures as possible, i.e. 0.3 s in practice, by using
a script written by V. Migunov (ERC, FZ]). The recordings were started after the
respective parameters were adjusted.

6.4.2. Data analysis

In order to interpret the results, several hundred images had to be processed
and classified. The breathing-like behaviour manifested itself in the form of two
different observations: an open state with the vortex core gyrating and a closed

152



6.4. Breathing-like behaviour of the vortex core during its gyration

state with a static vortex core. The open state took the form of a ring, with
several cycles of the vortex core gyration captured in a single image. The closed
state consisted one bright spot, since the vortex core was stationary. Due to the
large number of images, these two states could not be differentiated manually.
Therefore, a NMF algorithm was applied to the data sets (c.f Sec. 6.3). The NMF
algorithm is very sensitive to image shifts between different images, which it
cannot account for. Therefore, the vortex core needed to be centred carefully in
every single image. The centering was performed based on detecting the centre of
mass of the intensity after applying a slight Gaussian filter of 1 pixel. Only pixels
with an intensity larger than 0.8 times the maximum intensity were considered
when determining the centre of mass. This pre-selection was necessary because
determination of the centre of mass has a bias towards the centre of the image,
in particular since the signal to noise ratio is small. Therefore, small noise
contributions at the edges would have a large effect on the detected position
of the vortex core. As the region of the vortex core is small compared to the
complete FOV, the images were cropped to the region of the vortex core in order
to reduce computational time.

In the first experiment, the images were already binned to 512 x 512 pixel® in
order to avoid running out of computer memory when taking several hundreds
of images. As a first step, all dead pixels were removed, as they affect the
determination of the position of the vortex core [120]. The images were then
cropped so that the edge of the Py disk was no longer visible, as bright spots due
to Fresnel fringes at the edge of the disk are often brighter than the vortex core
and could result in its misdetection. In the next step, the vortex core was located
by detecting the centre of mass twice. During the first stage, a 128x 128 pixel?
region around the core was cut out. The core was located within this region a
second time and a smaller region of size 64 x 64 pixel > was cut out. The resulting
images had the centre of the vortex core aligned to the centre of the image. If the
core was too close to one edge during the first location of the centre, the cropped
region was expanded in the opposite direction. Therefore, the core may not be
centred anymore. However, any misdetection in the first step was corrected by
the second step. The sequence of step is shown in Fig. 6.14. Figure 6.15a shows
representative images after centering the core for the open state and the closed
state. The two states can be clearly distinguished.

Data treatment prior to NMF for the second experiment was carried out in a
similar way. First, the core was located in the 3708 x 3836 pixel® images, using
a Gaussian filter of ¢ = 5 pixels for detection* The original images were then

“The Gaussian filter was not applied to the image permanently.
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Figure 6.14.: Steps used to centre and crop images around the vortex core to
ensure that there is no image shift between them. a) Remove all outliers that
might be misinterpreted as the vortex core. b) Remove the edge of the Py disk
from the image manually. c) Locate the vortex core and crop the image. d)
Locate the vortex core in the cropped image again to increase the accuracy

of the centering and crop around the core again. The images shown here
correspond to the data set for 22 dBm excitation.
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Figure 6.15.: Snapshots taken from image series revealing breathing-like be-

haviour during vortex core gyration. (a) First experiment for an applied power
of 22 dBm. (b) Second experiment. In each case, the left image shows an open
state and the right image shows a closed state.
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cropped to 1024 x 512 pixel® around the core. The core was located for a second
time to achieve better accuracy. For this step, the data was again filtered with a
Gaussian filter of ¢ = 5 pixels. The original (not filtered) image was then cropped
to 550 x 330 pixel? around the core. Finally, outliers in the cropped image were
removed and a Gaussian filter of ¢ = 2 pixels was applied to the data. Changes
with respect to the first data analysis were required due to the large number of
pixels offered by the K2 detector. The larger number of pixels also restricted the
data processing that could be performed in a reasonable time, i.e. a couple of
minutes, for each image series. Examples of the resulting images for open and
closed states are shown in Fig. 6.15b. Both states can be clearly distinguished, as
for the first experiment.

The NMF algorithm was applied to the data from both experiments, with the
input knowledge that two different states are expected. The NMF computed the
two images that should be added together to create each image and the weight of
how much of each image is required (see Appendix B.2 for a comparison of the
input and reconstructed data). The two images are the factors and their weight
the loadings. The loading values for each image were used to decide whether it
corresponds to an open or closed state. This discrimination was performed by
normalising the loadings to a range of 0 and 1. An image was defined to be in
the open state if the loading for the open state was above 0.5 and the loading
for the closed state below 0.5. Correspondingly, closed images were defined by
a normalised loading for the open state of below 0.5 and for the closed state of
above 0.5. Some images could not be categorized in either of the two states. These
in-between states are likely to have resulted from the long exposure times, as the
vortex core can switch between open and closed states within an acquisition,
resulting in an image of the mixture of both states.

6.4.3. Characteristics and consequences of the breathing-like
behaviour

Results of the NMF analysis and thus the temporal evolution of the vortex core
motion are shown in Fig 6.16 for the first setup and in Fig. 6.17 for the second
setup. The pixel-to-nm conversion for the first setup was defined by measuring
the radius of the Py in the defocused images. Unfortunately, it was not possible
to define the conversion factor for the second experiment, as there were no
features that could be used to define the scale. The decomposition factors, i.e.
the images of the different states, indicate the appearance of the open state in
both experiments above a threshold for the applied power that depends on the

155



Chapter 6. Dynamic imaging using a fast readout detector in a transmission electron microscope

---e--- open - closed

1.00 { =

0.75 4

0.50

0.25

Normalised loading

0.00 1

1.00 A

0.75 1

0.50

0.25

Normalised loading

0.00 L *%

(e)

Figure 6.16.: Factors and loadings of NMF decomposition for the first experiment
performed at 420 MHz and (a, b) 22dBm; (c, d) 21.5dBm; (e) 21dBm. (a), (c)
and (e) show the factors and (b) and (d) the normalised loadings. The inset
in the centre of the loadings indicates if the respective images are classified as
being in an open or closed state. For 22 and 21.5 dBm, the factors show a clear
differentiation between open and closed states. At 21.5 dBm, the system stays
longer in the open state than in the closed state. At 21 dBm, NMF is not able
to detect a difference between the open and closed states as the vortex core is
not gyrating. Instead, the second factor corresponds to misalignment between
images in the series.
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Figure 6.17.: (a) Factors and (b) loadings of NMF decomposition for the second
experiment at 415 MHz and 20 dBm. The factors show a clear difference be-
tween open and closed states. The inset in the loadings whether each image
in the series is classified as being in an open or closed state. The normalised
loadings indicate that the system is fluctuating between open and closed states.

setup. It was found that the open state is not stable over time and a breathing-like
behaviour is observed. Since the experiments are independent with exception of
the specimen holder, it is unlikely that the breathing-like behaviour is an effect
of the setup and is, instead, intrinsic to the sample. In the first experiment, the
vortex core was observed to be in the closed state for applied powers below
21.5dBm. At 21dBm (Fig. 6.16e), the first decomposition factor corresponds to
the closed state and the second decomposition factor shows bright and dark
contrast around the core. This contrast is likely to be an artefact of the images
not being aligned perfectly. Allowing for more than two factors on the NMF
reveals artefacts in different directions. These artefacts underline the importance
of image shift correction prior to NME. On decreasing the applied power in the
second experiment (Fig. 6.17), the breathing stopped and the vortex remained
in the closed state. The disappearance of the open state shows that a certain
power level is required to bring the vortex core into gyration. This behaviour
is expected since the radius of the trajectory of the vortex core motion depends
on the applied in-plane magnetic field. If the applied field is too low, the radius
will be small and cannot be resolved in the images. Therefore, it appears as if the
vortex core is not moving at all. In addition, the movement may be suppressed
by pinning of the vortex core. The elliptical shape of the vortex core trajectory
will be discussed in Sec. 6.5.3.

The first two measurements of the first experiment indicate different evolutions
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of the breathing-like behaviour over time, as shown in Fig. 6.16. For an applied
power of 22dBm, the vortex core initially switches between open and closed
states followed by two periods of no gyration (Fig. 6.16a and Fig. 6.16b). The core
then forms an open state, achieving a stable trajectory. However, a clear trend
towards a closed state can be observed, in agreement with the breathing-like
behaviour seeming to disappear when the measurements run over a longer time.
Overall, the sum of the normalised loadings is decreasing over time indicating
an increase of the in-between state, i.e. the open and closed state cannot be
differentiated due to the long exposure time. For an applied power of 21.5dBm
(Fig. 6.16¢c and Fig. 6.16d), the vortex core stays in an open state for a longer
time than for a 22 dBm applied power. The fine details of the open state are very
similar for both applied powers. This similarity indicates either the presence of
pinning sites or the deflection of the electron beam by the microwave fields being
similar in both cases.

There are several reasons why the vortex core gyration may stop when applying
too large a power. For example, it is possible that gyration of the vortex core
results in local heating of the sample. As a result of heating, the magnetic prop-
erties may be altered and the conditions required for vortex core gyration may
change. The Curie temperature of Py is approximately 550°C for nanostructure
elements have a thickness of above 30nm [145]. However, such a dramatic in-
crease in temperature is not required to change the magnetic properties. Schulz
et al. showed that annealing a 36-nm-thick Py thin film in ultra high vacuum
conditions above 300°C for 60 min results in structural changes that are visible
in cross-section and a reduction in saturation magnetisation by 28% [146]. No
structural changes are visible in the cross-section of the sample after the pre-
sented experiments (Fig. 6.1b). Therefore, it is unlikely that the sample heated
up above 300°C even considering the differences in sample and heating. Schulz
et al. also showed that annealing at only 100°C changes the saturation magneti-
sation by 3% [146]. Micromagnetic simulations showed that such small changes
in saturation magnetisation can have a major impact on the resonance frequency
(see Sec. 6.1). This change may be so dramatic that the gyration stops. Once the
system cools down, with the SiN membrane and Si frame acting as heat sinks, the
conditions for vortex core gyration may be fulfilled again and the core movement
excited. Local heating may explain why the vortex core gyration decreases over
time, since not all of the heat may be transported from the sample, which may
heat up gradually. However, the change in saturation magnetisation has to be
reversible in order to allow the system to come back into gyration.

Another potential reason for the change in vortex core motion with time is switch-
ing of the polarisation of the vortex core (cf. Sec. 2.4.2). The sense of rotation is
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solely dependent on the polarisation of the vortex core. Hence, a switch of the
polarisation would result in a short break in the motion, before the core resumes
to move in the opposite direction. The switching time required to flip a vor-
tex core is on the order of ps [89]. If the switching takes place constantly over a
longer time, then it would appear as though the vortex core were not moving and
remained in a closed state. This switching would not be visible experimentally
as Fresnel defocus imaging only offers access to the projected in-plane magneti-
sation (cf. Sec. 3.3). Reports in the literature [147] have shown that the vortex
core switching can take place multiple times in a 50-nm-thick Py disk of 16 ym
diameter during the application of a ns field pulse, resulting in an overlapping of
clockwise and counterclockwise vortex core motion in stroboscopic experiments.
With regard to the switching fields that are required, Van Waeyenberge et al. [45]
showed experimentally for a Landau state that short field in-plane pulses on the
order of 1.5mT in magnitude and 4ns in duration are sufficient to switch the
polarisation of a square Py element with dimensions of 1500 x 1500 x 50 nm?,
which can be brought into gyration by using a microwave magnetic field of fre-
quency 250 MHz and amplitude 0.1 mT. These findings show that even small
disturbances of the microwave excitation may be sufficient to induce spikes in
the magnetic field which might switch the core. These spikes may result from
malfunctioning of the excitation equipment, since the holder reflects most of the
applied current back into the RF generator (cf. Sec. 6.2.1).

Even though the origin of the breathing-like behaviour is not yet understood,
an important conclusion from the present experiments is that the power of the
driving RF current has to be tuned carefully. The measurements with a DLD are
carried out stroboscopically, with about 10" excitation cycles per measurement.
The power has to be low enough that the breathing-like behaviour does not
corrupt the measurements. At the same time, a sufficiently large applied power
is required to bring the vortex core into gyration. These conflicting requirements
only leave a narrow window for the time-resolved measurements.

6.5. Resonance frequency of magnetic vortex cores

After the preliminary investigations of the parameters that are required to in-
duce stable vortex gyration, resonance spectra of the Py disk were measured
using three different techniques: STXM, conventional Fresnel defocus imaging
and time-resolved Fresnel defocus imaging with a DLD. The results are pre-
sented separately, before comparing the advantages and disadvantages of the
techniques.
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6.5.1. Vortex motion studied by scanning tunnelling X-ray
microscopy

In a first experiment, the resonance frequency of a Py disk was studied using
the STXM method (see Sec. 2.5). A twin sample of the Py disk investigated
by TEM (cf. Sec. 6.1) was examined with a nominal thickness of ~100nm and
diameter of ~1500 nm. It was prepared by the same technique on a 20-nm-thick
SiN membrane by S. Finizio (PSI) (see Sec. 4.2). For this experiment, a Au strip
line was deposited on the Py disk and used to induce microwave magnetic fields
by driving an RF current through it. This setup produces an in-plane microwave
magnetic field at the sample position (see Fig. 6.18). The strip line was electrically
contacted by gluing it onto a PCB board using silver paste. Asthe magnetic vortex
contains mainly in-plane magnetic fields, the sample was mounted at an angle
of 30° to image the vortex core gyration [45,126]. The sample is scanned by
X-rays with a spot size of 25 nm, which defines the achievable spatial resolution.
The energy of the X-rays beam was chosen to be 710eV, which corresponds
to the L3 edge of Fe, in order to have access to the magnetic properties of the
sample. The vortex core was imaged using a FOV of 20 x 20 pixel® for 5 different
frequencies around the expected resonance frequency of 400 MHz. 17 images
of the vortex core gyration were recorded for each cycle. This choice sets the
accessible frequencies together with the repetition rate r.,, = 500 MHz of the
X-ray illumination via f = % - Trep, Where k is a natural number, just as for the
quantisation of selectable frequencies using the DLD (see Sec. 6.2.1). Therefore,
vortex core gyration was imaged at frequencies of approximately 353, 382, 412,
441 and 471 MHz. The measurement time for each frequency was in the range of
10 to 20 minutes. In order to reduce the total measurement time, the time-resolved
parts of the experiment were performed with either left or right polarised light
after taking static XMCD images to ensure that the sample is in the expected
magnetic state.

Since the measurements were only performed with one sense of polarisation of
the X-rays, the magnetic contrast was not visible directly in the time series, as the
images were dominated by the thickness contrast of the sample. Thus, it was not
possible to track the vortex core motion directly. Instead, magnetic contrast was
obtained by generating a sum image, normalising it by the number of images
and subtracting this sum image from each image in the series (see Appendix B.3
for example images). This procedure resulted in dark and light contrast, which
highlighted changes between the images. These changes originate solely from
the motion of the vortex core. Figure 6.19a shows examples of difference images
for various stages of the excitation cycle, where dark and light contrast indicates
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Figure 6.18.: Sample geometry used for STXM measurements. (a) Schematic
diagram of the Py disk on a strip line, which generates an in-plane magnetic
field H at the sample position when a current I is passed through. (b) Image
of a sample on the chip stuck to a PCB board with silver paste. The strip line
is also connected to the board with silver paste.

clockwise vortex core motion which becomes apparent in a video of the image
series. A breathing-like characteristic of the vortex core motion was not observed
in any measurement. Otherwise, the stroboscopic measurements would not have
been possible.

The resonance frequency was determined from the magnitude of the changes in
contrast in the difference images at the position of the vortex core. The position of
the vortex core was first determined by finding the pixel with the highest variance
over time. A 3-pixel-round mask was fitted around this position (see red circle
in Fig. 6.19a). This mask had to be located in such a way that it is only subject
to the bright or the dark contrast in a single image of the series. The intensity
inside the mask was then determined and plotted as a function of image number.
Since the vortex core motion is driven by a sinusiodal stimulus, the intensity is
also expected to follow a sinusoidal function as a function of time. The period is
fixed by the number of images taken per excitation cycle. Therefore, the function
b =a-sin(3 - f +d) + e was fitted to the data, where b is the intensity and d
and e are needed to compensate for the unknown phase shift and the intensity
offset (see Appendix B.3 for further details). The amplitude a was determined
for each of the applied frequencies. The normalised amplitudes are shown in
blue in Fig. 6.19b. An additional measurement was performed at 353 MHz (not
shown). However, it was affected by cross talk between the avalanche photodi-
odedetector and the microwave magnetic field of the strip line [95]. The highest
amplitude corresponds to the resonance frequency. The strongest amplitude is
found around 400 MHz. This frequency is in good agreement with the results
obtained using micromagnetic simulations (cf. Sec. 6.1).

161



Chapter 6. Dynamicimaging using a fast readout detector in a transmission electron microscope

Normalised amplitude [a.u.]

—
o
1

e
o
1

e
=
1

e
'S
1

e
o
1

o
S
1

—--#-- Sample A
--#-- Sample B

T
400

T
500

Frequency [MHz]

(b)

(a)

Figure 6.19.: Time-resolved STXM experiments of vortex core motion. (a) Dif-
ference images recorded at different phases of an excitation cycle at 412 MHz.
The dark and white contrast corresponds to clockwise gyration of the vortex
core. The red circle indicates the region used for the sinusoidal fit. The scale
bar corresponds to 100nm. (b) Normalised amplitude of the contrast changes
at the position of the vortex core for a twin of the TEM sample (sample A) and
a nominally 160-nm-thick sample (sample B). Both samples have a resonance
frequency by approximately 400 MHz.

In addition to cross talk, heat is a major challenge when carrying out time-
resolved STXM measurements. As a result of the need to scan the sample point
by point while recording a full excitation cycle stroboscopically, the measurement
time for a single image series at a fixed frequency is on the order of 10 minutes,
which introduces a lot of heat into the system from the RF current in the strip line.’
At the same time, the thin SiN membrane is not sufficient to transport the heat
away quickly enough. The heat may corrupt the measurements as it influences
the saturation magnetisation of the Py disk, which in turn affects the resonance
spectra (¢f. Sec. 6.1). Additional issues caused by heat include thermal drift
of the sample, which cannot easily be corrected by automated drift correction
because the excitation cycle is measured for each pixel before moving to the next
pixel and, even in a full image, the position of the core cannot be detected easily.
Therefore, the FOV has to be enlarged for automated measurements, increasing
the measurement time and the heat input. During these experiments performed
with a twin of the TEM sample, the thermal stress introduced by heating became
large enough to break the SiN membrane, thus destroying the sample.

In order to verify the first measurements, a second image series was recorded

5The temperature is unlikely to rise above the Curie temperature (~550°C [145]), it was possible
to record magnetic signals.
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from a thicker sample of nominal thickness of 160 nm for the same measurement
parameters. This sample was fabricated on a 200-nm-thick SiN membrane, in
order to improve heat transfer, by S. Finizio (PSI). The thicker membrane is also
more resistant to thermal stress. The FOV was enlarged to 28 x 28 pixel>. The
orange line in Fig. 6.19b shows STXM measurements of the resonance frequency
of the second sample. During this experiment, image series at 529 and 559 MHz
were be excluded from evaluation due to cross talk, while a measurement at
470 MHz was not possible due to quantisation of the frequencies and the choice
of taking 17 images per series. The resonance spectra are in good agreement with
those recorded from the first sample. This agreement suggests that a change in
thickness from 130 nm to nominally 160 nm does not have a strong influence on
the resonance frequency. Nevertheless, the true thickness of the Py disk, as well
as its degree of bending, are unknown. Regardless of the uncertainties, these
results are in good agreement with micromagnetic simulations (see. Sec. 6.1).

6.5.2. Vortex core motion studied by conventional Lorentz
microscopy

Although the resonance frequency of the vortex core gyration can be detected
from images recorded in Fresnel mode using the CCD of the electron micro-
scope [63], its motion cannot be resolved with the required temporal resolution
using conventional Fresnel defocus imaging. Within the scope of this thesis, the
resonance frequency was detected using the same setup at the Titan T as for
the characterisation of breathing of the vortex core above using the same defocus
value of 710 pm (see Sec. 6.4.1 for further details). The only difference in the setup
was that the images were saved at their full resolution of 2048 x 2048 pixel®. The
vortex core was brought into motion by applying RF fields with frequencies of
416 to 423 MHz using a total power of 22dBm. The images were recorded in
Lorentz mode, with bright contrast indicating the position of the vortex core.
The core appeared as a dot or a ring, depending on whether it was at resonance
when using long exposure times of 1s, which represent a time average over
many cycles. The scale was defined by measuring the radius of the Py in the
defocused images. Figure 6.20 shows the outer radius of the vortex core gyration
plotted as a function of applied frequency. The outer radius of the gyration can
be measured directly from the images. The insets in the plot show represen-
tative images, which have been cropped to the region of the vortex core. The
largest outer radius of the gyration is ~39 nm at a frequency of 418 MHz which
is consequently defined to be the resonance frequency. It can be excluded that
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Figure 6.20.: Measurement of resonance frequency of the sample described in
Sec. 6.1 using time-averaged images recorded with a defocus of 710 um. The
radius of the gyration increases at the resonance frequency, which is approx-
imately 418 MHz. The insets show images of the gyration recorded using an
exposure time of 1s at frequencies of 416, 418, 421 and 423 MHz and an applied
power of 22 dBm.

the opening is purely due to an image shift (c¢f. Sec. 6.5.3) due to two reasons.
Firstly, the deflection of the image is expected to be approximately constant in
this frequency range (cf. Sec. 6.2.2), while the images show the largest deflection
close to the expected vortex core resonance. Secondly, the image shift deflects the
complete image only along a line (¢f. Sec. 6.5.3), while the vortex core gyration
indicates a circular trajectory.

The measured resonance frequency is in good agreement with simulation of
the vortex core motion (¢f. Sec. 6.1), although the experimentally determined
resonance frequency of 417 MHz is slightly higher than the value of 400 MHz
predicted by the simulation. The higher resonance frequency suggests that the
assumed thickness of 160nm (to account for the bending of the Py disk) is not
sufficient and that the effective thickness of the Py disk is even larger [85]. More-
over, other factors may affect the resonance frequency, e.g. heating of the sample
and the variation of the saturation magnetisation (Sec. 5.2.2). The experimental
resonance frequency spectrum around 400 MHz is sharper than that in the sim-
ulation. This difference may result from imperfect properties of the holder, as
discussed in Sec. 6.2.1, which may affect the electromagnetic fields inside the car-
tridge. In contrast, the driving field and the sample are assumed to be perfect in
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the simulation. This difference underlines the fact that the properties of a perfect
system can be described using simulations, whereas in experiments reality may
impose different constrains. The second resonance seen in the simulation close
to 1 GHz is less prominent. Its absence in the experiments (not shown) illustrates
that experimental parameters have to be tuned carefully in order to excite the
first resonance.

6.5.3. Time-resolved electron microscopy using a delay line
detector

In addition to recording time-averaged images of vortex core gyration, time-
resolved motion of the vortex core was also studied using Fresnel imaging with
bright contrast at the vortex core position in a Py disk using a defocus of 1 mm.
The temporal resolution was defined by the DLD. The experimental setup was
introduced in Sec. 6.2.1. In contrast to the previous TEM measurements, the sense
of rotation of the vortex core, as well as its speed of motion at each position, are
now accessible. The gyration was excited by applying microwave magnetic fields
around the expected resonance frequency at an applied power of 23dBm in a
static out-of-plane field of 18 mT. All of the parameters were optimised to increase
the gyration radius, while ensuring that vortex core switching did not occur [45].
In addition to the frequencies around resonance, one reference image of vortex
core motion out of resonance was recorded at frequency of 450 MHz. The total
integration time for each measurement was set to 2min, which was sufficient
to resolve vortex core motion, while minimising sample drift. For each chosen
frequency, the excitation cycle was divided into approximately 175 phases. An
image was recorded at each of these steps by adding measurements from at the
corresponding phases stroboscopically.

Figure 6.21a shows snapshots of vortex core gyration recorded at various phases
of the excitation cycle. A clockwise trajectory follows an elliptical shape. Each
snapshot corresponds to a time average over 13 ps. Several empty images with
exposure times of approximately two minutes were recorded and combined to
form one image of the background. Each individual image was divided by
this background image after normalisation to the exposure time to enhance the
contrast of the vortex core. The motion of the core, in combination with its bright
contrast, suggests that the circulation of the in-plane magnetisation of the vortex
is counterclockwise. By combining this information with the clockwise motion
of the vortex core, it can be inferred that the vortex core is left-handed and, hence,
that the vortex core points downwards (cf. Sec.2.4.2). The pixel-to-nm conversion
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Figure 6.21.: Vortex core gyration of the sample described in Sec. 6.1 imaged with
the DLD at an applied power of 23 dBm and a static out-of-plane field of 18 mT.
(a) Snapshots of vortex core motion at different phases of the excitation cycle.
Each image corresponds to an integration time of 13 ps. (b) Position of the
vortex core at each time step for different frequencies without (left) and with
(right) correction for the electron beam - microwave magnetic field interaction.

Anincrease in gyration amplitude for a frequency around 418 MHz is observed.
Figures adapted from [82].
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was determined by measuring the core size out-of-resonance and compare this
to the known core size from calibrated measurements (c.f. Appendix B.5). This
method results in an error of about 10%.

The position of the vortex core was then measured in each individual image. For
this purpose, aregion of interest around the core trajectory was cropped from each
image to speed up the data processing and to avoid issues with bright pixels (cf.
Appendix B.4). The single snapshots were smoothed with a ¢ = 2 pixel Gaussian
filter and thresholded to show pixels with an intensity higher than 0.8 times the
maximum intensity. Finally, the centre of mass was determined for each image.
The smoothing and thresholding steps were found to be necessary so that the
vortex core position was not affected by noise. Figure 6.21b shows the detected
vortex core positions for different applied frequencies. The measurements were
rotated in such a way that the main deflection of the vortex core is aligned with
the y axis. A clear distinction between the gyration amplitude in and out of
resonance is visible. It can be excluded that the imaged deflection is purely
based on the interaction of the electron beam with the microwave magnetic field
because there are no modulations of the trajectory visible. These modulations
would have to be present if the deflection was a result of only the electron beam
- microwave field interaction because the presence of these modulations of the
microwave excitation was shown in Sec 6.2.2. In contrast to the electron beam,
the vortex core gyration in resonance does not follow small modulations of the
microwave excitation instantly. Therefore, small modulations do not affect the
vortex core gyration at resonance and a stable trajectory is reached.

As mentioned above, the position of the vortex core in each snapshot only not
depends on the deflection of the vortex core by the applied field, but is also
affected by an additional deflection of the electron beam and ultimately of the
whole image (see schematic diagram in Fig. 6.22a). The image shift can partly be
removed by estimating its effect using an out-of-resonance measurement, where
it is assumed that the vortex core is not deflected by the applied field. Instead,
the apparent motion of the vortex core in the image series results purely from the
interaction of the electron beam with the applied magnetic field. This interaction
follows the same excitation and also results in a sinusoidal motion along a line.
The deflection due to this interaction can be estimated by fitting a sinusoidal
function to the deflection in the form:

Vi=yo+y (6.1)
Yo=ty1—Yy =y1—[a-sin(b-t+c)+d]. (6.2)

Here, y; is the measured vortex core position which consists of the undeflected
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Figure 6.22.: Correction for the electron beam - magnetic field interaction. (a) A
shift of the complete image results in an apparent shift of the vortex core (black
dot). The image shift is induced by the interaction of the electron beam with the
magnetic field. (b) A sinusiodal function y’ is fitted to the measured position
of the vortex core y; which models the image shift due to the microwave
magnetic fields. The vortex core position without the image shift y, could then
be extracted from the model (see text for details). Images adapted from [82].

position yy and the image shift iy’. In order to estimate the effect of the image shift,
a measurement out-of-resonance (at 450 MHz) is analysed. Here, it is assumed
that the vortex core is stationary and the measured deflection is purely due the
image shift. The image shift depends on the microwave excitation, where the
amplitude a is a measure of the strength of the deflection. The parameters b, c
and d are required to match the phase and offset of the sinusoidal function. The
not-deflected position is determined by subtracting the fitted image shift i’ from
the measured vortex core position y;. Figure 6.22b shows a plot of the deflected
core position, the estimated image shift and the corrected core position for each
frame in the excitation cycle. In order to correct the remaining frequencies, the
parameters b, c and d were fitted for each of the applied frequencies separately as
the measurements start at different phases within the excitation period. The pa-
rameter 2 was not fitted again as this characterises the strength of the image shift.
The image shift ' was then determined from all parameters for each applied
frequency and removed from the measured core position, thereby obtaining the
corrected vortex core position.

The right frame in Fig. 6.21b shows the corrected vortex core positions for each
frequency. A sharp vortex core resonance can be seen at 417 and 419 MHz
with a gyration diameter of 23 + 3nm. This resonance frequency is in good
agreement with the previously determined value of 418 MHz in time-averaged
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images recorded on a CCD camera, with the STXM results and with in the
simulations. However, unexpectedly, the vortex core motion shows a strongly
elliptical trajectory. Even though elliptical trajectories for vortex core gyration
have been reported previously [63], such a strong ellipticity was in a prior single
experiments (Fig. 6.17) and not in the simulations (Sec. 6.1). Several effects may
influence the trajectory. The main factor is the interaction of the electron beam
with the microwave field. So far, it was assumed that the deflection due to this
interaction is constant with respect to applied frequency. However, this assump-
tion only holds to a first approximation. The LAD experiments performed to
characterise the holder in Sec. 6.2.2 revealed that the magnitude of the deflec-
tion depends slightly on applied frequency. A possible explanation is that, the
formation of standing waves inside the holder may affect the amplitude of the
microwave field. The approach that was used to remove the image shift may
therefore not be sophisticated enough to correct for the image shift completely.
A simple approach to overcome the frequency dependence would be to pattern
a non-magnetic marker in the vicinity of the Py disk and to record its motion
for each value of applied frequency and power. This motion would be based
solely on the interaction of the electron beam with the microwave magnetic field.
In addition, the control electronics of the energy filter were broken during the
experiments (see. Appendix B.4). The measured trajectory may therefore be
distorted.® Nevertheless, the motion of the vortex core was resolved and the
resonance frequency was detected successfully.

The velocity of the vortex core was determined at each time step. This infor-
mation cannot be obtained from the previous experiments, either due to a lack
of spatial information in STXM or due to a lack of temporal resolution in con-
ventional TEM. By using the DLD, both spatial and temporal information is
accessible. Here, the velocity at each position is defined as the distance in pixels
between two adjacent frames divided by the time of a single frame of 13 ps. The
average velocity is 0.2 nm/ps, which is higher than the average velocity from mi-
cromagnetic simulations of 0.03 nm/ps. The difference is likely to originate from
distorted shape of the vortex core following an elliptical trajectory. The velocity
at each point reveals high values along the long axis of the elliptical motion for
an applied frequency of 419 MHz (see Fig. 6.23). At the top and bottom of the
trajectory, the vortex core velocity is smallest. This trend is expected for an el-
liptical trajectory, as the motion in the x direction is compressed compared to the
motion in the y direction.

By using the K2 detector before the energy filter, it was confirmed that the ellipticity is also
present there.
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Figure 6.23.: Velocity of the vortex core under excitation at 419 MHz. The core is
faster along the long axis of the ellipse than along the short axis.

Small local variations in velocity indicate where the sample has imperfections
that affect the motion of the vortex core. For example, surface roughness of the
sample can affect the velocity of the vortex core [148]. In addition, the vortex
core may be pinned locally by internal defects in the sample [134]. Hence, the
vortex core velocity can be used to probe the texture and defects in a sample
by studying its variations at different positions in the sample. For this purpose,
the trajectory of the vortex core can be changed by applying different static in-
plane or out-of-plane magnetic fields to access all regions of the sample. This
possibility highlights the prospect of combining spatial and temporal resolution
in a transmission electron microscope that is equipped with a DLD to access
multiple sample properties, including the influence of defects.

6.5.4. Comparison of the methods

The resonance frequency of the vortex core in a Py disk was detected successfully
using three different methods. The results are in good agreement between each
other and with micromagnetic simulations. The simulations predict a resonance
around 400 MHz. The STXM measurements provide a value around 400 MHz,
while the conventional and time-resolved Fresnel defocus measurements provide
a value around 418 MHz for similar sample systems. The agreement suggests
that TEM measurements using a DLD probe the resonance of the vortex core and
not only the interaction of the electron beam with the microwave magnetic field.
The diameter of the gyration is in good agreement between the experiments and
the simulations considering the likely underestimation of the microwave ampli-
tude (Sec. 6.2.2). It was found to be ~23nm at an applied field of 0.07 mT in the
time-resolved Fresnel defocus measurements and 20nm in the micromagnetic
simulations at an applied power of 0.1 mT. In case of the conventional Fresnel
defocus measurements, only the outer diameter of the time-averaged core mo-
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tion could be measured in the images and not the gyration diameter at the centre
of the vortex core. The outer diameter of the gyration is ~78 nm at a similar
applied magnetic field compared to the time-resolved measurements (at an ap-
plied power of 22 and 23 dBm, respectively), which is, as expected, larger than
the gyration diameter. Nevertheless, it will be possible to measure the gyration
diameter in the future by fine tuning the experimental setup.

As described above, the three methods different advantages and disadvantages
for imaging vortex core gyration. The advantage of STXM is its easy access to
high temporal and spatial resolution. At the same time, X-ray photons do not
interact with the applied microwave field and can penetrate thicker materials.
Therefore, it is possible to deposit a strip line on top of the sample, ensuring that
the applied magnetic field is strongest at the sample position. In addition, several
stimuli, e.g. additional static fields, can easily be applied, since there is enough
space inside the sample chamber. Furthermore, STXM is element-specific, so that
the magnetisation associated with a specific element can be probed. However,
these advantages come at the cost of long measurement times of typically around
10 to 20 minutes. As a result, the measurement time needs to be balanced against
the required temporal and spatial resolution. Moreover, the frequencies that can
be applied are quantised and cannot be chosen freely. With STXM, only the
magnetic properties in the beam direction measured. A measurement therefore
only provides information about the out-of-plane magnetisation. In the case of a
vortex, the out-of-plane magnetisation is restricted primarily to the core area and
its motion can be tracked more easily from the in-plane component. Hence, the
sample may need to be mounted at an angle to measure the vortex core gyration
optimally. The use of sample tilt may result in a distortion of the projected image
and an increases in the projected material thickness.

In contrast, conventional Fresnel defocus imaging provides direct access to in-
plane magnetic properties while not being sensitive to out-of-plane magnetisa-
tion. Such measurements can be combined with a sweep of the frequency of
the applied magnetic field and exposure times in the range of seconds, allowing
the resonance frequency to be read directly from the images by measuring the
gyration radius. Hence, the technique provides easy and fast access to detect
the resonance frequency. However, these advantages come at the cost of a loss
of access to temporal resolution. It is also not easily possible to determine the
polarisation of the vortex core. This information would have been helpful in
the analysis of the observed breathing-like behaviour, as it would have provided
insight about whether the core is switching its polarity.

The combination of a fast readout detector with Fresnel defocus imaging pro-
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vides a good compromise between the two techniques for studying vortex core
dynamics. It offers access to the gyration of the vortex core with high temporal
resolution as for STXM, but with better spatial resolution. At the same time,
data analysis is straightforward, as the position of the vortex core can be de-
termined directly and the total measurement time per frequency is significantly
reduced, when compared to conventional Fresnel defocus imaging, the temporal
resolution is improved dramatically. Nevertheless, the use of a DLD has some
disadvantages. For example, the interaction of the electron beam with the mi-
crowave field has to be taken into account. In addition, the technique is limited
to stroboscopic measurements to provide sufficient contrast. Therefore, the vor-
tex core dynamics have to be stable and repeatable. The frequencies that can
be applied are currently quantised. However, there are efforts to overcome this
limitation in the future. The analysis of vortex core dynamics in the TEM can be
extended to studies of other magnetic systems, as well as to time-resolved mea-
surements of other material properties, such as strain where diffraction patterns
are recorded while scanning the sample. Here, the exposure time per diffraction
pattern can be reduced down to a few tens of milliseconds reducing the total
exposure time of a complete scan from 2,5 h to a couple of minutes [69].

6.6. Limitations of time-resolved microscopy with a
delay line detector

As mentioned above, the combination of a DLD with Fresnel defocus imaging is
suitable for studying vortex core gyration, while pushing the temporal resolution
of TEM. In this section, the limitations of a DLD are discussed, with a focus on its
temporal resolution and applicable the frequency range. The use of a DLD is then
compared to UTEM approaches based on a pulsed source or a beam deflector.

6.6.1. Temporal resolution and applicable frequency range

The temporal resolution and the frequency range of the DLD were probed using
LAD mode. The same principle was applied as for characterisation of the holder,
where the microwave magnetic field deflects the electron beam (see Sec. 6.2.2).
A frequency range of between 100MHz and 4 GHz was probed by using the
HP8657B frequency generator for frequencies up to 2GHz and HP8671B for
higher frequencies. In both cases, a total power of 17dBm was sufficient to
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provide a resolvable deflection, while keeping the distortions of the micromag-
netic field due to the experimental conditions (Sec. 6.2.2) as small as possible.
The camera length was chosen to be 115m and the spot size of the beam was
approximately 300x300 pixel® to provide the best access for imaging the beam
deflection.

Figure 6.24a shows the deflection of the electron beam measured for various
applied frequencies. For each frequency, a different number of frames per ex-
citation cycle was recorded to ensure reasonable temporal resolution, while not
saving too large amount of data. 8 frames were averaged for the measurement
at 100MHz, while 2 frames were averaged for frequencies between 500 MHz
and 2.5GHz. For higher frequencies, the images were not binned in the time
domain. The background was removed from the data, as explained for vortex
core gyration (cf. Sec. 6.5.3) and the three-dimensional data set was filtered using
a Gaussian filter with o = 2pixel. The main axis of motion was rotated so that
it was aligned with the y axis and a region of interest only containing the beam
deflection was cropped from the full image. The sinusoidal motion of the beam
due to the excitation can be clearly seen in the images summed over the x axis.
However, the motion does not follow a straight line. Instead, it is slightly bent as
seen in the time-averaged images. This bending is thought to be caused primar-
ily by the broken energy filter electronics (see Appendix B.4). In addition, higher
modes may form inside the cartridge and affect the behaviour of the microwave
magnetic field [140].

The highest frequency that can be resolved is defined as the frequency for which
a linescan through the phase domain in the centre of the deflection still results
in two maxima. The positions where the linescans were taken are indicated by
red lines in Fig. 6.24a, while the resulting linescans are shown in Fig. 6.24b. The
condition that two maxima need to be present is fulfilled up to 2.3 GHz. Hence,
magnetisation dynamics can be studied up to this frequency.

The temporal resolution is defined as the full width at half maximum (FWHM)
of the peaks in the line scan. Figure 6.24c shows the FWHM 1., plotted as a
function of applied frequency. In each case, the first maximum was chosen for
evaluation. For lower frequencies close to 100 MHz, the temporal resolution is
limited to approximately 900 ps. The temporal resolution is then limited by the
spot size of the beam on the detector, as well as by binning in the time domain.
For higher frequencies, the combination of the DLD with TEM offers a temporal
resolution on the order of 100 to 300 ps. In order to correct for the effect of the
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Figure 6.24.: Measurement of the usable frequency range and temporal resolution
of the combination of a DLD and TEM. (a) LAD images of the deflection of the
electron beam by the microwave magnetic fields for frequencies of ~0.1 GHz,
~1.5GHz and ~2.5 GHz, revealing approximately sinusoidal motion. The left
column corresponds to integration over the phase domain, while the right
column corresponds to integration over the x axis. (b) Linescans recorded
along the time domain of the integrated data over x at the position of the red
line indicated in (a) for varying frequencies. Up to 2.3 GHz, approximately
sinusoidal motion is observed, as suggested by the two peaks, indicating that
dynamic measurements can be performed up to this frequency. (c¢) FWHM of
the first peaks in the linescans in (b). 7., corresponds to the measured FWHM,
which is corrected by a fit to account for the effect of the spot size to gain the
intrinsic temporal resolution 7; = 122 ps. 7; corresponds to the fitted temporal
resolution. All images adapted from [82].
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6.6. Limitations of time-resolved microscopy with a delay line detector

spot size by fitting
Tspot

fre

where tau; is the intrinsic temporal resolution and 7, the frequency dependent
effect of the spot size. Here, the intrinsic temporal resolution is found to be 122 ps.
This temporal resolution is an improvement approximately by six orders of
magnitude when compared to conventional TEM imaging, albeit for stroboscopic
experiments.

Tfir = Ti + (63)

6.6.2. Comparison of different approaches to achieve sub-ns
temporal resolution

Time-resolved electron microscopy of vortex core gyration is not only possible
with a fast camera, but also based on UTEM approaches that make use of a pulsed
source or a beam chopper (see. Sec. 3.4). All of these approaches offer access
to transitions between two states, instead of imaging only an initial and a final
state. They all rely on stroboscopic measurements to obtain enough contrast in
the recorded TEM images. Thus, the process under investigation needs to be
reproducible over many (typically several millions) of cycles.

UTEM offers temporal resolution in the fs regime [66,109,149-151]. However,
the better temporal resolution comes at the cost of modifications to the illumi-
nation or condenser system of the microscope. Hence, such approaches cannot
be implemented on existing microscopes easily. Moreover, the modifications
may compromise the quality of the electron beam. For example, the number
of electrons per pulse is reduced [108] and additional beam displacements and
blurring may be introduced [152]. Hence, UTEM approaches result in challenges
for techniques that require a stable and coherent electron beam, such as off-axis
electron holography.

In contrast to UTEM, the implementation of DLD does not require significant
modifications to a microscope and existing microscopes can easily be upgraded.
In addition, it offers a number of further advantages: (i) the high quality of
the electron beam offered by modern microscopes is not compromised, as the
electron optics are unchanged; (ii) the sample is illuminated continuously and
every electron is recorded, reducing the measurement time that is required to
obtain sufficient contrast, as well as the electron dose that the sample is subjected
to, when compared to methods based on pulsing the electron beam; (iii) the DLD
is a single electron detector, in which the arrival time of each incident electron is
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detected; (iv) a pulsed beam may result in a sample drift. Nevertheless, the DLD
has anumber of disadvantages. For example, the temporal resolution is currently
limited to the ps regime. This limitation is imposed by several factors. On the one
hand, the incident electrons can only be detected every 7 ps. On the other hand,
the time that the MCP requires to pass the information that an electron has hit the
MCP to the underlying meanders for position detection depends on the incident
angle of the electron. This angular dependence affects the temporal resolution.
Despite these limitations, the combination of a DLD with TEM can be used to
push the temporal resolution of existing microscopes by approximately six orders
of magnitude. The growing interest in easy-to-access temporal resolution is also
exemplified by recent developments of other fast detectors. For example, the aim
of the Timepix 4 detector is to reach ps temporal resolution, while maintaining a
high electron dose [153].

6.7. Summary

This chapter focused on investigating vortex core dynamics in a Py disk using
different techniques. Conventional Fresnel defocus imaging in the TEM revealed
a breathing-like behaviour at high powers of an applied microwave field close
to the resonance frequency. The breathing-like behaviour might originate from
heating effects or flipping of the vortex core polarisation. Even though it is not
understood yet, it shows that experimental parameters need to be tuned carefully
before performing stroboscopic measurements. The vortex core resonance was
then investigated using three different approaches: STXM, conventional Fres-
nel defocus imaging and time-resolved Fresnel defocus imaging using a DLD.
The results obtained using the three techniques are consistent with each other,
providing a value of the vortex core resonance of approximately 400 MHz. Nev-
ertheless, an elliptical trajectory was observed experimentally, which was not
expected based on micromagnetic simulations. With respect to the measurement
techniques, the combination of a DLD with TEM offers a good compromise be-
tween imaging with STXM and conventional TEM. This combination makes it
possible to achieve an intrinsic temporal resolution of 122 ps over an applied
range of frequency regime up to 2.3 GHz for stroboscopic measurements. This
temporal resolution is a significant improvement over conventional TEM. More-
over, existing electron microscopes can easily be upgraded, allowing access to
transitions between different states for a multitude of sample systems.
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Chapter 7.

Summary and outlook

Research interest in magnetic materials has been strong for many decades [1-6].
In this context, magnetic nanostructures and related physical phenomena are
gaining increasing attention, in part due to discoveries of new materials and
properties (e.g., magnetic skyrmions) and their promising applications in energy
efficient information storage technologies [10-12]. This thesis has focused on two
nanostructure systems: artificial spin ice and magnetic vortices. It has aimed to
develop novel quantitative approaches to study the static and dynamic magnetic
properties of these nanostructures using TEM with high spatial resolution. The
existence of virtual antivortices in chiral ice and their importance for dynamic
magnetic behaviour was predicted by theory, but not confirmed experimentally
[24]. Magnetic vortices and their cores are used as model systems to develop
new methodologies to study magnetisation dynamics with improved temporal
resolution. In the present work, the use of a high frequency magnetising holder
and a fast delay line detector allowed the electron beam illumination to remain
unmodified.

The demonstration of the existence of virtual antivortices in chiral ice required
several pre-characterisation experiments to ensure that the sample quality and
experimental conditions were sufficient for the study of weak stray fields. First,
the structure and chemical composition of the chiral ice sample were investigated
in conventional and cross-sectional studies. It was found that the composition
of the deposited magnetic islands is 65 at.% Ni and 35 at.% Fe, which deviates
from the nominal composition of 83 at.% Ni and 17 at.% Fe, altering the magnetic
properties. The magnetic order in the chiral ice and the magnetic flux distribution
were imaged using off-axis electron holography. Model-based reconstruction of
the magnetisation from the experimental phase shift revealed a reduced averaged
in-plane saturation magnetic polarisation of 0.73 T in the permalloy islands,
which is lower than the nominal value of 0.8 — 1 T [126,127]. The magnetisation
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switching behaviour of the complete spin ice pattern was then systematically
investigated, confirming a driving mechanism for switching predicted using
micromagnetic simulations. The effect of oxidation on the magnetic state of the
nanomagnets, as well as on magnetisation switching, was assessed, revealing the
importance of maintaining a pristine sample condition for characterisation of the
virtual antivortices. By analysing the experimental phase shift and magnetisation
distribution of the nanostructures, the three-dimensional stray field distribution
of the chiral ice was retrieved successfully. The results revealed that virtual
antivortices are present in the sample plane and that their distribution is not
symmetrical with respect to the edges of the pattern matching the prediction of
theoretical calculations. These studies required the development of approaches
data analysis based on scripts written in the Python environment. The two
most important steps were the possibility to correct for image distortions in the
phase shiftimages that were used in turning over experiments and to increase the
useable FOV of the phase maps. The image distortions were corrected by warping
one phase image to fit a second phase image. An increase in the useable FOV
was also achieved by stitching several magnetic phase images or magnetisation
maps together.

The analysis of vortex core dynamics in permalloy disks was started with mea-
surements of their static magnetic properties using Lorentz microscopy and off-
axis electron holography following the methodology applied in the chiral ice
studies. By combining experimental results and micromagnetic simulations, it
was shown that the magnetic vortex core in a permalloy disk has a barrel-like
shape, whose position depends on the sample geometry. For example, a non-
uniform thickness profile may result in a shift of the core from the centre of
the disk. The size of the vortex core increased with increasing thickness of the
disk, but was approximately independent of its diameter. It was shown that the
permalloy disks exhibit bending as their edges, as the deposited islands peeled
away from the membrane during the fabrication process. Such shape imperfec-
tions are not expected to have an influence on vortex core dynamics observed
in time-resolved experiments. Time-resolved studies of vortex core dynamics in
the Py disks were carried out in real space by combining Lorentz microscopy
with the use of a high-frequency specimen holder and a fast delay line detector.
In contrast to UTEM, this approach does not require significant modification of
the microscope, thereby retaining the high electron coherence, brightness and
fluence of the electron beam available in a standard instrument. Experiments on
vortex core dynamics revealed a resonance at ~418 MHz, which was confirmed
by complementary STXM and conventional TEM experiments. A comparison
of these complementary approaches showed that a combination of Lorentz mi-
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croscopy with a fast detector offers a good compromise between the excellent
temporal resolution of STXM and the spatial resolution of TEM. The limits of
this combination were assessed, showing that the resonant behaviour of mag-
netic systems can be studied up to 2.4 GHz with a temporal resolution down to
100 ps.

Magnetic domains are of essential interest in technical application over several
years, maybe most famous in magnetic hard drives [154]. The presented work
utilised microwave magnetic fields to excite vortex core motion. This excitation
principle can also be extended towards the excitation of domain wall motion
of various systems. Domain wall motion in general is taking place on a 10 to
100 ns time-scale which is accessible by the DLD [155]. Often, the technical ap-
plication of permanent magnets is limited according to Brown’s paradox which
states that only 20-30% of the full potential of permanent magnets are used due
to their microstructure [3]. Therefore, it is essential to understand the inter-
play between the microstructure and domain wall motion and the underlying
mechanism of magnetisation switching [156]. This information can be used to
tailor specific magnetic properties for various applications, such as increasing the
coercivities of permanent. An example for unusual structures are periodic do-
main patterns in spiral geometries stabilised by the competition between strain
and shape anisotropy. These ferromagnetic structures can be patterned in non-
ferromagnetic thin films such as FegAly [157]. Their domain wall motion can
also be excited by microwave magnetic fields and studied with the present setup.
In addition to microwave magnetic fields, further stimuli can be applied to ex-
cite the domain wall motion, e.g., driving RF or spin-polarised currents through
the sample. Therefore, it is possible to image the magnetic domain wall race-
track which has great potential for non-volatile memory application [14]. These
racetracks can also be realised based on magnetic skyrmions [158]. Another com-
mon stimulus is laser excitation since the optical control of the magnetic state of
nanostructures is appealing as they do not depend on external fields and offer
fast switching times [159].

The fact that the electron beam quality is not affected by the presented time-
resolved imaging principle opens the pathway to time-resolved electron holog-
raphy. Therefore, stray field dynamics become accessible, while preserving the
spatial resolution of TEM. Therefore, it complements the toolset of character-
isation techniques such as time-resolved STXM and UTEM approaches based
on Fresnel defocus imaging. Imaging the stray field is of particular interest for
interacting systems of nanomagnets, such as ASI. For square ice, it was found
by Monte Carlo simulations that the interaction of the nanomagnets results in
a chiral reversal during magnetic switching [160]. With the setup, not only the
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switching of the nanomagnets, but also the influence of neighbouring nanomag-
nets can be investigated. Knowledge of the switching behaviour can then be
employed to design reconfigurable Boolean logic gates in an artificial square
ice like geometry where a small laser spot may be used for selective heating of
individual nanomagnets [161]. Future studies of chiral ice can focus on topics
that include: (i) optimisation of the chiral ice geometry and analysis of virtual
antivortices to ensure switching in the deep picosecond regime; (ii) experimental
studies of the effect of switching processes on resonance spectra proposed by mi-
cromagnetic simulations [29]; (iii) local control and switching by optical means to
image the origin of different resonance behaviours in real space. The latter study
would combine different stimuli such as laser and microwave magnetic excita-
tion. The aim of these studies would be to contribute to the pathway towards
reconfigurable magnonic crystals [33]. Nevertheless, the interest in magnetic
stray fields is not limited to ASI. In biomedical applications, the local heating of
hyperthermal nanoparticles, which are excited into motion, for cancer treatment
is critical for a successful therapy [162]. Understanding the influence of the stray
fields on the formation and motion of the clusters of interacting nanoparticles can
help to improve the distribution of the nanoparticles. For time-resolved off-axis
electron holography, denoising of the measurements will become an important
factor as the total exposure time of stroboscopic measurements is limited by in-
stabilities. These instabilities may be specimen or fringe drift and decrease the
signal-to-noise ratio. Here, conventional and machine learning denoising algo-
rithms, which are regularly used in medical imaging [163], offer great potential
as exemplified by the presented PCA in the context of vortex core gyration and
by unsupervised training of neural networks [164].

This work focussed on magnetic phenomena. Nevertheless, the methods devel-
oped here are not limited to magnetic application. As shown, off-axis electron
holography is not only sensitive to the magnetic, but also to the electrostatic
phase shift. Moreover, the MBIR was adapted to being able to reconstruct electric
fields as well [62]. Therefore, the Python routines developed for the quantitative
imaging of magnetic stray fields of chiral ice with a large field of view can be
applied to image electric stray fields as well. These routines would allow imag-
ing of large areas of semiconductors and p-n junctions and the effect of various
dopants on those. The combination of DLD and TEM can also be used in a
wide range of applications, for example to significantly reduce the measurement
time for 4D STEM experiments where diffraction patterns are collected while
scanning the sample [69,165]. In addition, there is progress towards coincidence
experiments combining EELS and EDX measurements in order to remove the
background in EELS measurements and enable imaging of low concentrations
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of elements [166].

The presented thesis provided a pathway towards the quantitative study of
magnetic stray fields in chiral ice and towards time-resolved microscopy of mag-
netisation dynamics exemplified by the magnetic vortex. In the future, both areas
can be combined in order to study the dynamics of magnetic stray fields.
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Appendix A.

Sample fabrication

The fabrication of nanostructures has advanced significantly in recent years, with
advanced lithographic processes opening up a universe of possible designs on
the micro- and nanoscale. A variety of specific methods make use of a beam
to write a desired structure into a resist. Material is then often evaporated onto
the resist. When the resist is washed away, only the desired structure is left
on the substrate. In electron beam lithography, electrons are employed to write
structures with a spatial resolution down to the nm scale.

The process of electron beam lithography can be divided into six steps (Fig. A.1).
In the first step, the substrate is cleaned to ensure that there are no residuals left
that may compromise the result (Fig. A.1a). In the second step, resist is coated
onto the substrate (Fig. A.1b). It is important that the resist has a homogeneous
thickness. This is usually achieved by spin coating, which involves rotating
the substrate at high velocity after dropping the resist in the centre. The resist
is dissolved in a solution for this purpose. The thickness of the resist can be
controlled by the rotation speed and the rotation time. The desired thickness
depends on the thickness of the structure to be prepared, as well as on the
required spatial resolution. Two types of resist are available, depending on
whether the exposed or the unexposed area should be dissolved. For electron
beam lithography, most often a positive resist is used and the desired structure
is exposed to keep the writing time short. After coating, the substrate is baked
to drive off the solvent. In the fourth step, an electron beam is used to write the
desired structure into the resist. The electron beam then locally breaks the bonds
of the resist (Fig. A.1c). Typical electron energies are in the range of 50 to 100 keV.
The resist is a polymer that can be dissolved more easily once it is broken into
smaller segments. After writing, the resist has to be developed by immersing
the sample into a solvent, which washes away the area that was exposed to the
electron beam (Fig. A.1d). The solvent is chosen so that it mostly affects the
exposed area and not the rest of the resist, in order to achieve clearly separated
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Figure A.1l.: Steps in the lithography process. In the first step, the sample is
cleaned (a), in the second step it is coated with a resist (b), before the resist
is exposed to an electron beam (c). The exposed area is removed (d) and a

material layer is deposited (e). Finally, the redundant material is removed by
dissolving the resist (f).
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Figure A.2.: A double layer of resist can be used to form an undercut after devel-
opment for electron beam lithography. The undercut breaks the continuous
metal layer and improves lift-off.

regions. Subsequently, the material of interest is deposited on top of the resist
(Fig. A.le). The material only adheres to the substrate in the regions that have
been exposed. In the last step, the resist is dissolved, effectively removing the
excess material on top of it (Fig. A.1f), leaving only the desired structure on
the substrate. This final step is referred to as lift-off. In practice, lift-off is often
the most challenging part of the fabrication process. During evaporation, the
material may also cover the side walls of the resist. Due to coverage of the side
walls, the material in contact with the substrate may also be washed away when
removing the resist. In order to counter this effect, the resist can be fabricated in
such a way that the walls have an undercut (¢f. Fig. A.2). Here, a double layer
of resist is used with the thin upper layer having a larger molecular weight. The
lower layer is then etched away faster during development.
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Data analysis

B.1. Finding unique solutions in model-based
iterative reconstruction

During reconstruction of the magnetisation using the MBIR approach, regulari-
sation based on the minimisation of the exchange energy is used as a constraint
to smooth the reconstructed magnetisation. The strength of the minimisation, i.e.
the regularisation parameter A, has to balance regularisation with compliance to
the experimental phase shift. If A is too large, then the reconstructed magnetisa-
tion will resemble a mostly uniformly magnetised structure and will not match
the experimental phase image. If A is too small, then the algorithm will fit the
magnetisation to noise. An L-curve analysis can be performed in order to find the
optimal regularisation parameter [167]. In the case of magnetisation reconstruc-
tion, compliance with the experimental data is plotted against regularisation for
various values of A. Figure B.1 shows an L-curve for a simulated phase image
that, includes artificial noise, for a magnetic vortex in a bar. The inflection point
in the plot provides the best compromise between these two constraints. In this
case the optimal parameter is A = 1le™* and the vortex is reconstructed success-
fully. Decreasing the regularisation results in a magnetisation distribution that
is mostly fitted to noise. Small vortices are then formed around outliers in the
phase image. Too high a regularisation parameter leads to the magnetisation
pointing up at the right side and down at the left side, thereby retrieving the two
largest areas with parallel alignment. However, a domain wall is then formed
in the centre instead of a vortex. The strength of the regularisation therefore has
an effect on the spatial resolution of the magnetisation, smoothing neighbour-
ing pixels by forcing them to be aligned parallel to each other. The larger the
regularisation parameter, the more pixels are combined during smoothing and
the poorer is the resulting spatial resolution. Hence, it is important to find the
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Figure B.1.: L-curve analysis during MBIR of magnetisation. (a) The right image
shows the simulated magnetic phase shift of a vortex in a long bar. The left im-
age shows a corresponding magnetic induction map. The magnetisation was
reconstructed for various regularisation parameters. A compromise between
compliance with the experiment and regularisation strength is plotted for dif-
ferent regularisation parameters in (b). The optimal regularisation strength
corresponds to the inflection point in the plot. For this value of regularisation
strength, the magnetic vortex is reconstructed correctly. If the regularisation is
too small, then the resulting magnetisation is dominated by noise, while the
vortex is smoothed away if the regularisation is too large.
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Figure B.2.: Application of NMF to a series of images to reduce noise. The top
row shows images of the breathing-like behaviour of the vortex core motion
(Sec. 6.4). The bottom row shows the same images after reconstruction with
NME. NMF only filters out the main features which can be reproduced by the
open and closed of the breathing-like behaviour of the vortex core (Sec. 6.4).
Therefore, these two states can be distinguished easier from noise after NMF.

best regularisation parameter, which neither results in a fit too noisy nor in a
smoothing of the features of interest.

B.2. Principal component analysis for noise
reduction

PCA can be applied to reduce noise in experimental images by filtering for the
main features. In the vortex core experiments, the images can be classified as
a mixture of two states, corresponding to the vortex core being in or out of
resonance (Sec. 6.4). If the core is in resonance, then a ring can be seen in the
images (open state), while a smeared dot (closed state), is visible if the core is out
of resonance. NMF was applied with the pre-knowledge that two features are
needed to reproduce the images. The constraint to use only two features results
in a suppression of details that cannot be reproduced by open or closed states, as
exemplified in Fig. B.2. The upper row shows original images where the vortex
core was centred, but no filtering was applied. There, the core in the open state is
barely visible due to noise in the background. The lower row shows the images
after treatment with NMF. Here, the images are reproduced by adding products
of the loadings and corresponding factors for each image in the series. The noise
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in the reconstructed images is suppressed and the open state is visible. Both
states can be distinguished more easily.

B.3. Data analysis for STXM

The original STXM images were dominated by the thickness contrast, as well as
by an intensity gradient across the FOV. The process used to extract information
about the vortex core resonance is described here for a 130-nm-thick Py disk
(cf. Sec. 6.1) excited by an in-plane microwave magnetic field at 412 MHz. The
first row in Fig. B.3a shows the original, images in which the core is not visible.
From these images, the magnetic contrast has to be extracted by computing a sum
image over the full image series, normalising this image by the number of images
in the series and subtracting it from each image in the series. The second row
in Fig. B.3a shows the images after normalisation. The black and white contrast
corresponds to vortex core which becomes apparent in the difference between
each image and the time average. The vortex core motion results in a circulation
of the dark and bright contrast around each other. A small region around the
strongest variation in contrast was masked out (black outlines the second row of
Fig. B.3a). Care was required to ensure that the mask only contained either bright
or dark features in each image. The total intensity of all of the pixels inside the
mask was calculated at each different time step. This variation in intensity follows
the sinusoidal excitation applied to excite the vortex core resonance (Fig. B.3b).
Thus, a sinusoidal function can be fitted to the variation, with a pre-knowledge of
the applied frequency. The variation of the amplitude of the function for different
applied frequencies is used to determine the vortex core resonance (Sec. 6.5.1).

B.4. Energy filter status during DLD experiments

During the time-resolved experiments with the DLD, there were issues with the
control electronics of the energy filter. These issues resulted in a distortion of the
image on the DLD. Figure B.4 shows the distortion for a cross-grating grid. The
straight lines of the square grid do not appear as straight lines in the image, but
have a curvature that is position-dependent. These distortions are reproduced
by the time-resolved vortex core gyration and LAD experiments (Sec. 6.5.3 and
Sec. 6.6.1) where straight lines show the same position-dependent curvature.
The dark shadow in Fig. B.4 shows the time-integrated trajectory of the electron
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Figure B.3.: Data analysis for STXM. (a) Images recorded at four different stages
of the excitation cycle are shown in the four columns. The top row shows the
original recorded images. The second row shows difference images (see text
for details). In the difference images, the dark and bright variations correspond
to the vortex core motion. The black outlines indicate the mask in which to
sum the recorded intensity. The scale bar corresponds to 100 nm. (b) Intensity
of the vortex core region for all images of the series (black outlines in (a)).
A sinusoidal function is fitted to the data points, in order to determine the
amplitude of the contrast variations, which gives access to the amplitude of
the vortex core motion. The green data points indicate the images in (a).
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Figure B.4.: Image of a calibration sample with a periodic lattice spacing, reveal-
ing distortion of the image due to electronic issues in the imaging filter. The
dark shadow shows the trajectory of the electron beam in the LAD experiments
at an applied frequency of ~2 GHz (Sec. 6.6.1).

beam in the LAD experiments at an applied frequency of ~2 GHz (Sec. 6.6.1).
The distortions of the trajectory follow the curvature of the gross grating grid
with a stronger deflection in the top of the image. In addition to the distortions,
only half of the detector is illuminated by the electron beam. Nevertheless, these
constraints did not impede the vortex gyration experiments, as the change in the
vortex core amplitude was sufficiently large (Sec. 6.5.3).

B.5. Calibration of DLD images

The DLD measurements were calibrated using the vortex core size in Fresnel
defocus images. The procedure is described in this section. Firstly, a Fresnel
images taken of the complete disk at 1 mm defocus with a K2 detector (Fig. B.5a).
The pixel-to-nm conversion was converted by measuring the outer radius of the
disk with a known radius of ~839 nm. Then, the distance between the central and
first outer Fresnel fringe was measured to be ~12nm (Fig. B.5b). Secondly, the
same distance was measured to be 66 pixels in time-integrated Fresnel defocus
images taken of the vortex core dynamics off-resonance (at 450 MHz). Figure B.6a
shows the time-integrated image with the distance indicated in red. This distance
was determined in Fig. B.6b from a line scan along the y direction integrated
from the region marked in blue (Fig. B.6a). The distance was measured in
additional time-integrated Fresnel images off-resonance and the mean conversion
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Figure B.5.: Core size in Fresnel defocus image. (a) Fesnel image of disk at 1 mm
defocus. The scale was calibrated by measuring the diameter of the Py disk.
(b) Radial profile in core region. The distance between the centre peak and first
outer fringe was measured to be ~12nm (red line).

was determined to be 0.35 + 0.2 nm/pixel. Thirdly, the diameter of the vortex core
resonance was then measured from the time-integrated Fresnel defocus image at
417 MHz (Fresnel defocus image in Fig. B.6c and line scan in Fig. B.6d). There,
the diameter was determined to be approximately 66 pixel which corresponds to
23 + 3nm using the conversion factor.
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Figure B.6.: Calibration of scale for DLD measurements. (a) Time-integrated
Fresnel image of the vortex core motion taken off-resonance (450 MHz) at
~1mm defocus. (b) Integrated intensity from region indicated by blue lines in
(a). The spacing between the central and first outer Fresnel fringe is measured

to be 66 pixels (indicated by red lines in (a) and (b)).

(c) Time-integrated

Fresnel image taken in resonance (417 MHz) at ~1 mm defocus. (d) Integrated
intensity from region indicated by blue lines in (c). The diameter of the vortex
core gyration corresponds to 66 pixel (indicated by red lines in (c) and (d)).
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