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A B S T R A C T

Stray electric fields in free space generated by two biased gold needles have been quantified in comprehensive
finite-element (FE) simulations, accompanied by first moment (FM) scanning TEM (STEM) and electron
holography (EH) experiments. The projected electrostatic potential and electric field have been derived
numerically under geometrical variations of the needle setup. In contrast to the FE simulation, application
of an analytical model based on line charges yields a qualitative understanding. By experimentally probing
the electric field employing FM STEM and EH under alike conditions, a discrepancy of about 60% became
apparent initially. However, the EH setup suggests the reconstructed phase to be significantly affected by the
perturbed reference wave effect, opposite to STEM where the field-free reference was recorded subsequently
with unbiased needles in which possibly remaining electrostatic influences are regarded as being minor. In
that respect, the observed discrepancy between FM imaging and EH is resolved after including the long-range
potential landscape from FE simulations into the phase of the reference wave in EH.
1. Introduction

Quantification of the charge distribution within matter and the
corresponding electric field is indispensable for materials science as
materials properties predominantly emerge from the electronic struc-
ture, such as ferroelectricity, polarisation-induced electric fields, or
electric fields at pn-junctions. As the theoretical assessment of the
charge distribution, e.g., via density functional theory, is limited in
treating non-periodicity and structural inhomogeneity of solid-state ma-
terials compelling large-scale system calculations, experimental access
to the electrostatic field or potential distribution is highly desirable. In
particular, transmission electron microscopy (TEM) enables probing the
electric field and potential by electron beam deflection and phase shift,
synonymously.

In ferroelectrics, for example, the electric polarisation state is com-
monly investigated by TEM imaging of atomic displacements [1–4]
and strain mapping using dark field electron holography [5,6]. Yet,
quantification of intrinsic electric fields has been hindered due to the
imprecise knowledge of the impacts of screening charges, defects and
structural inhomogeneities. Methodologically, the measurement and
quantification of polarisation-induced electric fields within matter via
TEM can be crucially hampered by dynamical scattering and thickness
effects [7]. A possible solution to mitigate such artefacts could be
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in-situ biasing of, e.g., ferroelectric thin films. Potentially, TEM data
recorded at different voltages could be used to isolate the effect of
polarisation-induced electric fields in a differential manner. Conse-
quently, understanding the impact of the stray fields produced by the
usually nanometre-sized electrodes is of central importance. In that
respect, an obvious prerequisite is the quantifiability of the electric field
distribution in free space produced by electrodes of known geometry
without a specimen in between.

Promisingly, evaluation of stray electric fields emanating from a
material’s surface into vacuum is hardly affected by dynamical scatter-
ing. The absent atomic potentials, moreover, facilitates the evaluation
of measurements since projection assumptions such as the phase ob-
ject approximation (POA) or the weak phase object approximation
(wPOA) appear applicable. Furthermore, stray electric fields can also
be present without external bias, e.g. due to spontaneous polarisation
in ferroelectrics, where surfaces with separated charges may strike
vacuum. Measuring the resulting electric field spread in free space
can then reveal first-hand information on the causative surface charge
distribution [8]. Eventually, the surface charge is quantifiable without
invasive transmission through the sample. Consequently, estimation of
sample charging in general, e.g. induced by the electron beam itself,
is experimentally approachable via stray electric fields. In addition,
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Fig. 1. (a) TEM image of experimental setup consisting of two opposing gold needles
separated by a distance of 200 nm. Between the needles, a biasing voltage of 50 V is
applied in which the needle at the left-hand side is set to ground. The needle setup
was used for the EH measurements as well as for the COM measurements. (b) The
𝑦-component of the projected electric field 𝐸𝑝,𝑦 is plotted along the dotted line in (a)
for COM and EH, respectively.

interface properties of polar nanostructures can be investigated by
making use of stray electric fields. As is well known, separated space
charges across a pn-junction compel an embedded electric field. Once
more, the emanating electric fields at the surface in vicinity of the
pn-junction can be probed without electron-beam penetration of the
sample and even increased via reverse biasing [9]. Hence, stray electric
fields do not only play a crucial role in non-biasing experiments but
also in in-situ switching experiments. Importantly, the biasing architec-
ture itself may generate stray electric fields of the electrodes whose
contribution has to be quantified to reassess the electric field distri-
bution of interest due to the material response only, which requires
comparison with theoretical models and simulations. This raises the
question to which extent long-range electric fields perturb the electron
waves in established approaches for electrical characterisation, namely
electron holography [10,11] (EH) and centre of mass [12,13] (COM)
or, equivalently, first moment (FM) scanning TEM (STEM).

In this work, long-range stray electric fields generated between two
biased needles, as shown in Fig. 1a, serve as a model system to work out
consistency between FM STEM and conventional off-axis EH regarding
their capability to quantify electric fields in the absence of dynamical
scattering. Recently, the conceptual differences between COM and EH
have been elaborated theoretically and by considering the effect of
dynamical scattering in crystals via simulations [14]. Here, on the
occasion of experimentally observed discrepancies between COM and
EH in the measured projected electric field depicted in Fig. 1b, the
impact of methodological differences on long-range field measurements
is elucidated. To this end, the fundamentals of both methods are briefly
summarised at first, followed by simulations of the 3D electric field
distributions within the biasing setup obtained by finite element [15]
(FE) calculations which in turn are used as input to simulate the
electron wave propagation and electron–optical phase shift for STEM
2

and EH, respectively. Considerable attention is drawn to the impact of
the perturbed reference wave in EH, which turns out to be significant
for the present setup conditions and responsible for the discrepancy.
Additionally, the results of the FE simulations are compared to an
analytical model in which the 3D potential distribution is based on
line charges [16]. Finally, FE simulations are combined with multi-
and single slice electron scattering approaches to study the reliability
of the projection assumption for fields with millimeter extension along
the electron beam direction. Governing parameters such as the needle
geometry, electron energy and STEM semi-convergence angle, are stud-
ied in detail as to their impact on the measured electric field. The paper
closes with a comprehensive discussion.

2. Methods

2.1. Experimental setup

The electric field to be mapped is generated via two gold needles
separated by 200 nm which have been electrically biased by applying
a voltage of 50 V (Fig. 1). Both needles are placed onto a biasing TEM
holder (Nanofactory STM-TEM) of which one is fixed at the holder
end and the other one is clamped onto an opposing movable piezo
tube. For the needle fabrication, a single gold wire is etched using an
ElectroPointer with an HCl-ethanol solution resulting in two needles
with narrowing tips.

The FM STEM data has been recorded at a FEI Titan G2 80-200
ChemiSTEM microscope operated at 200 kV with a semiconvergence
angle of 4 mrad employing an EMPAD detector [17]. The EH mea-
surement was performed on a FEI Titan G2 60-300 HOLO operated at
300 kV employing a K2 camera.

2.2. First-moment STEM

The FM method or also addressed as COM imaging method [12,
13] enables electric field measurements in STEM mode via record-
ing a full diffraction pattern at each position of the scanning probe.
From a general viewpoint, the results of the COM measurement are
determined by the three-dimensional distribution of the electrostatic
potential 𝑉 (𝑟⟂, 𝑧) within an interaction volume. Here, 𝑟⟂ = (𝑥, 𝑦)
denotes a two-dimensional vector perpendicular to the optical axis
which runs along 𝑧. In STEM, a focused probe is scanned across the 𝑟⟂
plane on a raster with lateral positions 𝑅⃗. Assuming that the probe wave
functions are identical for each scan position except for a translation,
the incident electron wave can be parameterised by 𝑅⃗, i.e. 𝛹in(𝑟⟂, 𝑅⃗).

Interaction with 𝑉 (𝑟⟂, 𝑧) leads to a real space exit wave function
𝛹ex(𝑟⟂, 𝑅⃗) for each scan position. In momentum-resolved STEM, the
squared modulus of its Fourier transform

𝐼(𝑘⃗⟂, 𝑅⃗) = |𝛹ex(𝑘⃗⟂, 𝑅⃗)|
2

(1)

yields the recorded diffraction pattern 𝐼(𝑘⃗⟂, 𝑅⃗) with two-dimensional
reciprocal coordinates 𝑘⃗⟂. The average momentum transferred to the
incident STEM probe at scan position 𝑅⃗ is given by the first moment

⟨𝑝⟂⟩(𝑅⃗) = ∬

∞

−∞
𝐼(𝑘⃗⟂, 𝑅⃗) ⋅ 𝑘⃗⟂ 𝑑2𝑘⟂ , (2)

being the quantum mechanical expectation value of the lateral momen-
tum. Whereas Eq. (2) is exact also in the presence of multiple scattering,
directly relating the measurement of ⟨𝑝⟂⟩ to the projected electric
field involves the assumption of single scattering. Identical expressions
are obtained on the basis of Ehrenfest’s theorem, or the phase object
approximation [14] (POA). The methodological comparison with EH
in the present study suggests using the POA, in which the exit wave is
given by

𝛹 (𝑟 , 𝑅⃗) ≈ 𝛹 (𝑟 , 𝑅⃗) ⋅ 𝑒𝑖𝜎𝑉p(𝑟⟂) , (3)
ex ⟂ in ⟂
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with 𝑉p(𝑟⟂) the projected potential of the total interaction volume and
the interaction constant. Calculating ⟨𝑝⟂⟩(𝑅⃗) from Eq. (3) yields

⟨𝑝⟂⟩(𝑅⃗) ≈
𝑒
𝑣
⋅∬

∞

−∞
𝐼in(𝑟⟂ − 𝑅⃗) ⋅ ∇⃗𝑉𝑝(𝑟⟂) 𝑑2𝑟⟂ (4)

with 𝐼in the intensity of the incident STEM probe, 𝑒 the elementary
charge and 𝑣 the velocity of the electrons. Noticing Eq. (4) to be a
cross-correlation, it can be brought to a compact form

⟨𝑝⟂⟩(𝑅⃗) ≈
𝑒
𝑣
⋅ 𝐼in ⊗ ∇⃗𝑉𝑝 = − 𝑒

𝑣
⋅ 𝐼in ⊗ 𝐸⃗𝑝 (5)

ith the projected electric field 𝐸⃗𝑝. In case 𝐸⃗𝑝(𝑟⟂) does not vary
significantly at the scale of the probe, and propagation effects can be
neglected,

⟨𝑝⟂⟩(𝑅⃗) ≈
𝑒
𝑣
∇⃗𝑉𝑝 = − 𝑒

𝑣
⋅ 𝐸⃗𝑝(𝑅⃗) . (6)

Ultimately, the equivalency of Eqs. (2) and (4), (5), (6) reveals that,
in POA, the projected electric field can be quantified in a momentum-
resolved STEM experiment at a spatial resolution given by the STEM
probe intensity.

A key requirement for an accurate measurement of 𝐸⃗𝑝(𝑅⃗) via first
moments is, according to the above derivation, ⟨𝑝⟂⟩(𝑅⃗) = 0 for 𝐸⃗𝑝(𝑅⃗) =
0. Usually, a second measurement ⟨𝑝⟂⟩0(𝑅⃗) is, therefore, performed
subsequently without biasing the needles. Assuming that further charg-
ing of the surrounding and scan distortions are identical in that scan,
subtraction from Eqs. (5), (6) yields the unperturbed result for the
measurement of 𝐸⃗p(𝑅⃗).

In general, the applicability of the POA implies a restriction to very
thin specimens, because the atomic electric fields are strong enough
to cause dynamical scattering effects become significant at thicknesses
of a few nanometers. In the present case, the potential gradients are
comparably small if the needles in Fig. 1 are biased to some tens of
volts. However, we will show that the electric field may extend as long
as millimeters along 𝑧 direction, such that the impact of propagation
effects and the direct applicability of Eqs. (4), (5), (6) will be explored
below in a multislice study.

2.3. Electric field mapping in off-axis EH

In conventional off-axis electron holography, the phase shift of a
plane electron wave due to transmission through an electrostatic po-
tential (magnetic vector potential) is reconstructed from an interference
pattern, the hologram, created in the image plane. Thereby, the sample
of interest is placed off the optical axis in the microscope’s electron
column operated in TEM mode. Since the sample is placed only in
one half-plane, usually only the respective part of the plane wave is
altered by the presence of the sample. The part of the wave trespassing
the other half-plane of the column ideally remains unaffected by the
specimen and is often considered constant in phase and amplitude.
Because this study deals with long-range electric fields, a strict separa-
tion of specimen and reference region is not assumed initially. Instead
we propagate also an arbitrary reference wave through the description
of hologram formation and study the impact of common approxima-
tions below. To form the hologram, the object wave and reference
wave are tilted towards each other and brought to interference by a
Möllenstedt–Düker biprism [18] which is set to positive voltage.

In the detector plane, the object wave can be expressed by 𝛹obj =
𝐴(𝑟⟂)𝑒

𝑖𝑘⃗⟂,obj⋅𝑟⟂+𝑖𝛷obj(𝑟⟂), and the reference wave by 𝛹ref(𝑟⟂) =
𝐴0(𝑟⟂)𝑒𝑖𝑘⃗⟂,ref⋅𝑟⟂+𝑖𝛷ref(𝑟⟂). Here, 𝑟⟂ = (𝑥, 𝑦) denotes a two-dimensional
vector in the detector plane perpendicular to the optical axis and 𝑘⃗⟂
the lateral component of the wave vector due to the tilt by the biprism.
𝐴(𝑟⟂) and 𝐴0(𝑟⟂) signify the amplitudes of the wave functions 𝛹obj and
𝛹ref, respectively. 𝛷obj(𝑟⟂) and 𝛷ref(𝑟⟂) denote the phase distributions
of the object wave and the reference wave, where the central quantity
3

to be recovered is 𝛷obj(𝑟⟂). From the emerging interference pattern m
(hologram), the relative phase shift between the waves at each position
⃗⟂ in the detector plane can be inferred via

𝐼holo = |𝛹obj + 𝛹ref|
2 (7)

= 𝐴2
0(𝑟⟂) + 𝐴2(𝑟⟂)

+𝐴0(𝑟⟂)𝐴(𝑟⟂) ⋅ exp(𝑖𝛥𝛷(𝑟⟂))

+𝐴0(𝑟⟂)𝐴(𝑟⟂) ⋅ exp(−𝑖𝛥𝛷(𝑟⟂)) .

We write the phase difference 𝛥𝛷(𝑟) between both waves evaluated
at 𝑟⟂ in the detector plane as

𝛥𝛷(𝑟⟂) = (𝑘⃗⟂,obj − 𝑘⃗⟂,ref) ⋅ 𝑟⟂ (8)
+𝛷obj(𝑟⟂) −𝛷ref(𝑟⟂)

= 𝑘⃗⟂,C ⋅ 𝑟⟂ + 𝛥𝜑(𝑟⟂) .

In 𝛥𝜑(𝑟⟂), the object phase is encrypted, which is aimed to be re-
constructed from the recorded hologram. The reconstruction follows in
essential aspects the so called single side-band reconstruction (SSB) [11,
19]. Thereby, the hologram is Fourier-transformed resulting in one
central band and two side bands in reciprocal space. One side band is
masked by a (digital) circular aperture 𝐵 and centred, which effectively
removes the carrier frequency 𝑘⃗⟂,𝐶 from the phase difference 𝛥𝛷(𝑟⟂).
Via an inverse Fourier-transformation of the centred and masked side
band, the reconstructed wave function is given by

𝛹rec(𝑟⟂) = 𝐴0(𝑟⟂)𝐴(𝑟⟂) ⋅ exp(𝑖𝛥𝜑(𝑟⟂))⊗𝐵(𝑟⟂) . (9)

Hence, the reconstructed wave function 𝛹rec contains the relative
phases of the object wave and reference wave, their mutual amplitude
distribution and a convolution with the reconstruction aperture assum-
ing absence of aberrations here. This is justified due to the low spatial
frequencies that build up the long-range fields under study. At in-focus
conditions and assuming the interaction to be described by a phase
object the amplitudes 𝐴 and 𝐴0 are constant and equal to 1, such that
q. (9) reads

rec(𝑟⟂) ≈ exp(𝑖𝛥𝜑(𝑟⟂))⊗𝐵(𝑟⟂) . (10)

Note that the phase of 𝛹rec is formally in general not necessarily
qual to 𝛥𝜑(𝑟⟂) due to the convolution with the aperture. However,
more direct relation between the phase of 𝛹rec and 𝛥𝜑(𝑟⟂) can be

btained in two ways. First, in case exp(𝑖𝛥𝜑(𝑟⟂)) is band limited, one
an choose 𝐵(𝑟⟂) large enough such that the convolution has no effect.
n that case,

rec(𝑟⟂) ≈ exp(𝑖𝛥𝜑(𝑟⟂)) , (11)

y similar arguments that lead to Eq. (6). Second, the weak phase object
ields

rec(𝑟⟂) ≈ (1 + 𝑖𝛥𝜑(𝑟⟂))⊗𝐵(𝑟⟂)

≈ 1 + 𝑖𝛥𝜑(𝑟⟂) , (12)

here the second line is valid for the band limited case. The present
tudy deals with long-range fields, implying the neglect of 𝐵(𝑟⟂) here,
uch that Eqs. (9), (12) govern the interpretation of the reconstructed
ave.

In fact, since 𝛥𝜑 = 𝛷obj(𝑟⟂) − 𝛷ref(𝑟⟂), the reconstruction only
elivers the pure phase of the object-side half-plane of the biprism if
ref(𝑟⟂) = const., i.e., a plane reference wave. Consequently,

rec(𝑟⟂) ≈ exp(𝑖𝛷obj(𝑟⟂)) ≈ 1 + 𝑖𝛷obj(𝑟⟂) (13)

olds only for band limited signals, phase or weak phase objects,
espectively, and an unperturbed reference wave. Finally, this yields the
rojected potential via 𝛷obj(𝑟⟂) = 𝜎𝑉p(𝑟⟂) with the interaction constant
.

To conclude these abstract methodological considerations of field
easurements in FM STEM and EH partly involve different approxi-

ations and strategies to provide projected electric field and projected
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Fig. 2. Needle models used within the FE simulation. The opposing needles are
identical and rotationally symmetric. The capital letters A, B, C and D indicate the
compounded needle parts. The cases (a), (b) and (c) show needles with differently
shaped tips. The needle length is chosen such that 𝐸FE

p,y converges between needles
(614 μm).

potential relative to a reference. Whereas the accuracy of the STEM
technique relies on a subsequently performed scan under field-free
(or known) conditions, at least standard EH requires a field-free aloof
region for the reference wave during the single acquisition. In cases
where it is uncertain that the setup fulfils this condition for the ref-
erence wave, Eqs. (10), (13) must be considered. Here, the hologram
recorded with biased needles has been corrected using a hologram with
identical settings, however, with the needle voltage at 0 V. It has to
be noted that the taken reference does not remove the PRE from the
original hologram. The measured phase 𝛥𝜑 needs to be interpreted
by accompanying simulations then in which the large-scale potential
distribution is modelled as detailed in the following two subsections on
FE simulations and a summary of the analytical line charge approach.

2.4. Finite element simulations

The electrostatic potential 𝑉 FE and related quantities have been
derived numerically via FE simulations corresponding to the biased
needle setup introduced in Fig. 1a. Both needles have been assumed
to be identical and rotationally symmetric, each modelled in four parts
(A–D) as shown in Fig. 2. The tip is either modelled as half sphere,
cone or cylinder (A) and continues with a short conical section (B) as
tip extension. Another conical section (C) with smaller opening angle
follows, adapted from the experimental needle shape, which finally
merges into a cylindrical rod (D) of constant diameter which is chosen
as 25 μm according to the manufacturers specification.

A simulated 3D section of the electric potential 𝑉 FE around the
biased needles is shown in Fig. 3a. By projection of 𝑉 FE along the 𝑧-
direction, the projected potential 𝑉 FE

p of the whole simulation volume
is obtained (Fig. 3b). Subsequently, the projected electric field 𝐸⃗FE

p is
given by the gradient of 𝑉 FE

p in 𝑥- and 𝑦-direction.
Fig. 3c shows a map of the obtained projected electric field 𝐸FE

p,y
pointing in 𝑦-direction. Throughout this study, 𝐸FE

p,y is evaluated along
the dashed line profile at the half axis which hereafter itself is denoted
as 𝐸FE

p,y being one-dimensional. In the further course, respective sim-
ulation parameters are given where appropriate in the corresponding
sections.

2.5. Analytic line charge model

Complementary to the FE simulation, an analytic line charge model
(LCM) [16] has been employed as a possible alternative to the cus-
4

Fig. 3. (a) Selected 3D section of the electrostatic potential 𝑉 FE numerically derived
by FE simulation. (b) Projected electrostatic potential 𝑉 FE

p yielded by projection of 𝑉 FE

along 𝑧-direction. (c) Projected electric field 𝐸FE
p in 𝑦-direction via gradient of 𝑉 FE

p .
𝐸FE

p,y is evaluated along the dashed line profile.

tomised FE simulation above. This was done to revise whether a
computationally much less demanding procedure could be used to
interpret experiments quantitatively. In the framework of the LCM, a
biased needle of the setup in Fig. 1 is approximated as an infinitesimally
thin line with length 𝑑 and constant line charge density 𝛿LCM. The
electrostatic potential 𝑉 LCM can be expressed analytically as

𝑉 LCM =
𝛿LCM
4𝜋𝜖0

⋅ log
[
√

𝑥2 + (𝑑 + 𝑦)2 + 𝑧2 + 𝑑 + 𝑦
√

𝑥2 + 𝑦2 + 𝑧2 + 𝑦

]

. (14)

For the comparative application of the LCM, the line charge density
has to be specified which favourably is chosen according to the present
needle setup. Here, the line charge density 𝛿LCM is experimentally
derived via EH according to Ref. [20], being insensitive to the PRE,
as long as the region from which the reference wave is obtained is
itself charge-free. This yields an effective line charge density 𝛿EH, which
amounts to 3.26 e/nm for the introduced setup.

Fig. 4 shows contour plots of 𝑉 LCM in the 𝑥–𝑦-plane at position
𝑧 = 0, generated by two line charges with opposite charging ±𝛿EH.
These fictitious needles are indicated as equipotential surfaces of −25 V
(left) and 25 V (right) to emulate the potential difference of 50 V
present between the needles in experiment. The corresponding analyt-
ical expression for the projected electrostatic potential 𝑉 LCM

p is given
by

𝑉 LCM
p =

𝛿LCM
4𝜋𝜖0

⋅ [−(𝑑 + 𝑦)log
(

𝑥2 + (𝑑 + 𝑦)2
)

+ 𝑦log
(

𝑥2 + 𝑦2
)

+ 2𝑑 + 2𝑥tan−1
( 𝑦
𝑥

)

−2𝑥tan−1
(

𝑑 + 𝑦
𝑥

)

] . (15)

In Section 3.4, the validity of the LCM applied to the presented
needle setup is discussed by means of a comparison to the FE results.
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Fig. 4. Contour plots of 𝑉 LCM generated by two oppositely charged line charges in the
𝑥–𝑦-plane at position 𝑧 = 0. The contours represent the cross-section of the 𝑥–𝑦-plane
and equipotential surfaces of 𝑉 LCM tagged with the respective value in Volt. (a) Line
charges mirrored at 𝑥-axis with 200 nm gap at position 𝑥=0. (b) Line charges parallelly
aligned to 𝑦-axis with tips at 𝑦 = ±200 nm and lateral positioned at 𝑥 = ∓100 nm.

Fig. 5. Convergence study to the projected electric field 𝐸FE
p,y derived via FE simulation

regarding the projection volume height ℎ𝑧 and the needle length 𝑑. Peak value of
𝐸FE

p,y between needles plotted in (a) for increasing height ℎ𝑧 of the projection volume
symmetrically around 𝑧 = 0 and subsequently in (b) for simultaneously increasing the
length 𝑑 of both needles at ℎ𝑧 = 1.6 mm.

3. Results

3.1. Convergence of the electric field in FE simulations

Essentially, a numerically converged solution of the projected elec-
trostatic potential is to be obtained. Initially, the 3D potential 𝑉 FE is
derived via FE simulation solely relying on geometric and electrostatic
boundary conditions as input parameters. To calculate the projected
electrostatic potential 𝑉 FE

p and subsequently the projected electric field
𝐸⃗FE

p , a projection volume of finite height ℎ𝑧 in 𝑧-direction needs to be
defined within the simulation, such that a sufficiently large fraction of
the electric field is collected in 𝐸⃗FE

p via projection as the electric field
has infinite spatial reach and asymptotically decreases with 1

ℎ2𝑧
.

On the one hand, the height of the projection volume in 𝑧-direction
has to be large enough for the projected electric field to reach conver-
gence. On the other hand, the needle length 𝑑 needs to be increased
until convergence is reached. This is because more distant parts of the
needles also contribute to the electric field between the needles. Note
that the needles used in the experiment are of macroscopic lengths.

In Fig. 5a, the peak value of the projected electric field 𝐸FE
p,y at

the centre between both needles is plotted against ℎ𝑧. The projection
volume height ℎ𝑧 was increased stepwise, symmetrically around the
position 𝑧 = 0 with needles of 114 μm length. At ℎ𝑧 = 1.6 mm, 𝐸FE

p,y
is sufficiently converged. It is noteworthy that about 90% of 𝐸FE

p,y is
contained within a projection volume of 100 μm height whereas the
remaining 10% are spread over the macroscopic distance of 1.6 mm.
In Fig. 5b, the rod part of the needle (Fig. 2D) has been increased
5

in length. At a total needle length of 614 μm, 𝐸FE
p,y is sufficiently

converged. Here, the major abort condition regarding the convergence
is the balance between accuracy and increasing numerical effort due to
larger needles and projection volume resulting in slight underestima-
tion of 𝐸FE

p,y. In conclusion, the field spreads over a millimeter-sized re-
gion which implies a challenge for the investigation of nanostructures,
since interaction distances scale over six orders of magnitudes.

3.2. Impact of needle geometry on projected electric field

In the following, changes in projected electric field 𝐸FE
p,y introduced

by variations to the needle geometry and their relative position are
studied using FE simulations. Fig. 6a shows the evolution of 𝐸FE

p,y when
the gap distance between the needles is varied along the 𝑦-axis. With
decreasing gap distance, 𝐸FE

p,y increases drastically at the origin of the
𝑥-axis. Approximately 200 nm apart from the origin in 𝑥-direction, the
line profiles of 𝐸FE

p,y approach the same value for different gap distances.
During an experiment, it cannot be assumed that the tips are perfectly
aligned vertically and laterally as being symmetrically mirrored at the
𝑥–𝑧-plane. Therefore, the influence of relative misalignment of the
needles on 𝐸FE

p,y is studied as well. Thereby, one needle (left) remains at
its original position while the other one (right) is shifted along the 𝑥-
and 𝑧-direction. Fig. 6b shows that a relative needle shift in 𝑥-direction
reduces and shifts the maximum of 𝐸FE

p,y significantly which lays at half
the position of the total shift distance. Furthermore, shifting the needle
by up to 150 nm in 𝑥-direction leads to a considerable broadening of
the peak. Beyond a relative shift of 150 nm, the peak starts to separate
into two peaks of equal height.

In Fig. 6c, exclusively shifting the needle in 𝑧-direction shows that
𝐸FE

p,y is far more sensitive to relative needle shifts in 𝑥-direction as
compared to shifts along 𝑧. Even a shift of 1 μm in 𝑧-direction leads
to a reduction of about 8 V in 𝐸FE

p,y comparing peak values, being only
5% of the unshifted case. In 𝑥-direction, a shift of about 150 nm is
sufficient to likewise reduce 𝐸FE

p,y.
Additionally, the influence of the tip shape on 𝐸FE

p,y has been evalu-
ated by simulating two more tip geometries, apart from the original
half sphere which have been presented in Fig. 2. The result of the
half sphere, a flat cylinder and a sharp cone are plotted in Fig. 6d.
The evolution of the peak values of 𝐸FE

p,y shows that the specific tip
shape becomes less important with increasing gap distance. For smaller
needle separations, sharpening the tip from cylindrical shape over a
hemisphere to a cone generates a considerably lower projected electric
field. For the tip distance of approximately 200 nm used in the experi-
ment as depicted in Fig. 1a, the slightly, yet overtly, different tip shapes
should therefore have minor impact on the measured projected electric
field.

3.3. Potential quantification by EH and PRE

With the above FE results for long-range electric field geometries
and needle architectures in mind, we now address the measured fields
in Fig. 1b quantitatively of which here the EH measurement is focused
on. Fig. 7a shows a 2D map of the projected electric potential 𝑉 FE

p
yielded by an FE simulation for a tip distance of 200 nm and a bias
of 50 V. In the context of EH, the regions O and R indicate the areas of
the object wave and the reference wave according to the experiment,
which are brought to interference in the image plane. Both areas are of
same size and of the same width 𝑤 corresponding to the width of the
resulting interference region. Here, a fictitious biprism is assumed to
be located at 𝑥 = 𝑤∕2 parallel to the 𝑦-axis. Since the reference wave
is rather represented by a part of the FE simulation than assumed to
have a flat phase, the perturbed reference wave effect is included in
the present analysis.

Eq. (8) represents the general phase difference between object
wave and reference wave encrypted in the hologram. Neglecting the
carrier-frequency after reconstruction yields

𝛥𝜑(𝑟 ) = 𝛷 (𝑟 ) −𝛷 (𝑟 ) . (16)
⟂ obj ⟂ ref ⟂
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Fig. 6. The projected electric field 𝐸FE
p,y is shown (a) for different gap distances between the needles (50–250 nm) without a relative needle shift in 𝑥- and 𝑧-direction, (b) for

different needle shifts in 𝑥-direction (50–250 nm) at constant gap distance of 200 nm without shift in 𝑦- and 𝑧-direction, (c) for different needle shifts in 𝑧-direction between the
needles (0-1 μm) at 200 nm gap distance without needle shift in 𝑥- and 𝑦-direction, and (d) shows the dependence of 𝐸FE

p,y from the used tip shape. Analogous to (a), the maximal
value of 𝐸FE

p,y between the needles is plotted against the gap distance without needle shift in 𝑥- and 𝑧-direction. This is depicted for each of the three different tip shapes.
Assuming a phase object, the phase shifts owing to the projected
electrostatic potential 𝑉p trespassed by the object wave and reference
wave read

𝛷obj(𝑟⟂) = 𝜎𝑉p(𝑟⟂) (17)

𝛷ref(𝑟⟂) = 𝜎𝑉p(𝑟⟂ +𝑤 ⋅ 𝑒𝑥) . (18)

In this simulation study, we neglect the finite wire diameter of the
biprism amounting to 160 nm backprojected to the object plane, being
much smaller than the experimental overlap width 𝑤 of several mi-
crons. The encrypted projected electrostatic potential in the hologram
is accordingly given by

𝑉 EH,PRE
p (𝑟⟂) = 𝛥𝜑∕𝜎 = 𝑉p(𝑟⟂) − 𝑉p(𝑟⟂ +𝑤 ⋅ 𝑒𝑥) . (19)

Inserting 𝑉 FE
p on the right hand side yields the counterpart simu-

lated by FE. Fig. 7b exemplarily shows the expected projected potential
𝑉 FE,PRE

p after region O and R have been brought to interference for a
widths 𝑤 of the interference region. Eventually, Fig. 8 shows the line
plots between the needles of the unperturbed electric field 𝐸FE

p,y after
taking the gradient of the potential, the perturbed field 𝐸FE,PRE

p,y and
the experimental 𝐸EH

p,y measurement. Here, 𝑤 is chosen to 2.4 μm in
correspondence to the experiment. The EH measurement of 𝐸EH

p,y is well
reproduced by 𝐸FE,PRE

p,y from FE simulation when the PRE is considered.
Furthermore, the unperturbed 𝐸FE

p,y is as well in good agreement with
the COM measurement 𝐸COM shown in Fig. 9.
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p,y
3.4. Validity of analytical line charge model

The computational effort of the FE studies suggests testing to which
extent the LCM is capable of a quantitative reproduction of the PRE
and the experimental observations. According to Eq. (14), the model
contains only three parameters which are the needle length 𝑑, the line
charge 𝛿LCM and the relative needle shift when superimposing multiple
needle potentials. Here, two needle lengths have been chosen to 100 μm
and 614 μm. The former is commonly assumed to yield suitable results
in practice, whereas the latter provided the best agreement with the
present experiment and, interestingly, corresponds to the FE simula-
tion. In Fig. 10, the respective projected electric fields 𝐸COM

p,y from
COM measurement, 𝐸FE

p,y from FE simulation and 𝐸LCM
p,y from LCM are

juxtaposed. However, with a needle length of 614 μm, the maximum
and the reduction of the measured field in its vicinity is represented
rather well by the LCM, but nevertheless differs significantly beyond
100 nm aloof the symmetry point 𝑥 = 0.

Moreover, in analogy to 𝛿LCM, an effective line charge density 𝛿FE
can be obtained from the conducted FE simulation. Fig. 11 shows
the surface charge from FE evaluated within the 𝑥–𝑦-plane at 𝑧 =
0. Azimutal integration of the surface charge along the needle in 𝑦-
direction results in the effective line charge density 𝛿FE which amounts
to 2.15 e/nm which is approximately two thirds of the corresponding
experimental result of 3.26 e/nm measured via EH.

Even though qualitatively good results can be obtained, the LCM
here is not able to reproduce the details of the profile quantitatively.
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Fig. 7. (a) 2D map of the projected electric potential 𝑉 FE
p between the biased needles.

Region O and R represent the areas which are propagated by an object wave and a
reference wave, respectively, within EH. (b) 2D map of the perturbed projected electric
potential 𝑉 FE,PRE

p obtained by superposition of 𝑉 FE
p in region O and R with interference

region width 𝑤.

Fig. 8. Projected electric field 𝐸EH
p,y plotted from FE simulation (FE SIM), the FE simu-

lation altered by the perturbed reference wave effect (FE SIM-PRE) and experimentally
measured by off-axis EH (EXP EH). O and R indicate the lateral regions which are
propagated by the object wave and reference wave in EH, respectively, 𝑤 indicates the
width of the interference region.
7

Fig. 9. Collection of the projected electric fields 𝐸p,y from the experimental COM
measurement (EXP COM), the experimental EH measurement (EXP EH), FE simulation
(FE SIM) and the perturbed FE simulation (FE SIM-PRE).

Fig. 10. Projected electric field 𝐸p,y plotted from the experimental COM measurement
(EXP COM), FE simulation (FE SIM), the line charge model with different needle lengths
(LCM - 100 μm, LCM - 614 μm).

Reasons for the inaccuracies of the LCM are the insufficiently specified
needle length and the principle lack of geometrical boundary condi-
tions, leading to a mismatch of the shapes of the equipotential surface
at a given bias voltage and the needle surface.

3.5. COM simulation

As seen in Fig. 9, the experimental COM signal agrees well with the
unperturbed FE simulation result 𝐸FE

p,y. However, the COM signal may
depend on the chosen microscope parameters which may impact the
STEM-probe’s sensitivity to the probed electric field as its spatial profile
is altered, just as the EH signal is subject to the reconstruction aperture,
or a physically inserted objective aperture. Multislice simulations [21]
are employed in the following to analyse the impact of the acceleration
voltage in the range of 100 to 300 kV, semi-convergence angle and
the phase object approximation on the COM signal. The simulations
were carried out in a volume with dimensions of 800 nm × 800 nm
× 100 μm, sampled with 10000 × 10000 × 500 pixels. The sampling
within the 𝑥–𝑦-plane has been heightened by numerical interpolation
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Fig. 11. Magnitude of the surface charge 𝜎 at both needle surfaces yielded via FE
simulation. In particular, a cross-section of the needle setup is shown in the 𝑥–𝑦-plane
at height 𝑧 = 0.

which is feasible as the potential landscape is slowly varying. Within
the multislice scheme, the simulation volume is vertically separated
into slices containing the corresponding electric potential, here 𝑉 FE

from the FE simulation. For each slice 𝑖, the projected electrostatic
potential 𝑉 FE

p,i is calculated which acts as phase object within the MS.
Via the Fresnel-propagator, the phase-shifted probe is propagated to the
adjacent slice 𝑖 + 1 until the whole volume has been transmitted.

Fig. 12 illustrates the MS scheme for the intensities of the incident
STEM probe 𝛹0 and succeeding exit waves after each slice in the
corresponding 𝑥–𝑦-planes for 100 kV acceleration voltage and 1 mrad
semi-convergence angle. Besides, the incident STEM probe was focused
to the centre of the simulation volume. Hence, the MS starts with a
defocused STEM probe at 𝑧 = −50 μm at the top of the interaction
volume, therefore, having an increased probe diameter vertically off
the centre. Here, at each slice the lateral probe shift 𝑠lat induced by
the transmitted electric field to the probe is determined. As elaborated
in Section 2, the Fourier transform of an exit wave 𝛹ex in STEM
corresponds to the diffraction pattern in the detector plane from which
here the COM signal 𝐸⃗MS,COM

p,i is calculated.
In Fig. 13, the projected electric potential 𝐸FE

p,y accumulated along
the 𝑧-direction from the FE simulation is shown, together with the
COM signal 𝐸MS,COM

p,y and the lateral beam shift 𝑠lat calculated via MS
for each slice. In particular, 𝐸FE

p,y is exemplarily plotted for 5 and 500
slices in Fig. 13a. The respective electrostatic potential 𝑉 FE is used to
calculate the respective slice-wise phase grating by projection along 𝑧
for the MS simulation. The calculated COM signal for different numbers
of slices is depicted in Fig. 13b. Obviously, the number of slices has
negligible impact on the COM signal, since all curves yield the same
projected electric field value of 𝐸MS,COM

p,y (127 V) after passing the whole
interaction volume at 𝑧 = 50 μm. Furthermore, Fig. 13c shows the
lateral probe shift at each slice as determined by the COM in real
space. Here, five slices were used and the MS simulation was done
for semi-convergence angles ranging from 1–4 mrad. As the strongest
contribution of the electric field lays between 𝑧 = ±10 μm, the probe
gets perceptibly shifted in that region, whereas for 𝑧 < −10 μm only
8

Fig. 12. Illustration of the multislice simulation for an incident STEM-probe 𝛹0 at
100 kV acceleration voltage and 1 mrad semi-convergence angle propagated iteratively
through 3 slices. The simulation takes place within a volume of dimensions 800 nm
× 800 nm × 100 μm sampled by 10000 × 10000 × 500 pixels. 𝛹0 is focused at the
centre of the volume (−50 μm).

minor shifts can be observed. For 𝑧 > +10 μm, the probe has already
acquired a lateral momentum by which the probe is further shifted lat-
erally during the ongoing propagation, while simultaneously acquiring
marginal additional momentum by the decreasing stray electric field.
Interestingly, Fig. 13c reveals that higher semi-convergence angles here
result in larger beam shifts at constant acceleration voltage and slicings.

Additional trends in the simulated COM signals and lateral probe
shifts are examined in more detail in Fig. 14.

For 100, 200 and 300 keV electron energy and using the single-
slice projection assumption which is justified according to Fig. 13,
𝐸MS,COM

p,y and the lateral translation of the probe 𝑠lat are shown in
Fig. 14a and b, respectively. Whereas 𝐸MS,COM

p,y varies only at the second
digit, it increases slightly with increasing semi-convergence angles
between 1–5 mrad. The probe shift 𝑠lat gets larger with increasing semi-
convergence angle and decreasing acceleration voltage as well. In the
ensuing discussion, these findings are further elaborated.

4. Discussion

Impact of needle geometry on projected electric field

Section 3.2 showed that reducing the gap distances between the
needles increases the projected electric field 𝐸FE

p,y locally at the origin,
whereas 𝐸FE

p,y evaluated off centre remains mainly unaffected. For small
gap distances, it was demonstrated that the mere tip shape can have a
strong impact on 𝐸FE

p,y. Regarding the reproducibility of an experiment,
it is thus advisable to choose a gap distance at which the projected
electric field between the needles is not sensitive to the details of
the needle’s tip shape. Note that an experimenter has limited control
over the geometry of the biasing architecture at the nanometre scale,
e.g., using etching methods or mechanical procedures.

Furthermore, probing stray electric fields via STEM is commonly
carried out at low semi-convergence angles which compels a large
focus depth of the STEM-probe reaching microns. Experimentally, this
hampers the alignment of the biasing setup in 𝑧-direction. Fortunately,
it was shown that 𝐸FE

p,y is far less sensitive to relative needle shifts in
𝑧-direction compared to shifts in 𝑥-direction, here the difference was a
factor of approximately seven.
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Fig. 13. (a) Projected electric field 𝐸FE
p,y accumulated in 𝑧-direction from top to bottom

of the simulated propagation volume used as input for MS showed for 5 and 500 slices.
(b) COM signal 𝐸MS,COM

p,y from multislice simulation evaluated for 1, 3 and 5 slices with
STEM-probe of 1 mrad at 100 kV. (c) Lateral beam shift 𝑠𝑙𝑎𝑡 from multislice simulation
due to deflection by the electric field shown for 1–4 mrad STEM-probes.

In principle, a variation study of the setup geometry is conductible
experimentally, too. Nonetheless, asymmetric tips and uncertainties
to estimate the relative needle position hardens the interpretation of
results and their applicability to alike setups. A remedy would be the ac-
quisition and the subsequent 3D shape reconstruction of a tomographic
tilt series.

Potential quantification by EH and PRE

It was found that the simulated unperturbed field 𝐸FE
p,y is in quan-

titative agreement with the COM measurement whereas the perturbed
field 𝐸FE,PRE

p,y reduced by the PRE is in quantitative agreement with the
EH measurement seen in Fig. 9. The obtained quantitative agreement
of FE simulations with the experiments validates that the observed
discrepancy between COM and EH here arises from the PRE.

In the past, Matteucci and coworkers [22] have proposed the use of
analytic model simulations of electric potentials to reproduce the PRE
seen in holography experiments. For simple experimental setups, ana-
lytical solutions to the electric potentials have been derived such that
the PRE, observed in corresponding experiments, could be reproduced.
Hence, electric field mapping via EH can be quantitatively interpreted
when the PRE is posterior estimated.

In the present study, the projected potential between the biased
needles can be regarded as a slowly varying strong phase as the total
phase shift is 𝜎𝑉 FE

p ≈ 10−2 ⋅ 4 × 107 ≫ 0.36 which is given as 5% error
limit applying the wPOA according to Ref. [23]. The phase shift of the
perturbed potential can be estimated to 𝜎𝑉 FE,PRE

p ≈ 10−2 ⋅8×103 > 0.36.
Interestingly, the reduction of the total phase shift by the PRE favours
the application of the wPOA. It is even possible to construct cases
in which the wPOA is fully applicable altering the interference width
𝑤. Hence, on the one hand, the wPOA is mathematically strictly not
justified here. On the other hand, the consistency between the COM
measurement and the EH measurement when considering the PRE by
9

Fig. 14. (a) Projected electric field 𝐸MS,COM
p,y and (b) probe shift 𝑠lat calculated via MS

for an acceleration voltage of 100 kV, 200 kV and 300 kV. The incident probe 𝛹0 with
semi-convergence angles between 1–5 mrad has been propagated through one slice of
100 μm height containing the needles in its centre.

means of FE simulations suggests a minor error of the reconstructed
phase from experiment.

Independently, another arising question is which approaches ought
to be employed to reduce or eliminate the PRE posterior as well as
anterior to an EH measurement. In Fig. 8, the line profiles have shown
that the PRE reduces the estimated projected electric field drastically
by about 57% comparing the peak values. Apparently, the percentage
by which the projected electric field is reduced due to the PRE depends
on the spatial profile of the unperturbed electric field and on the width
𝑤 of the interference region. Therefore, a rather uneventful approach
to reduce the PRE is to increase the lateral distance between the sample
of interest and the reference wave. In conventional EH, this approach
is limited by the partial coherence of the electron wave since object
wave and reference wave have to be phase related in order to create
a defined hologram via interference [24]. More advanced instrumen-
tation and techniques in off-axis EH can be used to overcome related
issues. To be mentioned is the technique known as split-illumination
electron holography which uses multiple biprisms to acquire a coherent
reference wave tens of microns away from the sample edge [25]. For
microscopes still equipped with an conventional EH setup, an effec-
tively more distant reference wave can be derived by an accumulated
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reconstruction method proposed by Harada and Kasai [26] in which
multiple holograms are successively recorded ether shifting the sample
or the biprism equidistantly, also enabling large FOV reconstructions.

Focusing again on the present EH setup, it has to be noted that
once 𝑤 is fixed, the percentage by which the PRE reduces the projected
lectric field cannot be changed by variation of the biasing voltage
etween the needles, leading to proportional scaling in magnitude only.
owever, to experimentally reduce the PRE, the gap distance between

he needles can be reduced. This drastically increases the projected
lectric field close to the origin while the aloof field remains mainly
naffected, as seen in Section 3.2 for the present setup. On the contrary,
ecreasing the gap distance increases the dependence of the projected
lectric field between the needles on the tip geometry which has to be
onsidered as well.

Under certain conditions, it is even possible to eliminate the PRE,
ithout model-based simulations of long-range electric fields perturb-

ng the reference wave, using the experimentally recorded hologram
tself. Since Laplace’s equation holds in vacuum, any potential land-
cape ideally needs to be describable by a superposition of harmonic
unctions. Employing a least squares approach, elimination of the PRE
ould be demonstrated by Kou and Chen [27]. Nevertheless, the prac-
icability of the method is limited because the underlying electric
otential has to be describable by such a mathematical basis set of
unctions and that very basis set has to be guessed. Furthermore,
he electric potential has to be a continuous function, too, which
xcludes representing any transitions from sample to vacuum potential.
n contrast, within a customised FE simulation, the potential is com-
ulsory determined by geometrical boundary conditions which at least
ontinuum-wise allow for transitions from vacuum to matter.

alidity of analytical line charge model

In Section 3.4, it was shown that the LCM is capable to yield quali-
atively good results applied to the used needle setup. However, these
odel parameters do not represent the experimental ones accurately

ut had been determined such that consistency with the measured field
rofile can be achieved. Apart from choosing an appropriate line charge
ensity and needle length in the LCM to achieve more accurate results,
key argument for the quantitative mismatch of the LCM with the

OM measurement and the FE simulation is the principle incapability
o set geometric boundary conditions to the charge distribution, for the
harge in the LCM is always confined to an infinitesimally thin line.
n that respect, the equipotential surfaces of the needles generated via
CM (Fig. 4) should correspond to the cross-section of the needles in
he 𝑥–𝑦-plane. Apparently, the equipotential surface does neither agree
ith the experiment (Fig. 1a) nor with the approximated geometry
f the FE simulation (Fig. 11). Additionally, the equipotential surface
ithin the LCM even changes its shape when the needles are shifted

Fig. 4b).
The above shortcomings of the LCM were also recognised by Tavabi

t al. and others [16,28]. To achieve consistency between an aspired
eedle’s shape used in experiment and the equipotential surface gen-
rate by a line charge potential, they adjusted the LCM parameters
isregarding their associated physical correspondence. Subsequently,
he obtained equipotential surface was artificially set to an appropriate
alue. This approach may be applicable as caustic effects have been
egarded in their work taking place at the needles surface. However,
caling an appropriately shaped equipotential surface to the experimen-
ally consistent value does not eventually yield a long-ranging potential
andscape in free space which is also consistent with experiment.

Defying, F. Zheng et al. demonstrated that an iterative algorithm
ased on a line charge model is able to construct a charge distribution
rom an experimental electric charge measurement via EH also outside
he field of view, e.g. of a metallic needle tip [29]. Subsequently, the
lectric field can be inferred by the constructed charge distribution
10

ithout influence of the PRE. Thus, more advanced applications of the
LCM might be able to accurately establish consistency with empirical
data.

Nonetheless, the analytical LCM, regarded solely, yields qualitative
results which can be generated with low computational effort and is
especially beneficial in studies which demand smooth profiles over
comparably large areas.

COM simulation

The MS showed that the electric field quantification via COM is
stable under variation of the acceleration voltage, semi-convergence
angle and the number of slices. The simulated projected electric field
does not depend on the number of slices such that it is sufficient to
apply the POA.

The lateral beam translation in real space decreases notably with
increased acceleration voltage whereas the COM signal marginally
increases in the sub-percent region for increasing acceleration voltage.
Even though the magnitude of the COM signal is negligibly affected
by the acceleration voltage, experimentally operating at lower acceler-
ation voltages facilitates the COM measurement as larger beam shifts
are easier detected [30]. Moreover, a minor dependency of the COM
signal to the semi-convergence angle was noticeable. Increasing the
semi-convergence angle from 1–5 mrad slightly increases the beam
translation and the COM signal.

5. Conclusion

This study showed that numerical simulations based on a cus-
tomised geometry, such as above conducted FE simulations, are a
reliable tool to generate sufficiently accurate representations of stray
electric fields corresponding to an experimental setup. For an experi-
mentally measured projected electric field by conventional EH, it was
demonstrated that the PRE needs to be taken into account accurately
by FE simulations. In that way, consistency of projected electric field
measurements via COM in STEM and EH, respectively, can be achieved.
Contrary to an EH measurement, the electric field measurement via
STEM does not suffer from PRE and yielded results which are consistent
with the employed FE simulation of the electric field without additional
modifications. Yet, PRE-related artefacts within the used EH setup can
be overcome by more advanced EH techniques and instrumentation
which lay outside the targeted principle comparison of stray electric
field quantification between COM and conventional off-axis EH.

The use of the finite-element analysis via COMSOL enabled the sim-
ulation of long-range electric fields approaching macroscopic distances
in the millimeter range. Other tools and differential equation solvers
such as Liebmann solvers have been initially used [31] as the spatial
evolution of the electric field in vacuum is fully determined by Laplace’s
equation for given electrostatic boundary conditions. Nevertheless, the
simulative handling of electric fields across macroscopic distances with
nano-metre resolution applying Laplace’s equation numerically in real-
space is computationally costly, for which the flexibly generated grid
in FE is advantageous.

Disregarding the used field mapping method, COM or EH, custom
model simulations are indispensable to quantify electric fields within
biasing setups via TEM. On the one hand, stray electric fields might be
artefact-inducing to a quantitative imaging method as seen in EH via
the PRE. On the other hand, the stray electric fields generated by bi-
asing architectures are generally superimposed with any other electric
fields to be measured due to the projection of the measured signal in
𝑧-direction. As new correlative techniques emerge, for instance atom
probe tomography conducted in-situ within the TEM, measurements
involving biasing architectures crucially depend on the estimation of
generated stray electric fields. The accurate understanding of both
STEM and EH field mapping methods as presented in this work is thus
not only a prerequisite to investigate stray fields in the established
specimen geometries, but might also be relevant for future correlative
microscopy techniques.
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