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• Automated analysis of neuronal cell properties is paramount for studying brain architecture
• Algorithms need high efficiency at high throughput, and good reliability
• Challenging to assess the quality or certainty of individual segmentations during inference
• The Uncertainty-Aware Contour Proposal Network (UA-CPN) [1] extends the CPN [2]
• Includes uncertainty estimation, without sacrificing efficiency
• Method is trained to introspect by predicting four estimates per object
• Valuable information for downstream tasks, quality control and data selection
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EXPERIMENTS & RESULTS

• Contours are represented as vectors
• Sine and cosine transform maps to coordinates
• Predict coefficients 𝑎, 𝑏, 𝑐, 𝑑:

• Improves pixel precision
• Implicitly learned self-correcOon

• Goal: Efficiently provide uncertainty esOmates for segmented object boundaries
• Model esOmates four boundary localizaOon uncertainOes: top right, boSom, leT
• Learns to introspect based on systemic errors made during training
• Trained with negaOve power log-likelihood loss [4]: 

• 𝜂: IoU, 𝛿!: uncertainty esOmate , 𝜐!: Targeted boundary, *𝜐!: Predicted boundary
• Valuable informaOon for downstream tasks, training data selecOon, quality control, …

Neuronal cell bodies

METHOD

NeurIPS 22 Cell SegmentaDon CompeDDon
Boundary Supervision
• Allows supervision with bounding boxes
• Allows for mixed-annotaOon training
• Generalized IntersecOon over Union [3]

• Test score of 0.48 𝐹1"#$
• Among the correctly detected cells, 86% of the esOmated 

uncertainOes show a margin smaller than 25% to the opOmal 
soluOon of NPLL for the measured test loss

• Uncertainty esOmaOon also uncovers annotaOon inconsistencies
Cell segmentaOon examples:
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The Contour Proposal Network (CPN) can also produce high quality object
contours and masks from input queries such as points or weak segmentations.
Zero-shot transfer results for point queries from the BBBC041 test set:
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• 2nd best mean F1 score (81.81), 3rd place in ranking
Cell segmentaOon examples (annotaOons of test set are nonpublic):
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INTRODUCTION

CBA

𝐺𝐼𝑜𝑈 = 𝐼𝑜𝑈 −
|𝐶\(𝐴 ∪ 𝐵)|

|𝐶|

𝑥! 𝑡 = 𝑎" +&
!#$

%

𝑎! sin
2𝑛𝜋𝑡
𝑇

+ 𝑏! cos
2𝑛𝜋𝑡
𝑇

𝑦! 𝑡 = 𝑐" +&
!#$

%

𝑐! sin
2𝑛𝜋𝑡
𝑇

+ 𝑑! cos
2𝑛𝜋𝑡
𝑇

ℒ!"#$%&'("&) = 𝜂 $
*

𝑣* − '𝑣* +

2𝛿+ +
1
2 log 𝛿*

+ + 2 log 2𝜋

image annotaOons predicOon
𝐹1!.#: 0.76

𝐹1!.#: 0.64

Uncertainty estimation examples:

Uncertainty esOmaOon examples:
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Uncertainty-Aware Contour Proposal Network


