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ABSTRACT

In fire spread simulations, heat transfer and pyrolysis are processes to describe the thermal degradation of
solid material. In general, the necessary material parameters cannot be directly measured. They are implicitly
deduced from micro- and bench-scale experiments, i.e. thermogravimetric analysis (TGA), micro-combustion
(MCC) and cone calorimetry. Using a complex fire model, an inverse modelling process (IMP) is capable to find
parameter sets, which are able to reproduce the experimental results. In the real-scale, however, difficulties
arise predicting the fire behaviour using the deduced parameter sets. Here, we show an improved model to
fit data of multiple small scale experiment types. Primarily, a gas mixture is used to model an average heat
of combustion for the surrogate fuel. The pyrolysis scheme is using multiple reactions to match the mass loss
(TGA), as well as the energy release (MCC). Additionally, a radiative heat flux map, based on higher resolution
simulations, is used in the cone calorimeter setup. With this method, polymethylmetacrylate (PMMA) micro-
scale data can be reproduced well. For the bench-scale, IMP setups are used differing in cell size and targets,
which all lead to similar and good results. Yet, they show significantly different performance in the real-scale

parallel panel setup.

1. Introduction

The simulation of fire propagation is of great interest for the fire
safety engineering community. It could lead to reduced costs for mit-
igation measures, since the fire scenario could be less over-predicting
and fire protection measures could be better evaluated. It could even
make certain types of assessments possible, for instance when the
release of (radioactive) combustion products is to be determined, and
not prescribed within a design fire. Much research is performed in
this direction internationally [1-12]. This approach requires material
parameter sets, which allow meaningful reaction to changed physical
conditions near the fire. For example, reduced oxygen should lead to
less energy release from the flame, which in turn reduces the heat
transfer to the sample, impacts the release of combustible gas and
ultimately leads to a smaller flame. The performance of these parameter
sets needs to be assessed over all involved length scales, not only
in the micro- and bench-scale. Specifically, the transition from the
bench- to the real-scale is important. Assessment of the parameter
set’s performance is only meaningful in the real-scale, i.e. in terms of
validation. Thus, the real-scale should not be part of the estimation of
the parameter set itself.

PMMA is an often studied combustible solid in the fire safety
engineering community. Research is performed on the pyrolysis re-
action kinetics of the PMMA material, as well as on the gas phase

combustion reaction, and the numerical simulation thereof, e.g. [13—
15]. Fire propagation was investigated over PMMA slabs, oriented
horizontally and vertically, e.g. [16-19]. Simulation setups limited to
two spatial dimensions allow the detailed study of interactions between
flame and sample with high numerical resolution. These simulation
setups focus on sample sizes of about 0.1 m up to 5.0 m in length.
Material and pyrolysis reaction parameters have been determined from
analytical methods and literature. The upward flame spread over a
vertical 5.0 m tall, 0.6 m wide and 2.5 cm thick PMMA panel was
investigated by Kwon [20]. They reproduced real-scale experiments
with the Fire Dynamics Simulator (FDS, version 4), conducting full
three-dimensional large eddy simulations. The employed setup incorpo-
rates the simulation of gas phase combustion and the associated heat
feedback to the sample. The fluid cell size was chosen to be 2.5 cm.
Material and pyrolysis kinetics parameters have been determined from
cone calorimeter data. They identified issues in the coupling of the gas
phase combustion and pyrolysis models. This lead to an overestimation
of the flame height in the simulation. Recently, buoyancy driven real-
scale flame spread was investigated in a corner configuration over
PMMA slabs [21]. The used material parameter set of black cast PMMA
was determined in an earlier study [15]. In this real-scale simula-
tion setup, each panel was divided into 28 surface elements. Using
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ThermKin2Ds [22], each surface element was simulated independently.
No gas phase combustion reactions are considered in the model, flame
heat flux from experiments was imprinted as boundary condition to the
individual elements directly.

In the literature, fire propagation over PMMA samples is often
addressed with a focus on selected aspects. With this contribution
we present a general strategy to estimate material parameter sets,
solely based on small-scale experiment data. This creates a consistent
material model. The procedure is built on existing approaches. These
approaches are based on micro- and bench-scale tests, using cast black
PMMA as an example. The parameter sets are applied for fire spread
simulations with full three-dimensional large eddy simulations and gas
phase combustion, using FDS 6.7.6 [23].

In this work, for the parameter estimation, an optimisation algo-
rithm is employed in an inverse modelling process (IMP). We deliber-
ately assume no information on pyrolysis and combustion parameters
of PMMA. With this, the modelled system gains many degrees of free-
dom to represent, e.g., the intermediate states and structural changes,
which are in general not measurable from the virgin material. Addi-
tionally, these parameters may not be available in practical fire risk
assessment scenarios, and the presented approach aims for a general
applicability. As a general strategy, the process presented here is di-
vided into three major steps, in an effort to reduce the otherwise
significant computational demand. In the first step, reaction kinetics
of the material decomposition (pyrolysis) and the energy release in
the gas phase (combustion) are determined. This is based on micro-
scale tests, thermogravimetric analysis (TGA) and micro-combustion
calorimetry (MCC). A large number of parameters (33) is used to define
the PMMA decomposition scheme. By using an extremely simplified
micro-scale simulation setup the computational demand can be kept
low — in the order of days. In the second step, the thermophysical and
optical parameters are determined in the bench-scale. The simplified
cone calorimeter setup used in this step is computationally much
more expensive. Looking at fewer parameters (15), the computational
demand can be kept relatively low as well. Still, the needed computing
time is in the order of months on a high performance computing cluster
to complete a full IMP, including multiple sampling limit adjustments.
Finally, the performance of the parameter sets is assessed in a real-
scale simulation setup of a parallel panel test. This is considered here
as validation step, since the goal is to determine parameter sets in the
small-scale that lead to the appropriate behaviour to predict the fire
development in the real-scale.

The here proposed method is built on state-of-the-art strategies of
using FDS for pyrolysis simulation, e.g. [8-10,24]. The primary changes
are the use of multiple superimposed pyrolysis reactions, using a gas
mixture as surrogate fuel and conducting simplified cone calorimeter
simulations with higher fluid cell resolution during the inverse mod-
elling. The surrogate fuel consists of combustible and non-combustible
primitive species. During the IMP, their fractions are adjusted such
that the average heat of combustion (HOC) of this mixture fits to the
experiment data. With this, FDS can use the mass loss rate from the
solid directly as input for the gas phase without the usual scaling.

Furthermore, the radiative flux from the cone heater to the sample
surface is not uniform [25,26], which is taken into account here. A high
resolution simulation with a conical heater geometry was conducted
and the resulting radiative heat flux determined. This result is then
baked into a flux map for a simplified cone calorimeter setup. This
setup has a higher fluid cell resolution than is typically used. With the
higher resolution and the inhomogeneous heat flux, it is possible to
capture an uneven sample consumption.

In the presented theoretical study, we did not conduct any own ex-
periments, but used publicly available experimental data for the micro-
and bench-scale tests. These data sets are part of the MaCFP materials
database [7] (Git commit hash: 7£89fd8). The result of the inverse
modelling is an effective material parameter set. Its performance is
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compared against real-scale experiment data of a parallel panel test,
taken from the MaCFP database [27] (Git commit hash: 25614bd).
This article is accompanied by a publicly available data repository
on Zenodo [28], containing the simulation data and analysis scripts, as
well as a video series on YouTube explaining how they are set up [29].

2. Methodology
2.1. Numerical and physical models

Throughout this work, FDS (version FDS6.7 .6-810-ge59£90f -
HEAD) is used with default settings if not stated otherwise. All methods,
models and default parameters are documented in the FDS user’s
guide [23] and technical reference guide [30]. As FDS is an open access
model, including well documented sub-models, we will not make an
attempt to summarise the publicly available documentation here. Yet,
in the following sections, we highlight relevant modelling approaches,
which may not be commonly used. Additionally, whenever useful, we
explicitly state which FDS parameters or definitions we have used to
enhance the comprehensibility.

2.2. Inverse modelling process

Throughout the presented work, different sets of material param-
eters are estimated by inverse modelling. The general idea in this
approach is, that a cost function is defined, which measures the de-
viation of the predicted to the target experimental data. Here, the root
mean square error (RMSE) is used. Based on this function, an optimiser
searches for its minimal value, i.e. the set of material parameters for
which the prediction of the computational model matches the experi-
mental data best. The search is in general an iterative process, where
new parameter sets are determined and evaluated. In this work, the
evaluation of a parameter set corresponds to the execution of at least
one FDS simulation.

The parameter estimation is conducted, by employing a shuffled
complex evolutionary (SCE) algorithm [31]. The SCE is designed to
find the global optimum reliably in a multi-parameter space, without
getting stuck at local optima. The algorithm combines deterministic
and stochastic strategies, to efficiently sample the space of possible
solutions. The generated parameter sets are further divided into com-
plexes which are evolved competitively. Then the parameter sets are
shuffled and if convergence was reached, the process is stopped. Each
of these loops is called here a “generation”. The number of assessed
parameter sets per generation depends on the amount of parameters to
be considered and on the chosen number of complexes. Here, the num-
ber of complexes n¢ompiex is chosen to equal the number of parameters
Mparameter- 11€ Tesulting generation size @ is determined from Eq. (1).

D = (2 nparameter + 1 * Neomplex with Mcomplex = Mparameter 1

The number of generations was chosen to be about 150 for the
micro-scale simulations and about 100 generations for the simplified
cone calorimeter (bench-scale). In general, this was a sufficient number
of generations to reach convergence.

The initial sampling limits for the individual parameters are chosen
as best guess. If during the IMP parameters get stuck at one of their
limits, their sampling space is expanded in the respective direction.
Thus, the sampling space gets only larger and the same parameter
combinations of the previous runs can still be reached. Typically, after a
couple generations it is clear which parameter approaches a limit and
a new IMP run can be set up. These changes in sampling limits are
denoted with a capital “L” followed by a number, for example “L0” is
the original sampling space, “L1” would be the first expansion and so
on. See Appendix E for an example. This leads to a staggering of the
IMP runs.

The parameter estimation for the complete set is divided into two
IMP steps. In the first IMP step, the reaction kinetics parameters for
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Fig. 1. Data from different repetitions (Rep.) of micro-scale experiments, MaCFP [7]. Average (Avrg.) used as IMP target.

the material pyrolysis scheme are determined in the micro-scale. In the
second step, the thermophysical and optical parameters are determined
on the bench-scale, using the reaction kinetics of the first step. These
individual IMP steps are described in more detail in Section 3.1 and
Section 4.1 respectively.

The splitting of the two scales aims to distribute the workload
for the parameter estimation over two different simulation setups.
Separating the reaction kinetics from the thermophysical parameters,
is beneficial in two aspects. For one, it reduces the complexity of the
inverse modelling itself (n2,, > n2 + n2). With increasing amount of
parameters, the generation size grows more than quadratic, see Eq. (1).
Furthermore, about two thirds of the parameters can be determined in
a less costly setup. The computing time for the IMP massively depends
on the fidelity of the employed simulation. Even though the number
of simulations in a single IMP run at the micro-scale is about 6 times
larger than the simplified cone calorimeter setup (bench-scale), the
latter takes a good 30 times longer for the base case, as summarised in
Table 1. The simple cone setup with a coarse resolution (C2, as defined
in 4.1) can be completed in about 2 weeks, while the parameters at the
finest resolution (C5, as defined in 4.1) is estimated to take 10 months
to over a year!

The inverse modelling is conducted with PROPTI [32-34], an in-
house developed publicly available inverse modelling framework. New
dependencies were implemented to determine the gas mixtures (Git
commit hash: 3a05366), more recent versions of PROPTI should sup-
port this directly. In this work, PROPTI used the shuffled complex
evolutionary algorithm from SPOTPY [35], version 1.5.14.

2.3. Pyrolysis modelling approach

Fire spread on solid materials involves the transformation of the
material into a combustible gas. This transformation, determined by

Table 1

Overview of number of optimisation parameters during different steps of the IMP. The
amount of used CPU cores equals the number of parameters. Time necessary in the
bench-scale setup massively depends on the fluid cell number and size, listed here is
the base case, as defined in 4.1. Counting of “IMP run time” begins with the start of
L0 and ends with the stop of L3.

Micro-scale Bench-scale
Number of parameters 33 15
Generation size 2211 465
Number of generations 150 100
IMP run time (approx.) 3.5 days > 110 days

the temperature of the solid, is called pyrolysis. In the case of PMMA,
the long molecule chains of a polymer are split into smaller molecules.
This is mostly its monomer methylmetacrylate (MMA), more than
90 %, and small amounts of carbon dioxide [13,14,24,36]. However,
the MMA is not directly involved in the combustion [14]. It further
decomposes into even smaller chemical compounds, among which are
methane, acetylene, ethylene, carbon monoxide, carbon dioxide, and
hydrogen [14]. These smaller molecules are then taking part in the
gas phase combustion (flame). The combustion reaction involves many
intermediate species and reactions. Already for simple hydrocarbons
like methane, reaction mechanisms are proposed [37-39] that involve
30 to over 1200 intermediate reactions and over 200 intermediate
species. Reaction mechanisms for longer carbon chains contain the re-
actions of the shorter molecules [40]. Concentrations of the individual
species also change across the combustion reaction zone [41]. It seems
that the limiting factor to the fidelity of the reaction models is pri-
marily the available computing power [23,42]. Reaction schemes also
differ by which PMMA decomposes, depending on the polymerisation
method and molecular weight [14,15,36], as well as with different test
apparatus designs [43].
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Fig. 2. Design of the PMMA pyrolysis scheme with eight parallel decomposition reactions. The initial guess is fine-tuned by the first IMP step. Target is MCC heat release rate

data for a heating rate of 60 K/min (NIST) [7].

Table 2

Overview over the different micro-scale IMP setups, with two simultaneous simulations.

IMP setup IMP target details
Simulation setup 1 Simulation setup 2
MCCTGA_01 normalised residual mass at 10 K/min (TGA) heat release rate at 60 K/min (MCC)
MCCTGA_02 normalised residual mass at 50 K/min (TGA) heat release rate at 60 K/min (MCC)
0.5 1 Table 3
’ mgglgi—g; ::g Overview over the parameters of the pyrolysis scheme
= that are adjusted in the micro-scale IMP step.
0.4 —— MCCTGA_02, L1
" ' Component Parameter
% 0.31 PMMA 1 to 8 Reference temperature
> Pyrolysis range
@ Heat of reaction
uc) 0.2 Mass fraction
=]
i Fuel mixture Carbon dioxide mass fraction
0.1 \ Ethylene mass fraction
= Methane mass fraction
0.01
25 50 75 100 125 150 175 200

Generations

Fig. 3. Fitness development of the micro-scale IMP setups. MCCTGA_02, L1, cut short
due to good performance.

The material decomposition and combustion models within this
work using FDS are strongly simplified, yet reflect common practise
in scientific and engineering applications. These simplifications are
justified in many practical fire risk assessments, due to outside re-
strictions. Fluid cell sizes are large when smoke spread is assessed
during the design phase of buildings, typically in the order of 10 cm

to 20 cm. Combustion reactions happen in length scales of millimetres,
thus detailed chemical reaction schemes are not feasible. Secondly,
combustible objects involved in a fire are typically only vaguely known.
The material parameters are not known in the required amount of detail
and determining them requires large effort, as discussed within this
work. For the presented model, the solid sample material is transformed
within a series of parallel elementary (single-step) pyrolysis reactions.
From the original material, each elementary reaction produces a mass
fraction of about 0.99 of a surrogate fuel (NU_SPEC) and about 0.01
of an inert residue (NU_MATL). This is summarised in Eq. (2). The
pyrolysis is modelled by a first-order Arrhenius approach and consists
of a set of parallel single-step decomposition reactions. The composition



T. Hehnen and L. Arnold

. 1.01 e
- -~
wn

S 0.8

Lo

E

5 0.6

)

«

- 0.4

@

n

g 0.2 4 === 10 K/min, Avrg.

\O- —— MCCTGA_01, LO (IMP)
= 0.0 MCCTGA_02, L1

0 100 200 300 400 500 600
Temperature / °C

(a) Targets: MCC at 60 K/min, TGA at 10 K/min.

Fire Safety Journal 141 (2023) 103926

1.0 ety
> 0.8
a
©
s
S 0.6
bl
o
(0]
(-4
T 0.4+
]
®
£
g 0.2 9 -~~~ 50 K/min, Avrg.
—— MCCTGA 01, LO
0.01 MCCTGA_02, L1 (IMP) -—
0 100 200 300 400 500 600

Temperature / °C

(b) Targets: MCC at 60 K/min, TGA at 50 K/min.

Fig. 4. Normalised residual mass from TGA, for heating rates of 10 K/min and 50 K/min. Comparison of response for the best parameter sets, (IMP) indicates the respective

target.

3507 —--- Target, Avrg. \
| — mccTGA 01, LO \

MCCTGA 02, L1

/
N W
g o
o o

200 A "‘
1501
1001 ;
50 )
0—— A_._/‘.\./// ‘\\__ o

0 100 200 300 400 500 600
Temperature / °C

Heat Release Rate / W/g

Fig. 5. Heat release rate from MCC for a heating rate of 60 K/min. Comparison
between experiment and best parameter set from the IMP.

of the surrogate fuel mixture is determined by the first IMP step (micro-
scale). It consists of the following mass fractions: 0.193008 methane,
0.315408 ethylene and 0.491585 carbon dioxide, see also Eq. (3). This
mixture yields an average effective heat of combustion similar to the
experiment. The fuel mixture skips over intermediate reaction steps of
the PMMA and MMA decomposition [14]. The released gas is directly
involved in the combustion reaction, see Section 2.4. Intermediate
reaction steps of further decomposition of the MMA are neglected here.
This is regarded as an intermediate approach, located between a single
surrogate or many intermediate chemical reactions and species. It still
maintains the benefit of the surrogate: the reduced computational cost,
because fewer species and reactions need to be tracked.

PMMA; — 0.99Fuel Mixture + 0.01Residue (2)

Fuel Mixture = 0.193008CH, + 0.315408C,H, + 0.491585CO, 3)

For the purpose of this work, peaks in the reaction rate plots of
micro-scale experiments are interpreted as pyrolysis reactions. There
is no detailed analysis conducted as to their chemical nature. Here, the
decomposition reactions are used to approximate the development of
the reaction rates determined from the micro-scale experiments.

The material definition in FDS (MATL) plays two roles important
to the work presented here. In the first and obvious role, it defines
the thermo-physical properties of the sample material, specifically the
density, thermal conductivity and so on. In the second role, it contains
information on the pyrolysis reaction, i.e. the parameters of the Arrhe-
nius equation, the products of the decomposition reaction as well as
the heat of reaction and/or combustion. The material definition needs
to be realised as a representation of the sample, by connecting it to
a boundary condition (SURF). In the boundary condition definition

mass fractions are assigned to an individual material. With this, it is
defined how much of the sample material can be consumed by a given
reaction. Assume a fictional homogeneous sample, which exhibits dis-
tinct reaction rate peaks at two different temperatures. To replicate this
behaviour two materials need to be defined. Both get the same thermo-
physical parameters to satisfy the condition of the homogeneous sample
material. However, they need different pyrolysis reaction definitions to
reproduce the peaks at different temperatures.

2.4. Gas phase combustion

In the here proposed method, the complete energy release is as-
sumed to take place as a gas phase reaction in the flame — no oxidation
at the solid surface. Furthermore, it is assumed that the involved
materials, the combustible gases and the polymer, are hydrocarbons.
Thus, for different materials the strategy might need to be adjusted, but
should be transferable in principle. The combustion reaction is a single
step from the surrogate fuel mixture to the combustion products, see
Eq. (4).

Fuel Mixture + 7.747198 Air — 8.747198(0.675303N, + 0.221259CO,
+ 0.002515 soot +0.100923H,0)  (4)

Since PMMA mostly decomposes into its monomer MMA when
heated [13,14,24,36], it could be considered as the gaseous fuel. This is
also commonly done in practice, see for example the “NIST/NRC Paral-
lel Panel Experiments” validation case for FDS [44]. Due to neglecting
all intermediate reaction steps and species, this fuel is considered a
surrogate, i.e. a surrogate fuel. In FDS, the surrogate is often chosen to
be a pure, primitive species, like propane or the aforementioned MMA.
This might lead to difficulties connecting it to the gas released in an
experiment, of which the heat of combustion is likely different. FDS
deals with this situation, by scaling the mass of combustible species
introduced into the gas domain based on the energy release [23].
Appendix D provides an exemplary description of this concept. In the
proposed method here, a simple gas mixture is used with the goal to
get an average HOC so that the mass loss rates match for the solid and
gas phase. With “simple” meaning only a few primitive components. It
is built, using the lumped species concept in FDS. Here, components
are chosen that are already implemented in FDS and are also part
of the overall combustion reaction mechanism [14]. They differ in
their respective molecular weight and heat of combustion. No specific
emphasis is given to the radiative fraction (RADIATIVE_FRACTION),
thus it uses the default of 0.35 for unknown species [23]. The chosen
species are: methane, ethylene and carbon dioxide, see Section 2.3.
The fractions of methane and ethylene are directly adjusted during
the IMP. Carbon dioxide is used to account the remaining difference.
Using three adjustable components, the degrees of freedom for the



T. Hehnen and L. Arnold

350
Target
3001 Total
@ PMMA 1
2 2501 PMMA 2
2 PMMA 3
200 1 PMMA 4
8 10 PMMA 5
® PMMA 6
% 100 PMMA 7
T PMMA 8
50 1
0 100 200 300 400 500 600

Temperature / °C

(a) Determined reactions.

Fire Safety Journal 141 (2023) 103926

10°

1074

1072.

Sample Mass Fraction / -

1034

— ~ m < n © ~ ©
< < < < < < < <
= = = = = = = =
= = = = = = = =
a o o a o o o o

(b) Reaction contributions.

Fig. 6. Individual reaction steps (MCCTGA_02, L1); residue production excluded.

mixture and therefore the computational demand is kept low. They are
also part of a computationally inexpensive simulation setup, compare
Table 1, but still connect to the simulations with gas phase combustion.
Since the combustible species are hydrocarbons, the "simple chemistry”
approach of FDS 6.7.6 can be used, with a soot yield of 0.022 g/g taken
from [45], table 8.1.

During the real-scale validation simulations, two different gas phase
reaction definitions are used: the gas burner (propane) and the fuel
mixture for PMMA. This requires the “complex chemistry” approach
in FDS 6.7.6 and individual gas phase reactions. The stoichiometry of
the gas mixture is extracted from the best parameter set of the first
IMP step, for details see Appendix C. Two different gas phase reactions
enable, for example, the assignment of different values for the radiative
fraction and soot yield.

3. Micro-scale setup — Pyrolysis reaction scheme
3.1. Methods

The focus of the micro-scale setups is to determine the temperature-
dependent material decomposition reactions (pyrolysis). The experi-
mental data, that is used as target during the parameter estimation, is
taken from the open-access MaCFP git repository [7]. Two data sets
are used in two different IMP setups. First, the normalised residual
mass data recorded by a TGA with a heating rate of 10 K/min and
heat release rate data recorded by an MCC with a heating rate of
60 K/min. Both are provided by the National Institute of Standards
and Technology (NIST). Secondly, normalised residual mass data by a
TGA from Sandia National Laboratories (Sandia), recorded at a higher
heating rate of 50 K/min. This is used in an effort to get close to
matching heating rates for TGA and MCC. As of writing, no 60 K/min
TGA data set or MCC experiments with different heating rates matching
the existing TGA data are available from the MaCFP repository. The
TGA experiments by NIST were conducted in nitrogen atmosphere. For
the MCC experiments the pyrolysis chamber was fed with nitrogen and
oxygen was mixed into the effluents before entering the combustion
chamber. The TGA experiments by Sandia were conducted in argon
atmosphere.

All the experimental data series are averaged within each group,
to be used as target during the IMP, see Fig. 1. The residual mass
data is normalised to get the normalised residual sample mass over
temperature, and the final residue amount is determined (Fig. 1(a)).
The amount of residue produced is very small, about one percent of the
starting sample mass. This value is used directly as residue production
for each decomposition reaction in FDS (NU_MATL). From the pro-
cessed heat release rate data the average effective heat of combustion
is determined.

Two different IMP setups are designed, summarised in Table 2. They
assess each parameter sets performance in two different simulation
setups simultaneously. With this, two experiment setups with different
heating rates can be taken into account. The first micro-scale IMP
setup uses the normalised residual mass at a heating rate of 10 K/min
(TGA, NIST) and the heat release rate at 60 K/min (MCC, NIST). The
second micro-scale IMP setup uses the normalised residual mass at a
heating rate of 50 K/min (TGA, Sandia) and the heat release rate at
60 K/min (MCC, NIST). Thus, the first IMP setup covers a relatively
large difference in the heating rate. The second setup aims to provide
a heating rate in the TGA that closer matches the conditions during the
MCC experiment, within the available data from MaCFP.

Multiple parallel pyrolysis reactions are used to roughly approx-
imate the experiment data. The goal is to use as few reactions as
possible, yet approximate the experiment response to a high preci-
sion. The reactions are manually positioned, by defining the reference
values by trail-and-error. The parameters of these reactions form the
first guess. The positioning process is conducted as follows. Individual
decomposition reactions are identified from a plot of the MCC heat
release rate experiment data, see Fig. 1(b). Four peaks can be visually
identified at about 187 °C, 217 °C, 304 °C and 383 °C, see Fig. 2(a).
They form the primary set of decomposition reactions. A secondary set,
Fig. 2(b), is used to capture the decay of the largest reaction peak.
They are located at 415 °C and 436 °C. This is necessary, because to
skew the peak, reaction orders larger than unity would be needed. The
skewing behaviour needs therefore be reproduced by superposition of
multiple reactions. Finally, a set of tertiary reactions is defined at about
210 °Cand 317 °C, see Fig. 2(c). They are used to provide the optimiser
with some flexibility to capture the reaction rate development. All these
reaction sets combined form the initial guess of the decomposition
scheme for the inverse modelling, see Fig. 2(d). Thus, these pyrolysis
reactions are not necessarily directly chemical/physical in nature, but
needed for the model. In total, eight decomposition reactions are
defined, labelled “PMMA 1”7 to “PMMA 8”. The fine-tuning of the
parameters of these reactions, using an IMP, concludes the first step
of the procedure.

The argument could be made, that eight pyrolysis reactions are too
many. One might be able to exclude the tertiary reactions. However,
the algorithm is not able to add more reactions if needed, but can only
adjust predefined parameters. Since it is unclear in the beginning how
many reactions are necessary more decomposition reactions are added
to provide the algorithm with some flexibility.

The above decomposition scheme is implemented as follows. An
FDS functionality (TGA_ANALYSIS) is used to evaluate an extremely
simplified micro-scale simulation setup. It linearly increases the tem-
perature of a mass sample and tracks the pyrolysis. The pyrolysis
is simulated by employing Arrhenius equations for multiple decom-
position reactions. The Arrhenius model is used as provided with
FDS.
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350+ A== McCExp. | 14
2300 :’ '\ —#*— Cone 08,13 | 12 o
= I
il [ o
@ 2507 i 0
© ] v
& 2001 L) >
Q 1 ©
1% 1
$ 1507 2
[ o
& 100 5
© (]
2 504 &

01, -0

0 100 200 300 400 500 600
Temperature / °C

Fig. 8. Example of a temperature dependence of the specific heat, realised as a ramp
in FDS (Cone_06 and 07). The chosen temperature values (150 °C, 300 °C and 450 °C)
are based on the significant temperature interval in the MCC experiment. The same
temperature references are used for the heat conductivity.

67

0.04 e
65 £
0.02 %
E 64 —
s E
£ 0.00 63 %
< 3
S 62 f)
-0.02 o %
O

-0.04 60

59

-0.04 -0.02 0.00 0.02 0.04
X-Direction / m

Fig. 9. Gauge heat flux on the top surface of the sample, from a simulation with
geometrical heater model (GEOM) for a target of 65 kW/m?. Fluid cell resolution C12,
i.e. 0.83 cm.

FDS offers some convenience functionalities where the Arrhenius
parameters (pre-exponential factor A, activation energy E) can be de-
duced from the peak temperature of the decomposition reaction rate
and the width of the peak. These reference values are entered by the
user as REFERENCE_TEMPERATURE and PYROLYSIS_RANGE. In this
procedure, the reaction order is assumed to be unity. The heating rate
of the experiment that serves as starting point needs to be provided to
FDS as well.

In FDS, the decomposition reactions are associated with the material
definitions (MATL). Thus, the material definitions provide two func-
tions: (1) define the thermophysical properties of a material and (2)
define its pyrolysis reaction. While the pyrolysis reaction parameters
are here determined during the first IMP step, the thermophysical
parameters are determined in the second IMP step, see Section 4. The
different materials (MATL) are realised into a sample, by combining
them into a boundary condition (SURF). In the case here, the PMMA
sample needs to combine eight different material definitions to account
for the decomposition reactions. All the pyrolysis reactions are directly
converting the PMMA material into a gas mixture and an inert residue,
see Section 2.3. The individual contributions of the reactions are con-
trolled by mass fractions of the materials, set in the PMMA sample
definition. This means that each reaction has access to a predefined
amount of sample mass. Furthermore, each material definition is as-
signed a heat of reaction (HOR), which is also determined during this
first IMP step. In total, four parameters describe a single reaction and
are determined with the IMP: the two reference values, the sample mass
fraction per reaction (MATL) and the respective HOR, see Table 3. The
overall fitness value is a combination of the performance in the MCC
and in the TGA simulations.

The thermophysical parameters are identical for all eight mate-
rial definitions, to realise a homogeneous PMMA sample, and are
determined in the second IMP step, see Section 4.

3.2. Results

Two IMP runs with different simulation setups have been conducted
(Table 2). Both converge to their best fitness values within about
40 generations, see Fig. 3. The simulation responses of the best pa-
rameter sets for both IMPs are compared against their TGA target data
for both heating rates, see Fig. 4. The “(IMP)” marks which IMP used
the respective target. The mass loss for a heating rate of 10 K/min
happens at lower temperatures in the simulation for both IMPs, with
MCCTGA_01 being slightly closer to its target (Fig. 4(a)). For a heating
rate of 50 K/min, both yield a very similar response (Fig. 4(b)).

Fig. 6(a) shows the eight predefined decomposition reactions, after
being fine tuned through the IMP. The tertiary reactions “PMMA 4”
and “PMMA 8” provide significantly lower contributions compared to
the other reactions (Fig. 6(b)).

Due to its better fitness value, focus is shifted to MCCTGA_02 and
no further sampling limit adjustment is conducted for MCCTGA_01.
MCCTGA_02 is used in the following cone calorimeter simulations.
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Fig. 10. Coarse gauge heat fluxes mappings for the IMP, constructed from a high resolution simulation (C12, Fig. 9).

3.3. Discussion

Both IMP setups are able to reproduce the MCC data well (Fig. 5).
The TGA data for a heating rate of 50 K/min is better reproduced
than for 10 K/min (Fig. 4). The deviation between simulation and
experiment for 50 K/min is attributed to the non-linear heating rate in
the experiment, see Fig. 30(d). Larger differences between experiment
and simulation are observable for a heating rate of 10 K/min. Here,
MCCTGA_01 gets slightly closer to its target. Otherwise, the results
are similar, yet happen at lower sample temperatures compared to the
experiment. With the lower heating rate in the TGA (MCCTGA_01)
the algorithm is not able to find a parameter set suitable for both
conditions, i.e. 10 K/min in the TGA and 60 K/min in the MCC. It comes
as some surprise that the IMP favours the MCC and does not position
the fit somewhere in between both targets. Some bias may have been
built into the setup, by manually positioning the first guess reactions
based on the MCC data, or by the chosen cost function.

Possibly, some aspects of the apparatus are not captured well
enough in the highly simplified micro-scale model. We know, from
private communication with Karen De Lannoye, that the design of the
TGA apparatus has an observable impact on the results [43]. Ding
et al. reported an observable shift of reaction rate peaks to lower
temperatures in MCC experiments when compared to TGA data at the
same heating rate [2]. They adjusted the heat release data from the
MCC by shifting it to higher temperatures, about 4 K to 20 K. At
the point of writing, in the MaCFP repository no data series for both
experiments at the same heating rate are reported, which makes a
similar assessment here difficult. The shift seems also to depend on the
material. More experiment data is necessary for this comparison.

The divergence could also be related to the released gas mixture,
which in this contribution assumes an average heat of combustion
over the course of the experiment. It is argued [15], that the first
peak at about 187 °C (Fig. 1(b)) could be attributed to residual sol-
vent within the polymer. Furthermore, radically polymerised PMMA is
somewhat unstable and starts decomposition at about 220 °C, due to
unsaturated end groups [14]. Even though the primary decomposition
products of PMMA are MMA and carbon dioxide, the MMA is not
directly involved in the gas phase combustion [14]. Some major com-
pounds involved in the combustion of PMMA are methane, methanol,
formaldehyde and acetylene, with ethylene being involved during the
acetylene combustion. As an example, for pure compounds the heats
of combustion are tabulated in the literature [45] with 50.0 MJ/kg
for methane, 50.4 MJ/kg for ethylene, 19.8 MJ/kg for methanol and
24.2 MJ/kg for PMMA. If these compounds are produced at different,
temperature-dependent rates, they could lead to a variable effective
heat of combustion over the course of the experiment. In the work
presented here, a mixture of methane, ethylene and carbon dioxide
is released during the PMMA pyrolysis. The individual fractions are
adjusted during the IMP. However, that leads to a constant average
heat of combustion of the PMMA pyrolysis products throughout the
simulation. A model allowing for a variable HOC could be an additional
degree of freedom in the IMP to match the MCC and TGA data. Fixing
this mixture over all reactions could be too rigid. In future work
individual mixtures will be investigated. The difference for the TGA
test at 10 K/min, see Fig. 4, could be a manifestation of this rigidness,
as low and high heating rates need to be reproduced simultaneously.
A possible solution would be to use multiple gas mixtures. In an effort
to reduce complexity downstream, i.e. definition of multiple chemical
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Fig. 11. Condensed results of the IMPs, drawn deliberately without distinction to emphasise the similarity in their response. Exeption is Cone_04, which uses only the heat release

as target. Full individual data provided in Appendix G.

reactions and solving more transport equations, the mixture could
be generated on-the-fly by releasing a single species per reaction. It
might also be sufficient to mix only methane and carbon dioxide. Each
decomposition reaction in Fig. 6 could be doubled. One would release
methane and the other carbon dioxide, the mixture would then be
controlled from the mass fraction in the surface definition. This strategy
is to be investigated in future work.

Here, no IMP target is provided to explicitly match the heats of re-
action for the individual decomposition reactions. This could be accom-
plished by using experiment data from differential scanning calorimetry
(DSC). Alonso et al. [5] used TGA and DSC data as targets in their IMP
setup, changing the contribution of each to the overall fitness assess-
ment. With this, the target of higher importance is reproduced better
to the detriment of the other. The employed decomposition scheme
uses two consecutive decomposition reactions forming an intermediate
material and a residue. A parallel decomposition scheme, as is proposed
here, could be able to capture more gradual changes in the heats of
reaction across the temperature range of the experiment. This could
improve the overall performance of the parameter sets generated here
and should be investigated in future work.

The proposed approach using gas mixtures allows to model more
sophisticated technical materials. Specifically, the behaviour of fire
retardant materials could be reproduced. Non-combustible gas could
be released early on, which cannot be captured with a single surrogate
fuel. This makes it necessary to take MCC and TGA data into account
simultaneously. This could even be expanded further, by adjusting
which reaction contributes most to the production of the residue. Also
considering different residues, for example for intumescent materials.

Arguably, the goal to use as little decomposition reactions as pos-
sible is not achieved. Looking at Fig. 6, PMMA 4 (0.07%) could be
removed, possibly also PMMA 8 (1.23%) — even tough it is not too far
off of PMMA 6 (1.88%). It should be noted that there is an error in
the definition of the pyrolysis reaction input for PMMA 4. Its heating

rate is set to 80 K/min instead of the desired 60 K/min. Since the
contribution of PMMA 4 is negligible, it is regarded inconsequential
here. This is confirmed with a corrected IMP, see data repository
(MCCTGA_2b) [28], which virtually yields the same result.

4. Bench-scale setup — Thermophysical material parameters
4.1. Methods

The second IMP step is used to determine the thermophysical
parameters of the PMMA material model. They are determined in the
bench-scale from cone calorimeter experiments. The cone calorime-
ter experiment data, provided by Aalto University, is taken from
MacCFP [7]. According to the reported information, the experiments
have been conducted at a radiative heat flux of 65 kW/m?2, without
a retainer frame. Square samples of cast black PMMA, with an edge
length of 10 cm and a thickness of 0.6 cm, were used. These samples
were placed onto the sample holder, atop a layer of insulating ceramic
wool, with a thickness of about 2.0 cm.

As target data for this inverse modelling step the heat release
rate and the back face temperature of the sample are chosen. They
are processed similarly as described in Section 3.1. The experiments
show good repeatability, as demonstrated by the heat release rate in
Fig. 7(a). Thermocouples have been placed between the insulation
layer and PMMA sample to record the back face temperature of the
sample. Temperatures have been recorded at the centre of the back
face (Temp_1) and at two opposite locations with a radial distance of
1.5 cm around the face centre (Temp_2/3). Regardless of their location,
most thermocouples show very similar temperature development, see
Fig. 7(b). Few diverge and are rejected here, due to assumed sample
deformation, see discussion in Section 4.3.

The simplified cone calorimeter simulation setup, as outlined below,
is designed to enable gas phase combustion, while keeping the IMP
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in a manageable time frame (Table 1). It allows the formation of
a flame, which is based on the combustible mass released from the
sample. This is in contrast to an approach without the gas phase,
where the flame heat flux would need to be prescribed and would
effectively define a static imaginary flame with no connection to the gas
phase model. Simulation setups neglecting the gas phase combustion
altogether impact the parameter estimation. In principle, surrogate
fuels could be changed between setups, because FDS would maintain
the heat release by using the heat of combustion value, set in the
material definition (MATL), see Section 2.4. However, the heat feedback
from the flame is important to take into account. For example, different
surrogate fuels can have different radiative fractions (see table 16.1
in [23]). The influence of the flame, formed from the chosen surrogate,
will impact the determined material parameter set. In the presented
work, care is taken to use the same surrogate fuel throughout all scales,
to not introduce errors when changing between setups.

During the IMP, the cone calorimeter apparatus is simulated in a
simplified way. The simulation mode in FDS is set to LES (Large Eddy
Simulation) to facilitate the transfer to the real-scale setup, by main-
taining model consistency across scales. The computational domain is
a single mesh and computed by a single computing core. The sample
is assumed to be a square with an edge length of 10 cm. The domain
extents 30 cm in the x- and y-directions, with the sample centred. From
the top of the sample, the domain extents 60 cm in the positive and two
cells in the negative z-direction. Throughout this document, the fluid
mesh resolutions are referred to by the number of fluid cells dividing a
sample top face edge. For example, consider that each edge is divided
by 3, thus 3 x 3 cells cover the sample top surface. This is referred
to as “C3”. It results in an edge length for the individual fluid cells
of 3.33 cm. Consequently, for C5 the cell edge length is 2.0 cm and
5 x 5 cells are covering the sample surface. The primary simulation
setup for the IMP uses the “C3” resolution. Fig. 24 in the appendix
provides a graphical overview over the domain layouts.

The sample holder assembly is reproduced as a boundary condition
(SURF) with two layers. The top layer is associated with the PMMA
material, the bottom layer with the insulation material. In an effort
to separate the sample from the insulation and holder, the values of
the insulation material are adjustable during the IMP. This leads to an
artificial material that can compensate some influence of the boundary
conditions in the experiments. It is called “backing” throughout this
text.

The separation between sample and backing is to be achieved by
using the back face temperature as IMP target. Regardless of their
recording location in the experiment, the temperatures are very close
to each other (Fig. 7(b)). With “C3” being the primary resolution, all
temperature locations from the experiment fall into the face area of the
single centre fluid cell in the simulation. Thus, in the simulation it is
not possible to distinguish between these locations.
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To study the impact of different IMP setups, a couple variations of
IMP targets and simulation setups are used. They vary with respect
to the temperature-dependent specific heat and thermal conductivity
definitions, IMP targets, as well as fluid cell sizes. These IMP variations
are built on a base case, labelled “Cone_01” ( Table 4). For it, the
PMMA density (p) is computed to about 1201.72 kg/m?, based on the
reported sample mass and dimensions. The remaining thermophysical
and optical parameters are: emissivity, absorption coefficient, refractive
index, specific heat capacity (¢) and thermal conductivity (k). They
are solely determined during the IMP. A summary of the adjusted
parameters for the base case is provided in Table 5. Their initial
sampling ranges are guessed and changed with successive limit adjust-
ments, see Section 2.2. Parameters for the pyrolysis and combustion
are taken from the micro-scale IMP (MCCTGA_02), see Section 3.2.
Thermal conductivity and specific heat for the sample material are
represented as temperature dependent values (RAMP). The parameter
values are adjusted during the IMP, while the temperature points are
fixed. In Cone_01 and Cone_03 to 05 the three temperature points are
arbitrarily chosen to be 150 °C, 480 °C and 800 °C. In Cone_06 and
Cone_07 the temperature values are determined based on the significant
temperature interval of the MCC measurement, see stars in Fig. 8. The
chosen values are 150 °C, 300 °C and 450 °C to represent this interval.
They are also used for Cone_08, but here the conductivity for PMMA
and the backing material are in addition using the low temperature data
reported by DBI/Lund from the MaCFP materials database [7].

In general, the backing material and the residue are treated as
unknown. The density of the backing material is set to 65 kg/m?, taken
of the insulation material from the Aalto contribution [7]. The density
of the residue is chosen arbitrarily to be 2500 kg/m?>. For backing and
residue, their individual emissivity, thermal conductivity and specific
heat are adjusted during the IMP. The respective sampling ranges are
guessed. This is intended to provide some degrees of freedom, in an
attempt to separate the sample behaviour from the boundary conditions
of the experiment. The back face temperature is used as IMP target to
achieve this separation. For one IMP setup (Cone_04) only the energy
release is used as target to serve as comparison. With respect to fluid
cell sizes, the default is C3. However, Cone_05 uses the C5 and Cone_07
the C2 setup. An overview of all investigated setups is outlined in
Table 4.

The PMMA sample and the insulation layer below it are defined as
a layered boundary condition (SURF). The cell size for the solid phase
is determined by FDS automatically, based on the density, thermal
conductivity and specific heat capacity (thermal diffusivity: k/(pc)). By
default the cell size changes across a layer thickness, providing the
highest resolution towards the surfaces. For the PMMA layer the cell
size is forced to be uniform (STRETCH_FACTOR=1). The resolution is
further increased by a factor of 10 (CELL_SIZE_FACTOR=0. 1). Since
the thermal conductivity and specific heat capacity are adjusted during
the inverse modelling, the solid cell size changes for any given PMMA
material parameter set during the estimation process. The insulation
layer uses the FDS default settings.

The radiative heat flux of the heater is imprinted to the sample
surface in the low resolution setups, such that a heater model can
be neglected. This radiative heat flux is determined by employing a
high resolution simulation (C12) containing a geometrical model of the
heater, see Appendix A. The model is designed based on information in
the literature [47,48]. The resulting heat flux distribution on the sample
surface is recorded (GAUGE HEAT FLUX), see Fig. 9. It is observable,
that the radiative flux is not uniform across the sample surface, as was
also reported earlier [25,26,49]. Based on the fluid cell size of the
respective IMP (C2, C3 and C5), low resolution maps are computed, see
Fig. 10. These maps are implemented, using multiple surface definitions
with different heat flux values (EXTERNAL_FLUX) for the individual
sample surface cells.
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(b) Begin of sample deformation at about 1:51 min after experiment start (left). Peak sample deformation at about 2:41 min after
experiment start (right). Images cropped to highlight the deformation.

Fig. 13. Photographs of a cone calorimeter test (50 kW/m?) of a PMMA sample with 6 mm thickness (side view). Orange colour is caused by the reflection of the flame. Images

provided by Karen De Lannoye via private communication, see also [46].

Table 4
Overview over the different simplified cone calorimeter IMP setups. PMMA density is 1201.72 kg/m’ for all cases.
IMP setup Details Resolution Target
Cone_01 Base case C3 (3.3 cm) HRR, Temperature
Cone_02 Temperatures for the specific heat and conductivity C3 (3.3 cm) HRR, Temperature
RAMPs based on FDS parallel panel validation case
Cone_03 PMMA slab thickness set to 6.1 mm C3 (3.3 cm) HRR, Temperature
Cone_04 Base case C3 (3.3 cm) HRR
Cone_05 Base case C5 (2.0 cm) HRR, Temperature
Cone_06 Temperatures of conductivity and spec. heat RAMPs C3 (3.3 cm) HRR, Temperature
based on MCC plot (Fig. 8)
Cone_07 Like Cone_06 C2 (5.0 cm) HRR, Temperature
Cone_08 Like Cone_06, lower temperature data added to RAMPs C3 (3.3 cm) HRR, Temperature

for conductivity of PMMA and insulation, from DBI [7]

4.2. Results

Here, an overview of the simple cone calorimeter IMP results of
the best parameter sets is presented. The full data is provided in
Appendix G for completeness. The best fitness values of the IMP runs
are summarised in Table 6. For each IMP run, 100 generations have
been completed, see Figs 11(b) and 31. Cone_04-L3 has the lowest
fitness value, but its target is only the energy release, thus it is not
directly comparably to the remaining IMPs.

Fig. 11 shows the responses of the best parameter sets of all the
different IMP setups. For all cases, the optimiser is able to find a
parameter set that reproduces the experiment data relatively well.

11

This is emphasised by drawing all their responses without distinction,
including different fluid cell resolutions (C2, C3 and C5). Cone_04 is
highlighted, because it uses only the heat release as target.

With respect to the heat release, difficulties exist in reproducing
the first bump at around 20 s to 50 s, the final peak at about 190 s
and the following decay phase. In some cases, pronounced steps are
visible towards the end of the simulations. See for example Fig. 32 for
Cone_06. These steps are associated with the burn-out of the individual
cells. Furthermore, in all cases a small peak is visible in the beginning of
the cone calorimeter simulations, at about 15 s. Cone_04 and Cone_08
capture the heat release profile best (Fig. 32).

Reproducing the temperature recorded at the back face of the
sample proves to be challenging, see Figs. 11(c) and 33. For cases where
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Fig. 15. Fire development over PMMA panels in the parallel panel experiment.

it is a target, the temperature development during the first about 160 s
can be reproduced. Between about 160 s to about 270 s departures are
visible, with a pronounced step around 200 s. A peak can be observed
towards the end, yet less pronounced as in the experiment. Cone_04
does not have the temperature development target and is not able to
reproduce a similar behaviour on its own.

The residual sample masses during the simulation are close to the
experiment data, see Figs. 11(d) and 36.

4.3. Discussion

In terms of the fitness value, Cone_08-L3 and Cone_05-L3 performed
best across all IMP setups, see Table 6 and Fig. 31. This is excluding
Cone_04-L3, because it neglects the back side temperature. Adjusting
the sampling limits leads mostly to better parameter sets. Occasionally,
the IMPs do not find better sets within the given amount of generations.
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Table 5
Overview

over the parameters that are adjusted in the

bench-scale IMP step, base case.

Material

Parameter

PMMA

Residue

Backing

Emissivity

Absorption coefficient
Refractive index
Conductivity at 150 ° C
Conductivity at 480 ° C
Conductivity at 800 ° C
Specific heat at 150 ° C
Specific heat at 480 ° C
Specific heat at 800 ° C
Emissivity

Conductivity

Specific heat

Emissivity

Conductivity

Specific heat

Table 6

Best parameter sets of the different simple cone calorimeter IMP setups. Note: Cone_04
is lower, since it only uses energy release as target, while all others also solve for back

face temperature.

IMP setup Limits Repetition Fitness value
Cone_01 L2 43718 0.361
Cone_02 L2 38608 0.402
Cone_03 L3 17857 0.383
Cone_04 L3 39571 0.096
Cone_05 L3 13568 0.288
Cone_06 L3 45893 0.314
Cone_07 L2 35532 0.364
Cone_08 L3 32262 0.290
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Fig. 16. Comparison between experiment and simulation of the parallel panel setup for different fluid cell sizes.

For example, L1 of Cone_03 shows worse fitness values throughout,
compared to L0, see 31. The likely reason is that with each adjustment
the process starts anew, combined with the randomness for choosing
the individual values. With more generations, better parameter sets
may be found. The impact of smaller fluid cells during the IMP is not
clear. It might lead to better parameters for the Cone_05 series, yet its
enormous runtime makes it not feasible to wait its completion during
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this work. As of now, it shows fitness values that are just marginally
better than Cone_08-L3 (Table 6).

Compared with previous work, e.g. [8,10], here, higher fluid cell
resolutions are used to cover the cone calorimeter sample. With C3
and above, the cells become distinguishable between corners, edges
and centre cells — compare the flux maps for two, three and five cells
(Fig. 10). For the C2 configuration, each cell has essentially the same
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and simulation data with different fluid cell resolution (Cn).
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value - the average over the whole surface. This is summarised in
Fig. 12. Higher resolutions capture the ring-shaped pattern of higher
heat flux in the centre and the substantially lower heat flux in the
corners better, see Fig. 9. The steps in the simulations during the decay
phase might be a result of it, see Fig. 32 between about 200 s to 250 s
for Cone_06_L0. Two processes control the decay: cells burning out and
the local burning behaviour, depending on the material parameters.
Combining both can smooth out the decay phase. This combining is dif-
ficult to achieve without an optimiser, because the parameter set needs
to behave as if three-dimensional heat transfer is possible even though
it is not. The C2 cases are primarily controlled by the parameters
and show a steep drop at the end (Cone_07), because uneven sample
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consumption cannot be covered well. In the C3 setups the formation
of pronounced steps is visible in some LO cases, but higher limit
adjustments can show a smoother decay. During the IMP a fluid cell
resolution of C3 seems to be beneficial. It allows to capture the uneven
heat flux to the sample surface, distinguish between cell locations and
also provides a better resolution of the flow and radiation fields. Higher
resolutions are computationally very expensive, specifically within the
constrains provided by the SCE.

This behaviour is also reflected in the back side temperature. During
the decay period a spike is visible (Fig. 7(b)), until the temperature
settles at a constant value, from around 280 s onward. This constant
value primarily shows the influence from the heating element, without
the sample. During the experiment, the sample material is consumed
and at some point the thermocouples below are exposed, starting from
the centre. Thus, they are able to receive the heat radiation from the
flame of the surrounding sample directly, in addition to the heater
radiation. Due to thermal tension, they may also bend towards the
heater. All these aspects together lead to the formation of the spike.

The optimiser has difficulties to capture both, the heat release rate
and the material temperature. With lower fluid cell resolution (C2,
Cone_07 in Fig. 33) the temperature peak between 200 s and 250 s
cannot be reproduced. This is associated to the near-uniform consump-
tion of the sample material, see above. In the other setups, the peak
can be captured for the initial sampling limits, but mostly disappears
with further adjustments. Certainly, neglecting three dimensional heat
conduction inside the sample, is influencing the outcome as well. On
the other hand, the sample shape can change significantly during the
experiment, see Fig. 13. Relatively early on, it creates a foam layer and
starts to bend towards the heater. In similar experiments performed by
Karen De Lannoye, the maximum height of the bump was observed
to extend approximately two sample thicknesses above the original
surface of a sample with a thickness of 6 mm (Fig. 13(b), right), but the
behaviour can change depending on the experiment conditions [46].
This relatively symmetrical bump can change its shape significantly
during its decay. While the sample material is consumed, its surface
retracts further away from the heater, compared to the beginning of
the experiment. Thus, in the experiment, the received radiative flux
from the heater should change. These deformations are not replicated
in the simulations presented here — the component of the radiative
flux of the heater stays constant, by construction. Only the heat flux
component from the flame can change. The sample deformation is
likely misinterpreted as a change in mass and energy release during
the inverse modelling.

Given the deformation, it is fundamentally unclear where the back
face temperature is actually recorded. Furthermore, changes in the
rigidity of the PMMA sample (e.g. melting) such that the thermocouple
tip can move into the sample, thermal expansion of the sample holder
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Fig. 20. Flame heat flux to an empty panel, for different fluid cell resolutions. The dots indicate locations of heat flux gauges during the experiment. Simulation data extracted
from boundary (GAUGE HEAT FLUX). All show 20 s average during steady-state flaming.

assembly and associated movement between individual components,
mechanical tension on the thermocouples and others are contributing to
the uncertainty. Assuming they would be tightly attached to the back-
ing material, an air gap could form between them and a bent sample.
Such a gap would be interpreted as lower thermal conductivity during
the IMP. As an example, compare Cone_04 with the other IMP results
in Fig. 11(c). It only uses the energy release as target, not the back side
temperature. The temperatures are higher throughout the simulation.
Curiously, in the parallel panel simulation setup this behaviour appears
to be beneficial, as discussed later in Section 5.3. This seems to hint at
incorrect temperature readings during the cone calorimeter experiment.
If the sample separates from the thermocouple due to deformation,
its recorded temperature should be lower than the actual back face
temperature. Consequently, higher back face temperatures are visible in
Cone_04 (Fig. 11(c)), since in the simulation it is recorded at the back
face of the sample by construction. From the above, the uncertainty
of the recorded temperature increases during the run time of the ex-
periment. Reliable temperatures might only be able to be recorded for
low sample temperatures during the beginning. Specifically considering
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the deformation, melting and consumption of the sample. Therefore,
the intended separation between sample behaviour and the boundary
conditions could not be achieved.

In the future, it would be interesting to assess the surface de-
formation of the sample during cone calorimeter tests. Maybe one
could leverage methodologies used in assessing the performance of
intumescent coating, e.g. [50]. This could then be used to adjust the
prescribed radiative heat flux to the sample surface over time.

The conductivity and specific heat change with sample temperature
in the simulation (RAMP). This can account for the sample deformation
to some degree, when an air gap forms between sample and thermocou-
ple. The temperatures are arbitrarily chosen and used for both param-
eters, except for Cone_02. At high temperatures Cone_01, 03 to 05 get
relatively high values assigned by the optimiser, see Figs. 34 and 35.
Since the material is consumed way before the 800 °C could be reached,
only a very small fraction of the ramp piece between the last two points
can meaningfully contribute. Thus, ramp values for 800 °C are poorly
chosen and should be disregarded. The cases where the temperature
points are chosen based on the MCC experiment data, see Fig. 8, lead to
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(d) 140's.

(e) 160 s. (f) 180 s.

Fig. 21. Flame extinction after burner cut-off, at 120 s and ramp down over 6 s. Pilot flame of one cell in the centre at the bottom of each panel. (Cone_03, L3, propane RF=0.15),
Photograph from experiment (Fig. 21(a)) at HRR of 500 kW, close to value of burner cutoff in the simulation (Figs. 21(b)), cropped out from [27].

more reasonable results for the conductivity, which is different for the
specific heat. The final point is at a temperature close to the maximum
the sample material can reach. Still, it seems to be a useful approach
for unknown materials to align both temperature dependent values to
the micro-scale data. Maybe the highest temperature value of the ramp
could be chosen to be about 20 K lower than the highest meaningful
value in the experiment data. This is an attempt to prevent confusion of
the optimiser with temperatures that are impossible to reach, because
the material is consumed. Another strategy could be to run an IMP
solely to determine the ramps for some best parameter set. Thus, more
parameters could be spent on the ramp alone without getting too large
generation sizes.

With data provided from DBI/Lund [7], extending the conductivity
ramps in Cone_08-L3 seems not to change the temperature development
significantly, see Fig. 34. For most of the IMP setups, values for the
lower temperatures are determined that are already in the vicinity of
the experiment data.

Overall, the sample mass loss during the cone calorimeter sim-
ulation is relatively close to the experiment data, see Fig. 36. This
behaviour is an emergent phenomenon of the steps taken with the
gas mixture and gives confidence into the proposed method, since it
is not an explicit target of the IMP. However, the flame height and
gas temperature change with the release of the different surrogate
fuel species, see Appendix D. This is likely due to dilution of the
surrogate fuel with carbon dioxide. Which of the presented centre line
gas temperatures in Fig. 28(b) is more realistic in context of the PMMA
cone calorimeter experiment studied here is unclear for now. Still, it
is worth noting that the difference exists, because higher flames might
have an impact on the fire spread in a simulation.

For the IMP, the fluid cell resolution of 3.3 cm (C3) seems to
be beneficial. It is able to capture the uneven sample consumption,
yet it runs relatively fast. However, the question arises, how will the
parameters perform at higher resolutions. For this, Fig. 14 demonstrates
an exemplary comparison: a parameter set determined at a given
resolution (labelled “IMP”) is used at an other resolution (labelled
“Check”). Some of the investigated cases show similar behaviour across
all limit adjustments, see Fig. 14(c) and 14(d). Others converge towards
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the higher resolution over the course of multiple limit adjustments, see
Fig. 14(a) and 14(b). All limits are provided in Appendix H. Given the
reduction in computational demand, this is promising.

The overall runtime of this IMP step is a notable limitation for
practical usage. Given the development of the fitness values for each of
the IMP runs, one could consider to run less generations. Possibly 60
to 80 generations could be sufficient. Furthermore, using less parame-
ters during the IMP has a strong impact on the amount of simulations
necessary, see Eq. (1). Maybe the parameters of the backing could be
determined in an individual step. Using data from differential scanning
calorimetry, the specific heat capacity could be determined in the less
costly first IMP step. Optimising this second IMP step needs further
investigation.

5. Real-scale setup — Validation
5.1. Methods

As a validation step, the material parameter sets (Table 6) are
used in a real-scale simulation setup of a parallel panel experiment,
provided by NIST [27]. The results are compared to the heat release
rate measured in the experiment, see Fig. 15. The data set used here is
“Test_7_ PMMA _R6”, labelled “PMMA R6”.

The parallel panel setup consists of two 0.61 m wide panels facing
each other with a separation of 0.3 m. In between both, at the bottom,
is a gas burner located with a width of 0.3 m and a length of 0.61 m,
see validation guide [44] cases “FM Parallel Panel Experiments” and
“NIST/NRC Parallel Panel Experiments”, as well as the MaCFP data
base [27]. The combustible sample, attached to the inside of the panels,
extents 2.44 m above the burner surface. The burner is fed with
propane gas. It reaches a quasi-steady energy release of about 60 kW,
between 60 s to 80 s after its ignition. After the sample is confirmed
burning (sustained flaming across the panel walls), the burner is shut
off. This happens about 120 s after the start of the experiment. Shutting
the burner off slows down the fire development for about half a minute,
see Fig. 15 between about 120 s to 150 s. The sample material is the
same cast black PMMA used throughout the MaCFP test campaign.
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The simulations are conducted for the three different fluid cell
resolutions introduced in Section 4.1. The computational domain spans
a volume of 1.2 m x 0.8 m X 4.8 m and is divided into multiple
sub-domains (MESH), with the following divisions along the x, y and
z axis: (3, 1, 12). A graphical overview over the domain layout is
provided in Appendix B, Fig. 25. Thus, the individual mesh dimensions
are multiples of 10 cm and can be nicely divided following the scheme
outlined in Section 4.1. This number of meshes allows the simulation to
be run on a single computing node, utilising its 64 cores. The simulation
mode is set to LES.

The surface definitions are taken from the “NIST/NRC Parallel
Panel Experiments” validation case, associated with FDS6.7.6-810-
geb59f90£f-HEAD. The sample material definitions are built from the
parameter sets created within this work. Propane is used as fuel species
for the gas burner in the simulation. This differs to the FDS validation
setup “NIST/NRC Parallel Panel Experiments”, where the combustion
reaction for MMA is used for the burner and the sample. Note, the
respective case was updated recently for FDS 6.8 and up, using individ-
ual gas phase combustion reactions for sample and burner. In contrast
to the experiments, during the simulation the gas burner is kept at a
continuous heat release of 60 kW throughout, releasing a mass flux of
about 0.00732 kg/(m? s). Shutting the burner off earlier leads to fire
extinction relatively fast, see discussion in Section 5.3.

5.2. Results

The heat release rates in the parallel panel simulation setups are
presented in Fig. 16.

For the smallest fluid cells (C5, Fig. 16(a)), the peaks are overall
narrower and taller compared to the largest cells (C2, Fig. 16(c)). This is
emphasised by comparing the peak energy release, see Fig. 17(b). In the
simulation the fire develops overall faster compared to the experiment
emphasised by the time a HRR of 1 MW is reached, see Fig. 17(a).
Larger cells slow the development down slightly. In general, faster
fire development leads to higher energy release, see Fig. 18. The total
energy release (TER) of all parallel panel simulations with different
radiative fractions of the propane combustion reaction is provided in
Fig. 38 in the appendix.

5.3. Discussion

With the real-scale setup, the performance of the best parameter sets
of the different IMPs (Table 6) is assessed.

The fire development in the simulation is faster than the experiment
for all parameter sets and fluid cell sizes, see Fig. 16. This could be
related to the faster ramp-up of the burner in the simulation. It takes
10 s to reach the desired heat release, compared to the 60 s to 80 s
in the experiment. Also, the burner is kept burning throughout the
simulation, because the fire would extinguish otherwise (see below).
Shutting the burner off in the experiment leads to a visible delay in
fire development, see Fig. 15 between about 100 s to 200 s. With
larger fluid cells the overall fire development is more drawn out.
This could be related to a poorer resolution in the radiation field,
since for example the radiation angles are not adjusted, using the FDS
default of 104 solid angles. This is also reflected in the TER, indicating
that less sample material is consumed than in the experiment, see
Fig. 18. Overall, smaller fluid cell sizes, specifically C5, lead to HRR
peak shapes with closer resemblance of the experiment data. With the
chosen model settings here, the fluid cell resolution should be C5 or
higher. Throughout all parallel panel simulations, Cone_07 performs
the worst. It uses the largest fluid cell size during the IMP. However,
its performance may also be influenced by its IMP target, i.e. using
the HRR and the back face temperature. This should be investigated
in more detail in future work.

The peak heat release is about 30% to 40% lower in the simulation,
depending on fluid cell size and parameter set, see Fig. 17(b). A notable

17

Fire Safety Journal 141 (2023) 103926

exception is the parameter set of Cone_04. Its performance stands out,
by most closely resembling the shape of experiment “PMMA R6” and
reaching a similar peak HRR. This behaviour seems to be associated
to neglecting the back face temperature as IMP target in the simplified
cone calorimeter setup. In future work, it is worth to look in more detail
at Cone_04. Removing the back face temperature constraint seems to be
beneficial for the real-scale and may be improved with better chosen
temperature values for the ramps.

During the work presented here, only the flame heat flux along the
vertical centre line of the empty panels is taken into account as starting
condition (Fig. 19). More detailed data was recently made available via
MacCFP [27]. Unfortunately, this was too late to be taken into account
for the conducted simulations here. Even though the simulations could
not be changed anymore, the flame heat flux data across the lower part
of the empty panels is compared against simulation responses for the
different fluid cell resolutions, see Fig. 20. All four plots show flux data
averaged over 20 s during the steady-state. The dots show the device
locations during the experiment. From the simulation, the heat flux is
extracted from the solid boundary directly (GAUGE HEAT FLUX). In the
experiment, the flux is spread out nearly horizontally along the panels
(Fig. 20(a)). While in the simulation, it is more focused towards the
centre line, which coincides with the location of the simulated flame
(Fig. 20(b)). With larger fluid cells, the heat flux is more concentrated
at the lower centre line (Fig. 20(d)). This indicates that the initial
conditions are not reproduced well. It is not sufficient to simply match
the heat flux to the vertical centre line of the panels. To properly assess
the performance of the parameter sets, the burner itself needs to be
accurately modelled first. For future work, it is necessary to develop
a more comprehensive representation of the gas burner setup. Further
investigations should incorporate the impact of simulation parameters
like soot production, cell sizes, parameters of the radiation model and
material parameters of the burner top face and empty panels.

Simulations with different burner cut-off times have been con-
ducted to assess the capability to predict self-sustained fire develop-
ment. Burner cut-off times of 120 s and 220 s are chosen. In all cases
the fire is not able to recover, see Fig. 39, even though the peak heat
release in some cases is in excess of 1 MW. As an example, Fig. 21
shows an image of the experiment “PMMA R6” [27] and an image
series captured in Smokeview, covering 60 s after the burner is shut
off. The flame region is flat against the panels, about one to two cells.
This might interfere with the radiative heat transfer to cells below
the lower edge of the flame, as well as to the sides. A closer look
at the parameters of the FDS radiation model might be necessary, for
example the path length or number of radiation angles. Smaller fluid
cells might be beneficial as well, due to a better resolution of the
resulting temperature distribution in the combustion region. It should
be noted further, that the radiative fraction for the combustion reaction
of the PMMA pyroylsis products is treated here as unknown and the FDS
default is used, i.e. 35 %.

Overall, there is a clear need to investigate the conditions neces-
sary for self-sustained fire spread in the real-scale simulation and the
parameter transfer from micro- to bench-scale and further from bench-
to real-scale. In the given setups here, the model seems to struggle to
provide meaningful energy transfer to the cells around the combustion
reaction zone to keep the flame. Additionally, the impact of environ-
mental effects on the experiment needs to be quantified or reduced, e.g.
by conducting multiple repetitions of the same experimental setups.

6. General discussion

All IMP results are able to reproduce the chosen micro-scale setups
and cone calorimeter data well, see Fig. 4, 5 and 11. Yet, in the parallel
panel simulation, differences become apparent, see Fig. 16. Just from
the cone calorimeter simulation results alone, it is not obvious how
the parameter sets perform in the real-scale. Preliminary investigations
indicate that individual parameters of the material model may be
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differently sensitive to the simulation and experiment setup [51]. In
the cone calorimeter setup fire spread is negligible, specifically for
higher radiative heat fluxes. This might mask the behaviour of some
parameters. For example, the emissivity has certainly a high impact
on the received energy and therefore how the sample material heats
up. However, in the cone calorimeter the sample receives a constant
and high flux, which might be high enough to heat up the sample fast,
regardless of which value for the emissivity is chosen.

In [21] the authors discuss similar observations. They state that for
their real-scale simulations, the prediction of the fire development is
of lower accuracy, despite the good reproduction of the micro- and
bench-scale seups [15]. They state further that small changes in the
specific heat capacity of the PMMA material have a large impact to the
HRR in their model, specifically in the uncoupled setup. They mitigate
this by adjusting the specific heat capacity, as well as the imprinted
fractions of convective and radiative heat transfer for the individual
surface elements.

The energy transfer to the sample has a significant impact on the fire
development. Specifically for the cone calorimeter setup the thermal
radiation is important. More detailed investigation of the impact of the
radiation model parameters in this setup is necessary. This assessment
should also take the performance in the real-scale simulation into
account, to ensure that the model for both setups is the same. More
care should be taken when setting up the gas burner simulation model.
Using individual gas phase combustion reactions for burner and sample
should allow to simulate the initial sample ignition more precisely,
without compromising the overall sample behaviour.

In this work, the energy release is assumed to solely take place as
a gas phase combustion reaction. This may be a sufficient model for
PMMA. For other materials that show significant surface reactions, like
wood, this assumption might not hold.

Furthermore, experimental campaigns should incorporate medium-
scale setups that focus on self-sustained fire spread. This allows to test
the model specifically on this aspect, which a cone calorimeter cannot
provide due to its design and severe condition. It would also be useful to
provide more information on the burners themselves. Specifically, their
surface temperature development and emissivities over the course of
the experiment. For medium- to large-scale experiments, environmental
conditions like the flow field of the air around the setup should be
recorded and provided.

7. Conclusions

In general, it seems attainable to simulate fire propagation in FDS,
based on material parameters. Although the material parameter sets
lead to similarly good representation in the micro- and bench-scale,
they lead to significantly different results in the real-scale. It is high-
lighted, that the experiments at this scale introduce further modelling
parameters, e.g. the characteristics of the ignition source. Thus, the
system is not only dependent on the performance of the material
parameters alone.

The reasons for the observed deviations in the real-scale simulations
may be:

+ Compensation or trade-off effects during the inverse modelling
due to the simplified simulation setups at the micro- and bench-
scale.

Not all necessary physical processes being captured well enough
in the real-scale setup. This includes experimental as well as
modelling aspects.

Parameter transfer from small-scale to real-scale. The simula-
tion setups used in the IMP may be differently sensitive to in-
dividual parameters compared to the real-scale setups. If the
real-scale is sensitive to parameters which are insensitive in the
small-scale, then the fundamental assumption of transferability is
compromised.
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Employing a gas mixture allows to capture the MCC and TGA
experiments and prevents FDS from scaling the mass introduced into
the fluid domain. Thus, it is a step towards more physical parameter
sets. The higher fluid cell resolution in the simple cone setup, compared
to similar studies, can account for uneven radiative heat flux and
sample consumption.

A clear limitation is the enormous computational cost and run-
time for determining the material parameter sets. We are currently
investigating different strategies to significantly reduce the runtime,
by using different sampling methods and artificial-intelligence based
approaches.

Overall, it seems clear that many parameters on all levels of this
endeavour are important, and their influence needs more cohesive
investigation. It is not sufficient to focus on the bench- and micro-scale
experiments alone. Despite good performance during these simulations,
it is not obvious how the parameters perform in the real-scale. It
is necessary to look into the whole chain of setups, to understand
how well the parameters eventually translate over to the real-scale.
Furthermore, the impact of other model parameters, like the radiative
fraction, or the radiation model in general, needs further investigation.
Finally, the landscape of experimental data is fractured specifically for
real-scale setups with the same sample material as in the smaller scales.
Within these constrains, the parameter set should yield a response close
to the observations in the experiments at all scales. This ultimately
means the parameter set needs to compensate for the simulation model
and experimental shortcomings, which can hardly be accomplished
by a “physical” parameter set, thus it needs to be an “effective”
representation.
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Appendix A. Cone calorimeter simulation setup

Based on Babrauskas’ [47] original report on the development of the cone calorimeter, a simplified geometrical representation of the heating
element is created. The simplification is primarily focused on the heating coil, which is represented as a smooth conical surface and not as a wound
wire, see Fig. 22. The fluid cell resolution was chosen, such that the sample surface (10 cm by 10 cm) was covered with 12 by 12 cells, see Fig. 23.
The geometry itself was built in Blender, using the BlenderFDS addon by Emanuele Gissi.

Fig. 22. Geometrical model of the cone calorimeter heater, using the GEOM namelist. Heater surface idealised as a simple conical shape. Black areas on the sample surface receive
a radiative heat flux of about 65 kW/m?.

Fig. 23. Geometrical model of the cone calorimeter heater, using the GEOM namelist. Sample surface resolved as C12.

The heater calibration procedure is mimicked in the simulation, to determine the parameters of the boundary condition (SURF) of the heater.
A device (DEVC) with the GAUGE HEAT FLUX GAS quantity is located in the centre of where the sample surface is supposed to be during the
test. A Python script is used to automatically find an emissivity value for the heater boundary condition that leads to the 65 kW/m? at the device.
Refer to the FindTMP_FRONT . py in the ConeRadiationAssessment directory of the data set [28]. The heater temperature is set, based
on the temperature reported by Babrauskas, but linearly interpolated between the two enveloping values to get to the desired radiative flux. The
simulation includes the gas phase, thus interactions between the radiation and the air are taken into account. The radiative flux is assessed over
20 s, after reaching a quasi-steady state. It is averaged over this time span (see Fig. 23).

Afterwards, a simulation is conducted in which an obstruction (OBST) is introduced to represent the sample and its holder. There is a distance
of 25 mm between the sample surface and the bottom of the cone heater assembly. From the top boundary of the obstruction the radiative heat
flux is recorded (GAUGE HEAT FLUX). Per cell, it is averaged over 20 s after reaching a quasi-steady state, same as in the previous step.

Appendix B. Computational domain layouts

See Figs. 24 and 25.

19



T. Hehnen and L. Arnold Fire Safety Journal 141 (2023) 103926

Tg\
=
BE:
B

o
‘
-
T

L1

(a) Resolution: 5 cm fluid cells (C2). (b) Resolution: 3.3 cm fluid cells (C3).

(c) Resolution: 2 cm fluid cells (C5).

Fig. 24. Computational domain layout for the simplified cone calorimeter simulation setups. Each setup uses a single domain.
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Fig. 25. Computational domain layout for the parallel panel simulation setups. Only sub-domains are shown for clarity.

Appendix C. Complex chemistry

During the simple chemistry FDS calculates the stoichiometry itself and provides the results in the CHID. out file. This, however, only works
if FDS is used regularly, meaning not with TGA_ANALYSIS. A Python script was designed that automatically finds the recent best parameter set
(lowest RMSE, see Section 2.2) from the micro-scale IMP and creates a new FDS input file to generate a respective CHID. out file. After manual
execution of this simulation the script can extract the needed stoichiometry information from the CHID. out file, build the appropriate input lines
and write them to a new FDS input file. These steps are handled in the GetChemicalReaction.ipynb notebook, which can be found in the
data repository [28]. To ensure consistency, the repetition information of the best parameter set is written to the respective FDS input files as well.
For the parallel panel simulations this information can be copied over manually.
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Appendix D. Mass losses and flame heights

An example parameter set is used to demonstrate the different mass loss rates and energy release. The cases “Cone 01” to “Cone 03” in
Figs. 26(a), 26(b) and 27 all use the same pyrolysis scheme. “Cone 01” and “Cone 02” use only methane as surrogate fuel. For “Cone 01” the
heat of combustion in the material definition is set to 25 MJ/kg, which is about half of the value of pure methane. No heat of combustion value
is provided for “Cone 02”, thus it is the predefined value of 50 MJ/kg of methane. “Cone 03” uses a surrogate fuel gas mixture that consists of
26 volume percent of carbon dioxide and 74 volume percent of methane. This leads to roughly the same average heat of combustion than the
25 MJ/kg of “Cone 01”. Also, the radiative fraction of the gas mixture was set to 0.20 to match the value of pure methane. Again, no HOC value
is provided in the material definition, thus the released mass in the solid is transported directly to the gas domain. This highlights the distinction
between the solid and gas phase side of the FDS simulation. FDS uses the heat of combustion parameter provided in the material definition to
scale the mass of fuel that is introduced into the gas domain. Fig. 26(a) shows the mass loss in the solid. All three cases experience a very similar
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2304 | --- Cone 02 BR, 50 MJ/kg =2 3.04 !/ === Cone 02 ML, 50 MJ/kg
3 ' - Cone 03 BR, Mixture 'é); ' --— Cone 03 ML, Mixture
T 2.5 8254
©° a
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©
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S 1.0 € 1.0
2 S
©
205 3 0.5

0.04 — = 0.04 4
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Time /s Time /s
(a) Solid phase simulation. (b) Gas phase simulation.

Fig. 26. Mass loss rates for different surrogate fuel species (pyrolysis) at different locations in the same simulation. Visualising the energy release based scaling. Different heats
of combustion are used as indicated, “Mixture” has a HOC of about 25.5 MJ/kg.
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Fig. 27. Energy release for different surrogate fuel species. Different heats of combustion are used as indicated, “Mixture” has a HOC of about 25.5 MJ/kg.
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Fig. 28. Simplified cone calorimeter simulation (C15) for different surrogate fuel species to compare flame heights. Mass flux adjusted to get the same energy release. Fuel mixture:
methane, ethene and carbon dioxide.
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development. In Fig. 26(b) it can be observed that the mass introduced into the gas domain is about half for “Cone 01” compared to the others,
due to the scaling of the HOC. Consequently, Fig. 27 shows about double the energy release for case “Cone 02” than the others.

The different surrogate fuel strategies from above, “Cone 01” and “Cone 03”, lead also to different flames. Two simulations are conducted with
a constant mass release (HRRPUA), shown in Fig. 28(a) to mimic both setups. Gas temperatures are recorded on the vertical centre line of the
flame and averaged over the second half of the simulation (30 s). This leads to differences in the flame structure as shown in Fig. 28(b). No claim
is made here as to which one is more “realistic”, just the difference pointed out.

Appendix E. Example limit adjustments

During the IMP individual parameters can get stuck at their limits. Fig. 29 shows an example of this. During the initial limit definition (LO) the
pyrolysis range parameter got stuck at its upper limit. Another IMP run was set up, with an expanded range (L1). Note: only the upper limit was
adjusted and the lower limit was kept at its original value. Thus, the sampling space only grows larger over multiple adjustments. In the beginning,
both developments are different, because not only this parameter’s limits are adjusted for this new run, but also for others that were stuck.
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Fig. 29. Example for sampling limit adjustment.
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Fig. 30. Different heating rates of micro-scale experiments from MaCFP data base [7].
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Appendix F. Micro-scale tests

Data sets from the micro-scale tests. NIST reported that the equipment for the TGA was a Netzsch F1 Jupiter and a FAA microscale combustion
calorimeter for the MCC, Sandia used a Netzsch F3 Jupiter [7].

The TGA experiments by NIST were conducted in nitrogen atmosphere. For the MCC experiments the pyrolysis chamber was fed with nitrogen
and oxygen was mixed into the effluents before entering the combustion chamber. The TGA experiments by Sandia were conducted in argon
atmosphere.

Appendix G. Simple cone calorimeter simulation results

G.1. IMP fitness development

See Fig. 31.
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Fig. 31. IMP fitness development from simplified cone calorimeter simulations at 65 kW/m?.
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G.2. Energy release rates

See Fig. 32.
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Fig. 32. Energy release in simplified cone calorimeter simulation at 65 kW/m?.



T. Hehnen and L. Arnold

G.3. Back side temperatures

See Fig. 33.
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Fig. 33. Back side temperature in simplified cone calorimeter simulation at 65 kW/m?.
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G.4. Thermal conductivity

See Fig. 34.
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Fig. 34. Thermal conductivity in simplified cone calorimeter simulation at 65 kW/m?.
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G.5. Specific heat

See Fig. 35.
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Fig. 35. Specific heat in simplified cone calorimeter simulation at 65 kW/m?.
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G.6. Residual sample mass

See Fig. 36.
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Fig. 36. Residual sample mass in simplified cone calorimeter simulation at 65 kW/m?.
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Appendix H. Simple cone calorimeter simulation - Fluid cell convergence

See Fig. 37.
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Fig. 37. Comparison of the energy release of Cone 04 across different fluid cell resolutions for simple cone calorimeter setup. Best parameter set of IMP conducted in 3.3 cm
resolution (3C), same parameter set used in 2.0 cm resolution (5C).

Appendix I. Parallel panel simulation results

See Figs. 38 and 39.
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Fig. 38. Total energy release (TER) of best parameter sets in parallel panel setup. Comparison between different radiative fractions (RF) and fluid cell sizes. Dashed line indicates
theoretical total energy release in the simulation.
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