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Ulrich Tallarekc, Christophe Geuzained, Marek Behrb,f, Eric von Lieresa,f
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Abstract

Numerical simulations of chromatography are conventionally performed1

using reduced-order models that homogenize aspects of flow and transport in2

the radial and angular dimensions. This enables much faster simulations at3

the expense of lumping the effects of inhomogeneities into a column disper-4

sion coefficient, which requires calibration via empirical correlations or exper-5

imental results. We present a high-definition model with spatially resolved6

geometry. A stabilized space-time finite element method is used to solve the7

model on massively parallel high-performance computers. We simulate pack-8

ings with up to 10, 000 particles. The impact of particle size distribution on9

velocity and concentration profiles as well as breakthrough curves is studied.10

Our high-definition simulations provide unique insight into the process. The11

high-definition data can also be used as a source of ground truth to identify12

and calibrate appropriate reduced-order models that can then be applied for13
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process design and optimization.14

Keywords: packed-bed, chromatography, convection-diffusion-reaction,

stabilized space-time finite elements, reduced-order modeling

1. Introduction15

1.1. Chromatography16

Chromatography is an essential separation process used in the biotechnol-17

ogy and pharmaceutical industries as part of downstream processing of liquid18

solutions. Several types of chromatographic methods use differing principles19

in order to separate the target components from impurities. They differ in20

flow geometry (packed-bed, membrane, monolith) and in surface function-21

alization (ion exchange, hydrophobic interaction, affinity). In packed-bed22

liquid chromatography, the solution is pumped through a column densely23

filled with porous particles. Chemical species (components) in the solution24

are convected along the column through the interstices of the packed-bed,25

and they diffuse into the porous particles where they are selectively adsorbed26

to functionalized inner surfaces, e.g., through ion-exchange. This selective27

adsorption affects the residence times of different components, allowing tem-28

poral separation of multiple species at the column outlet. An illustration of29

the packed-bed chromatographic process is given in Figure 1.30

Chromatography columns can be operated in different process schemes,31

the most simple being flow-through mode. Another commonly applied chro-32

matography process scheme contains three steps: load, wash, and elution.33

The load phase starts with the input of a mixed solution to the column,34

and ideally ends with the saturation of all particles. In practice, the parti-35
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cles towards the column end are only partially loaded due to mass transfer-36

limitations to avoid loss of target product. The wash phase involves flushing37

the column with fresh buffer solution that does not contain the components38

that are to be separated. Finally, the adsorbed molecules are eluted by means39

of a mobile phase modifier, i.e., a salt in ion-exchange chromatography. The40

separation is sensitive to the adsorption affinities of the various components41

with respect to the chemically functionalized interior surfaces of the porous42

particles. Column geometry, packing structure, particle geometry, and rel-43

ative concentrations of the components also affect the separation process.44

Numerical simulations can provide quantitative insights into the process and45

subsequently help tailor columns and operating conditions for efficient sepa-46

ration of the target molecules.47

1.2. Modeling48

Chromatography is conventionally modeled using reduced-order models49

(ROMs) such as the so-called General Rate Model (GRM), Equilibrium Dis-50

persive Model (EDM), and Lumped Kinetic Model (LKM) [1]. The greatest51

advantage of these models is their simplicity, allowing quick solves and en-52

abling their use in parameter fitting and optimization studies. On the other53

hand, these models homogenize dispersive effects caused by geometrical fea-54

tures such as particle shape, particle size distribution (PSD) in poly-disperse55

column packings, and radial porosity variations that are particularly evident56

in thin columns. Radial and angular flow and dispersion are neglected due to57

reduction of model dimensions. Moreover, axial velocity and packing poros-58

ity have constant averaged values throughout the column. The effects of59

these homogenizations are lumped into other mechanisms, whose parameters60
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need to be calibrated using experimental data. In particular, the dispersion61

coefficient accounts for effects that are caused by small eddies and different62

flow paths through the packed-bed which are not mechanistically captured63

by ROMs.64

Spatially resolved models of chromatography require more effort and re-65

sources in terms of modeling, software development and maintenance, and66

computational costs, but their results are equally rewarding. These High-67

Definition (HD) models provide a three-dimensional view into the column,68

and can be used in conjunction with non-invasive scanning techniques such69

as MRI [2] and CLSM [3, 4, 5, 6, 7] to reconstruct packings and also analyze70

flow and mass transport [8, 9, 10, 11, 12, 13, 14, 15] within the column and71

packed-bed. With developments in 3D printed substrates and monolithic72

columns, HD simulations provide a distinct advantage over reduced-order73

simulations, especially when paired with image based reconstruction tech-74

niques [2, 16, 17, 5, 6, 7]. Furthermore, these simulations can be used with75

models of progressively reduced order to isolate and quantify the effect of76

inhomogeneities that are lumped into axial and radial dispersion coefficients.77

In literature, simulations of spatially resolved packed-beds have been con-78

ducted primarily with a focus on hydrodynamics. Most simulations focus on79

thin columns with short packed-beds due to the computational costs associ-80

ated with scaling the column geometry. Furthermore, many such studies are81

performed with commercial software such as ANSYS [18, 19, 20], COMSOL82

[21, 22, 23, 24], and STAR-CCM+ [25, 26, 27, 28, 29], which were at the83

beginning of this study not ideally suited to massive parallelization.84

Several works focus on the effect of column geometry [30, 26, 22], particle85
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geometry [31, 19] and pore size [20] on pressure drop along the bed. Fairly86

comprehensive reviews of literature on particle-resolved modeling of fixed-87

bed reactors are provided by Jurtz et al. [32] and Dixon et al. [33]. While88

providing a concise overview of models and methods employed, the focus of89

these reviews is on gas-flow catalytic reactor systems.90

Very few papers are dedicated to 3D simulation of chromatography, i.e.,91

flow, transport, and adsorption and desorption in packed-bed columns [21,92

34, 22]. Schnittert et al. extended the general rate model to 3D simulations93

of columns with up to 150 particles using COMSOL. Gerontas et al. also94

used COMSOL to simulate Langmuir adsorption on a microfluidic column95

with 4700 particles.96

Lattice Boltzmann (LB) simulations are favored in simulating flow in97

larger columns due to their inherent scalability. Additionally, mesh genera-98

tion is much simpler due to the Cartesian grid cut-cell approach used. Com-99

pared to macroscopic Finite Element (FE) or Finite Volume (FV) methods,100

the LB method derives averaged macroscopic properties from a particle col-101

lision description on a lattice structure. Tallarek et al. use LB to solve flow102

and transport problems in randomly packed chromatography columns and103

other porous media [35, 36, 37, 38, 39, 40, 41]. While LB simulations are104

inherently scalable, the cut-cell meshes used in that method are not suited105

to cases where the exact effects of the packed-bed morphology are to be stud-106

ied. However, LB has recently been combined with molecular dynamics for107

multi-scale simulations of porous media to study diffusion at the mesopore108

scale [42, 43].109

In a previous study, Püttmann et al. present a stabilized Galerkin space-110
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time FE method to solve the packed-bed chromatography problem [34].111

Three benchmark tests were conducted: 1) single component adsorption in112

2D, 2) competitive adsorption in 2D, and 3) single component adsorption in113

3D. These test cases contained a maximum of 750 mono-disperse particles,114

i.e., with constant particle size.115

1.3. Scope116

In the present work, the chromatography process is formulated as a weak117

coupling between flow and transport-reaction problems: Stokes flow is solved118

in the interstitial (inter-particle) domain (also referred to as bulk region)119

and the resulting stationary velocity field is used to model convection of120

the solution in subsequent mass transfer simulations. In these transport-121

reaction simulations, convection-diffusion are modeled in the inter-particle122

domain, and diffusion-reaction (adsorption/desorption) are modeled in the123

intra-particle domain. The geometry of the inter-particle domain is fully re-124

solved to study its impact on dispersion. The internal pore structure of the125

particles is homogenized, as in customary reduced order models, to maintain126

computational tractability. Multi-domain coupling is achieved using diffusive127

flux continuity at the interface of both these domains. For a detailed mathe-128

matical formulation of the governing equations, multi-domain coupling, and129

boundary conditions, the reader is referred to [44].130

Chromatography columns can be characterized using breakthrough ex-131

periments. In this mode, the column is continuously loaded with sample132

molecules until it is fully saturated. This results in a so-called breakthrough133

curve (BTC) at the column outlet that can be used to assess the axial dis-134

persion in the column. We simulate breakthrough experiments using multi-135
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domain flow, convection, diffusion, and adsorption for packings with approx-136

imately 10, 000 particles in cylindrical columns with ratio of column to par-137

ticle diameters �c

�p
≈ 10. The model and implementation described in [34]138

are used with modifications to the stabilization parameter. In contrast to139

previous work, we use here the metric stabilization parameter [45] instead of140

the 1D GLS stabilization parameter on account of reduced numerical diffu-141

sion. For estimating the accuracy of our simulations, we use the generalized142

holdup volume, which can be calculated both analytically and numerically.143

We perform a mesh convergence study on a short column test case with144

ca. 1000 particles. Large-scale simulations were performed on medium-sized145

meshes of longer columns with approximately 10 times more particles. Sim-146

ulations of finer meshes would require extensive modification to the solver147

and the mesh format. We compare packed-beds with and without PSD and148

fit the axial dispersion coefficient of the GRM to the results of our HD sim-149

ulations. The effect of PSD as well as axial and radial position on particle150

loading are also analyzed.151

The goal of this study is to demonstrate the viability of HD models in sim-152

ulating chromatography processes. These simulations provide insights into153

complex transport mechanisms within column and particles that are difficult154

if not impossible to observe experimentally or to simulate with conventional155

ROM techniques. The resulting HD data allow to calibrate ROMs that can156

then be utilized for process analysis and design.157
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2. Model158

In this section, we formulate our model assumptions and equations. Fig-159

ure 2 shows a 2D schematic representation of the HD chromatography column160

model, which consists of two domains: the inter-particle region Ω1 and the161

intra-particle region Ω2. Due to low solute concentrations, the velocity field162

calculated in the flow simulation is assumed to be stationary and independent163

of concentration changes in the transport simulation. Due to low Reynolds164

numbers (Re < 1), a laminar and stationary flow-field is assumed in Ω1.165

This allows distinct flow and transport simulations to be solved separately166

in a weakly coupled manner. Ω2 is assumed to be devoid of advective flow167

as extreme pressure would be required to achieve advective flow in the par-168

ticles due to the small size of the intra-particle pores. Intra-particle flow can169

be invoked in some macro-porous materials but is not in the scope of this170

study. In the transport simulations, time-dependent equations are solved in171

both domains. Convection-diffusion equations are solved in Ω1 and diffusion-172

reaction equations are solved in Ω2. Here, reaction refers to the adsorption173

and desorption of solute molecules to and from inner particle surfaces, which174

is described by the Langmuir model. The boundary nodes between the two175

domains are doubled so as to allow a discontinuity in the solution of the solid176

phase concentration at the particle surfaces. At this boundary between the177

bulk and particle domains, we apply a flux continuity constraint.178

2.1. Fluid flow179

In most liquid chromatography columns, viscous forces dominate over180

inertial forces. These cases where Re < 1 are categorized as ’creeping flow’181
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and are modeled with the Stokes equations as:182

µ∇2u + ∇p = 0 in Ω1 (1a)

∇ · u = 0 in Ω1 (1b)

where u is the flow velocity, p is the pressure, and µ is the viscosity. On183

the boundaries, we have:184

u = 0 on Γwall ∪ Γsurf (2a)

u = uin
z on Γin (2b)

−pn + µn ·
(
∇u + ∇uT

)
= 0 on Γout (2c)

where ρ is the density, Γin, Γout, Γsurf , and Γwall are inlet, outlet, parti-185

cle surface and column wall surfaces, respectively, uin
z is the specified inlet186

velocity, and n is the outward normal vector at the column outlet.187

2.2. Mass transport188

In the multi-domain mass transfer simulations, diffusive flux continuity189

is used as surface coupling mechanism at the particle surfaces. In the bulk190

domain (Ω1) we solve the convection-diffusion problem, and in the particle191

domain (Ω2) we solve the coupled diffusion-adsorption equations. In the bulk192

region, we have:193

∂cb
∂t

+ (u · ∇) cb = Db∇2cb in Ω1 (3)
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where cb is the concentration of the solute molecules in the bulk phase,194

and Db is the free molecular diffusivity of the solute molecules. In the particle195

interior (Ω2), we have:196

εp
∂cp
∂t

+ (1 − εp)
∂cs
∂t

= Dpεp∇2cp in Ω2 (4)

where cp is the pore phase concentration, cs is the solid phase concen-197

tration, Dp is the effective pore molecular diffusivity, and εp is the particle198

porosity. Adsorption and desorption is described by the single-component199

Langmuir model:200

∂cs
∂t

− kacp (cmax
s − cs) + kdcs = 0 in Ω2 (5)

where ka and kd are the adsorption and desorption coefficients, and cmax
s201

is the maximum binding capacity.202

The bulk concentration cb is prescribed at the inlet (Γin). On the other203

column surfaces (Γout ∪ Γwall), we have a homogenous Neumann boundary204

condition. Across particle surfaces (Γsurf ), for multi-domain coupling we205

have a flux continuity condition.206

cb = cin on Γin (6a)

n · ∇cb = 0 on Γout ∪ Γwall (6b)

n1 · (Db∇cb) = n2 · (Dpεp∇cp) on Γsurf (6c)

The above flux continuity condition automatically ensures cb = cp at the207

domain interface at all times t > t0, provided that the computation is started208

with cb = cp on Γsurf at t = t0.209
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2.3. Generalized holdup volume210

The generalized holdup volume, VH , of a column is the retention capacity211

of the column for a given sample. It will be used for measuring the accuracy of212

our HD simulations. The generalized holdup volume indicates the capacity213

available for sample molecules within the column. This includes the bulk214

volume, particle pore volume, and the volume of the sample that is adsorbed215

in a fully loaded column. While calculating the holdup volume for non-216

binding scenarios is simple, the generalized holdup volume depends on the217

binding mechanism and parameters. For the single component Langmuir218

model, it is possible to analytically calculate the generalized holdup volume219

as follows:220

V A
H = Vb + εpVp + (1 − εp)Vp

cmax
s

cinb
(7)

where221

cmax
s

cinb
= cmax

s

ka
kacinb + kd

(8)

Here, Vb is the total volume of the bulk domain and Vp is the total volume222

of the particle domain.223

The generalized holdup volume can also be numerically calculated for any224

fully developed breakthrough curve, i.e., when the column is fully saturated.225

The area between the normalized constant inlet concentration and the nor-226

malized breakthrough curve, shown in Figure 3, multiplied by the volumetric227

flow rate, V̇ =
∫
A
uz dA, results in the numerical generalized holdup volume228

of the system:229
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V N
H = V̇

∫ ∞

0

(1 − coutb

cinb
) dt (9)

In our HD simulations, we need to average the concentrations over cross230

sections A at the column inlet and outlet, respectively. These averages are231

weighted by the velocity uz:232

cavg =

∫
A
cuzdA∫

A
uzdA

(10)

With that, the numerical holdup volume becomes:233

V N
H = V̇

∫ ∞

0

(
1 −

∫
A
coutb uout

z dA∫
A
cinb uin

z dA

)
dt (11)

We can now define the ratio of numerical to analytical holdup volumes ϙ:234

ϙ =
V N
H

V A
H

(12)

We also define the relative holdup volume error (ξ) to quantify the error235

in our simulations:236

ξ = (ϙ− 1) × 100% (13)

3. Simulation workflow237

Figure 4 shows a flowchart of the general simulation workflow for HD238

chromatography models. Modeling details and computational tools are de-239

scribed in the following.240
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3.1. Packing generation241

The packed-bed geometry is a central feature of HD chromatography242

simulations. 3D packings of rigid spheres can be generated computationally243

[46, 47, 48, 49, 50, 51] or be captured from real packed-beds using high-244

resolution scanning techniques such as Magnetic Resonance Imaging (MRI),245

Focused Ion Beam (FIB), Confocal Laser Scanning Microscopy (CLSM), etc.246

[37, 7, 52, 53]. The particle packing used in our work is generated compu-247

tationally using a modified Jodrey-Tory algorithm [35, 46]. This algorithm248

starts with a random distribution of spheres that may overlap within a con-249

finement. In subsequent steps, spheres are iteratively moved and resized to250

increase packing density while avoiding overlaps. One of the advantages of251

this method is the ability to generate packings of different porosities. The252

packings used in this work are cut sections of larger pre-generated packed-253

beds with 150K mono-disperse particles and 15K poly-disperse particles.254

3.2. Contact points255

Point contacts between individual particles, and also between particles256

and the column wall, pose a challenge in meshing the interstitial region257

around them. Due to the curvature of the particles, reducing the element258

size results in higher aspect ratios in the interstitial region, tending towards259

degeneracy, for elements close to contact points. This issue can be avoided by260

modifying the contact points in two ways: 1) remove the point contact, and 2)261

convert it to an area contact. These modifications can be applied either glob-262

ally to the entire particle, or locally near the contact points [54, 18, 55, 28, 29].263

Global modifications either enlarge or reduce all the particles in the packed-264

bed. Local modifications either add or remove material to/from the contact265
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region. Figure 5 illustrates the different modifications. While local mod-266

ifications are shown to provide more accurate pressure fields [54], applying267

local modifications for large columns can become intractable due to the sheer268

amount of necessary Boolean operations.269

Contact point modifications affect the packed-bed volume and the result-270

ing column porosity, along with the flow profile in the contact region. While271

local methods such as capping and bridging change the bed volume the least,272

they are more challenging to generate and computationally harder to scale for273

larger columns, especially in packings with a high degree of poly-dispersity.274

In our simulations we hence globally reduce the particle radius by 0.03%, re-275

sulting in a 0.09% change in the packed-bed volume. This approach enables276

fast mesh generation while hardly affecting the packed-bed volume and the277

local flow field.278

An alternative approach could be to consider the softness of the Sepharose279

beads in the generation of the packed bed, which would naturally result in280

contact areas. However, such structural mechanics simulations would add281

complexity beyond the scope of this publication.282

3.3. Mesh generation283

A chromatography mesh generation tool (genmesh) that uses GMSH [56]284

and OpenCASCADE was developed for this project. Given the packing285

data, which consists of particle center coordinates and diameters, genmesh286

performs the necessary geometric operations and generates the mesh. A287

typical operation chain roughly consists of the following steps:288

1. Extract sections of desired length from larger packing data289
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2. Add or remove particles to obtain target porosity value290

3. Create container and packing geometries291

4. Modify contact points292

5. Create named physical groups to set boundary conditions293

6. Generate mesh294

The element size within the particles is uniform throughout the mono-295

disperse mesh, but scaled by average particle radius in the poly-disperse case.296

Due to smaller particles having higher curvatures, a uniform element size297

would not suitably capture the surface of the spherical particles. Magnified298

images of the mono-disperse and poly-disperse meshes on particle surfaces299

are shown in Figure 6.300

3.4. Mesh partitioning301

When the size of the mesh is small enough, it can be solved as a whole302

on one computer or workstation. The large meshes used in this work, on303

the other hand, require a cluster of interconnected compute nodes, typically304

numbering in the thousands. Solving the system in parallel on such a clus-305

ter with distributed memory requires that each individual process contains306

a chunk of the mesh on which the fluid flow and mass transfer problems307

are solved. Hence the mesh must be partitioned into smaller chunks and dis-308

tributed among these processes. We use the parallel graph-based partitioning309

software ParMETIS for this task.310

3.5. Solution311

The model is implemented in XNS, a multi-physics solver capable of scal-312

ing up to thousands of cores. It uses a stabilized discontinuous-in-time space-313
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time Galerkin Finite Element (FE) method. In order to solve non-linear sys-314

tems of equations, XNS utilizes a GMRES solver within a Newton-Raphson315

iteration. The chromatography model equations and other necessary modifi-316

cations for handling large data were implemented in XNS. All the simulations317

for this work were performed using XNS on the JURECA supercomputer at318

Jülich Supercomputing Center (JSC).319

The applied FE method for HD simulations of packed-bed liquid chro-320

matography has previously been employed to solve a range of 2D and 3D321

validation cases with up to 750 particles in the packed-bed, in which the322

scalability of the numerical method has been analysed [57].323

3.6. Postprocessing324

Since our large-scale meshes are in the range of hundreds of millions of325

elements, postprocessing needs to be done in a distributed manner as well.326

The binary simulation output from XNS is converted into Parallel VTK Un-327

structured (PVTU) files that contain the solution in a distributed format.328

The Python scripting interface of ParaView is then used to extract the re-329

quired information in parallel. Specialized ParaView scripts were created to330

generate the necessary visualizations and analyses shown in this paper.331

4. Case study332

In this section we present the column geometries, meshes, and model pa-333

rameters used in our simulations. Considering the computational resources334

demanded by HD simulations, we first characterize the sensitivity of the335

solution to the mesh size using a short column with approximately 1, 000336

particles. Further simulations were performed using a longer column with337
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approximately 10, 000 particles. These simulations provide fundamental in-338

sight into the interplay of packing morphology and process performance, even339

though the column length and width is much smaller than typically found in340

experimental setups.341

4.1. Column geometry342

We generated mono-disperse and poly-disperse columns with identical343

porosities at lengths of 2.01mm and 16.00mm. They are henceforth referred344

to as short mono-disperse (SM), short poly-disperse (SP), long mono-disperse345

(LM) and long poly-disperse (LP). The column geometries are shown in346

Figures 7 and 8. Geometry data for the columns is provided in Table 2. All347

the simulated columns have a radius of R = 5.01 × 10−4m. At both ends of348

the mono-disperse packed-beds, the columns consist of void space of length349

≈ 0.2�c , where �c is the column diameter. The mono-disperse packed-bed350

consists of particles with diameter �p ≈ �c

10
. Poly-disperse columns were351

generated to match the column porosity εc to that of the corresponding mono-352

disperse columns. For the large poly-disperse cases, we removed particles353

from the ends of the extracted section until the final column porosities closely354

matched those of the mono-disperse counterparts. The PSD of the poly-355

disperse packed-bed is shown in Figure 9a. It is representative of a measured356

PSD of Sepharose [58].357

Figure 9b shows the axially-averaged porosity profile over column ra-358

dius for both packing types. Porosities for both columns at the wall are 1,359

corresponding to the point contact between the spherical particles and the360

cylinder walls. The cylinder wall imposes a regularity in the radial posi-361

tions of the particles. As we move towards the column centre, however, the362
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packing becomes random. For the poly-disperse column, the porosity profile363

tends to stabilize towards the column centre. The particle size disparity in364

poly-disperse packings allows smaller particles to nestle in between the larger365

ones, filling up space more effectively, resulting in the a more even porosity366

profile in the packing away from the column walls. In the mono-disperse367

case, larger oscillations are still present at the column center. In columns368

with higher column to particle diameter ratios (�c

�p
), such oscillations vanish369

towards the column center for mono-disperse particles as well.370

4.2. Meshes371

For a mesh sensitivity study, unstructured linear tetrahedral meshes for372

short columns were generated at 5 different refinements. The mesh size is373

characterized by the element size per average particle diameter. An element374

size of 0.10 corresponds to 10 elements per particle diameter. The smaller375

the element size, the higher the number of elements. Henceforth, specific376

columns and meshes are referred to using the column name suffixed by the377

element size, e.g., SP-0.04 refers to the short poly-disperse column with an378

element size of 0.04.379

The mesh size is scaled by the particle size in order to capture the curva-380

ture of small and large particles alike. Thus we have the same element size381

globally in the mono-disperse column, whereas the element size within the382

particles varies based on particle size in poly-disperse columns. Magnified383

images of these meshes on the particle surfaces of a poly-disperse packing is384

shown in Figure 10.385
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4.3. Model setup and parameters386

While XNS is fully able to perform load, wash and elution cycles of chro-387

matography, for the purpose of this work we simulate only the loading stage388

until full breakthrough is achieved. That is, the inlet concentration is kept389

constant until the column is fully saturated, and the outlet concentration390

matches the inlet concentration. For all simulations, the initial concentra-391

tion is zero everywhere in the column.392

The chromatography model parameters used in all our simulations were393

taken from [59] and are given in Table 3. They reflect the binding behavior394

of lysozyme on blue Sepharose particles.395

5. Results and discussions396

The simulations in this paper were performed on the JURECA super-397

computer at the Jülich Supercomputing Center (JSC). The SM column sim-398

ulations at various mesh sizes required between 4, 000 to 46, 000 core-hours.399

The SP column, similarly, required between 4, 400 to 58, 000 core-hours for400

its simulations from the coarsest to finest element sizes. In both cases be-401

tween 720 and 1200 cores were used. Since the Stokes flow simulations are in402

steady-state, they required only a few minutes, whereas the transient mass403

transfer simulations consumed the majority of the compute time (between 6404

to 48 hours). The LM and LP columns were simulated with element sizes of405

0.06, and also required up to two days to terminate with 2400 cores.406

5.1. Mesh sensitivity study407

Meshes were generated at element sizes ranging from 0.10 to 0.04 for the408

SM and SP column geometries to study the flow and mass transfer charac-409
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teristics of the system and examine the stability, accuracy, and consistency410

of the numerical methods used. Breakthrough simulations were performed411

for the geometries shown in Figure 7 and the meshes shown in Figure 10.412

Rapid partial breakthrough, i.e., an initial concentration jump, is ob-413

served in Figure 11a due to the short column length of SM and SP geometries.414

Thus some solute molecules are convected around the packed-bed directly to-415

wards the outlet; they do not diffuse into particles. In longer columns, the416

higher residence time allows solute molecules sufficient time to diffuse into417

the particles and adsorb.418

FE methods are not locally conservative; they only enforce continuity in419

a weak sense. In order to measure convergence of the Stokes flow simulation,420

the averaged flow rates in the column at various cross sections along the421

column length were calculated. This is shown for SP meshes in Figure 11c.422

We observe a decrease in the mass flux within the packed-bed region of the423

column that improves as the mesh is refined. The error drops below 1% for424

element sizes 0.06 and finer.425

Figure 11a shows the breakthrough curves for SP meshes. The results of426

the finest three meshes are almost indistinguishable, while their generalized427

holdup error, as measured by the ξ metric (Equation 13), slightly decreases428

from 8% to 3% as shown Table 4 and in Figure 11b.429

5.2. Flow field430

Flow in a packed-bed of spherical particles can be complex. Fluid flows in431

interstitial channels that widen and contract between the particles, forcing it432

to accelerate and decelerate accordingly. Let ũb
z = uin

z /εc denote the average433

interstitial z velocity in the packed-bed.434
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Figure 12 shows the x, y, and z components of the normalized velocity435

field (
ub
i

ũb
z
) in the central x-y, and y-z planes of the SM geometry. We observe436

velocity hotspots distributed over the entire bulk domain. The magnitude of437

these hotspots for ux and uy reaches ca. 4 times of ũb
z while hotspots in uz438

reach magnitudes of ca. 10 times. Figure 13 indicates the hotspot regions at439

progressively higher velocity thresholds, where uz > n · ũb
z, with n ∈ [1, 5].440

Figure 14 shows an analysis of volume fractions occupied at these thresh-441

olds for different mesh densities. At lower threshold values, the finer meshes442

capture substantially more hotspot volume as compared to the coarser meshes.443

At higher threshold values, these differences disappear.444

5.3. Transport and adsorption445

The transport in the bulk domain is dominated by convection, whereas446

within the particle domain it is purely diffusion-driven. The diffusion into447

a particle depends on the bulk phase concentration in the region around448

it, which in turn depends upon the local flow field and position and size449

of the given particle and its neighbours. Figures 15 to 17 show snapshots450

of the normalized bulk, particle pore and solid phase concentrations in the451

central y-z plane of the SM column at different times (compare Figure 11a),452

including zoom boxes of specific regions.453

A wall effect is clearly visible in these images, i.e., the concentration front454

progresses faster along the column wall in comparison to the column center.455

This can be explained by higher porosity (Figure 9b), i.e., lower particle456

density at the wall. Consequently, the particles in that region have a lower457

total capacity and are saturated earlier. An increased average velocity at the458

column wall (Figure 12c) also contributes to the observed wall effect.459
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If the bulk concentration around a particle is homogeneous, it will be460

loaded symmetrically. However, inhomogeneities such as wall effects, chan-461

neling, and particle size distribution cause the concentration front to ad-462

vance unevenly within the packed-bed. Asymmetrical boundary conditions463

at the particle surfaces lead to asymmetrical loading patterns, as illustrated464

in Figure 15c. This asymmetry is more pronounced for smaller particles and465

decreases towards the end of the loading process, because the bulk phase con-466

centration reaches equilibrium with the inlet concentration before the larger467

particles are fully loaded.468

5.4. Particle loading469

In contrast to ROMs, our HD simulations allow to monitor the loading470

of individual particles. This resolution allows us to study the impact of471

particle size and axial positioning upon the loading process. Figure 18 shows472

loading profiles of all particles in the SM and SP simulations coloured by axial473

position in the column and the time required for reaching 90% saturation over474

axial position. Larger particles reach saturation later than smaller particles475

simply due to larger volume. The plotting order of the loading curves was476

randomized to avoid bias caused by overlays in the final plot. Similarly,477

Figure 19 shows loading profiles of all particles in the SP simulations coloured478

by particle radius and the time required for reaching 90% saturation over the479

particle radius.480

These figures illustrate the impact of particle size distribution. For the481

mono-disperse packing, the times for reaching 90% saturation are highly482

correlated with the axial column position, in particular at the column inlet483

with increasing bandwidth towards the column outlet. This is mainly caused484
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by the previously discussed wall effect in these very narrow columns. For the485

poly-disperse packing, the bandwidth of the correlation is much widened,486

because smaller particles downstream the column can be loaded at similar487

times as larger particles further upstream the column. Figure 18d and 19b488

reveal that the 90% loading time is influenced by particle size influences even489

more than by axial position.490

5.5. Large-scale simulations491

The impact of PSD on fully developed breakthrough curves is studied492

using the long mono-disperse (LM) and poly-disperse (LP) columns shown493

in Figure 8. Both packings are constructed to have the same bed volume,494

resulting in identical column porosities, as shown in Table 2.495

The sizes of usable meshes in XNS is currently limited due to integer496

representation. Further improvements would have to be made to the binary497

mesh storage format so that the number of elements can exceed the current498

limit of 2,147,483,647. Hence, we simulated the LM and LP columns with499

an element size of 0.06, which yielded a generalized holdup volume error500

of 8.65% and 6.65% in the mesh sensitivity study for the mono-disperse501

and poly-disperse cases respectively. This resulted in meshes with 561M502

and 583M elements in the LM and LP cases respectively. Results of these503

simulations are shown in Table 5.504

Figure 20 shows the normalized bulk, particle pore, and solid phase con-505

centrations in the LP column at three different times. The observed phe-506

nomena and trends are similar to those discussed for the shorter columns507

but more pronounced along the column length. However, these large-scale508

simulations also allow to quantify the impact of PSD on the BTC, as shown509
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in Figure 21.510

Note that the HD model explicitly describes the root causes of column dis-511

persion, e.g., different trajectories through the packed-bed, including molec-512

ular diffusion. The observed differences in BTC shape and slope are mech-513

anistically predicted. In particular, the mass transfer equation in the bulk514

domain, equation 3, does not include an explicit dispersion term.515

As a dimensionally reduced model, the GRM does not explicitly account516

for the morphology of the packed-bed. Instead, band broadening effects are517

lumped together and described by an axial dispersion coefficient Dax in place518

of the molecular diffusion coefficient Db in the HD model. To simulate the519

same system, some parameters of the GRM need to be derived from the HD520

model. For instance, the column porosity is determined by the void fraction521

of the packed-bed, while average values need to be used for axial velocity522

and particle diameter. With that, the dispersion coefficient can be estimated523

from the HD simulated chromatograms for mono-disperse and poly-disperse524

packings.525

Due to the element size of 0.06, a mass flux defect is expected (Fig-526

ure 11c). This delays the breakthrough and consequently increases the gen-527

eralized holdup volume. However, the simulated BTC can be rescaled along528

the time axis by the inverse holdup volume ratio 1/ϙ. Figure 22 illustrates529

that the effect of this scaling on the dispersion coefficient is negligible for530

values of ϙ close to 1. We encounter ratios of ϙ = 1.082 (LM) and ϙ = 1.064531

(LP).532

Figure 21 shows the GRM as fitted to the mono-disperse and poly-disperse533

HD simulated BTC, neglecting the mass transfer resistance in the diffusion534
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boundary layer at the particle surfaces. The estimated dispersion coefficients535

are Dax,mono = 7.73 · 10−7m2 · s−1 and Dax,poly = 13.84 · 10−7m2 · s−1. For536

both packings, the BTC can be reproduced very well. However, the GRM537

model cannot predict the BTC unless the dispersion coefficient is known.538

In practice, this coefficient is determined by fitting the GRM to measured539

chromatogram data or from empirical correlations. For example, an empirical540

correlation for Dax is given by Rastegar et al. [60]:541

Dax = 0.7Db +
�pu

in
z

0.18 + 0.008Re0.59
(14)

where, Re = �pu
in
z ρ/µ. This results in Dax,rast = 1.156 · 10−7m2 · s−1.542

Figure 21 illustrates that the differences in Dax,mono, Dax,poly and Dax,rast543

substantially impact the breakthrough GRM simulated curve.544

Our HD simulations, in comparison with GRM fits, allow to study and545

quantify the impact of packing morphology on column dispersion. In the546

presented case the PSD, which is neglected by customary chromatography547

models, causes dispersion to increase by almost 80%. Rasmuson [61] ar-548

gues that smaller particles in a distribution affect initial breakthrough time549

since they are faster loaded, while larger particles affect the rate of reaching550

saturation in the breakthrough curve due to slower loading.551

Furthermore, HD simulations allow to compare porosity and velocity pro-552

files of mono-disperse and poly-disperse packings over the column radius, as553

shown in Figure 23a. These profiles are averaged along the column length554

and azimuthal angle coordinates. It is evident that the velocity profile fol-555

lows the porosity profile everywhere except near the wall due to the no-slip556

boundary condition. Furthermore, a slight phase shift can be observed be-557
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tween the peaks of each pairing. Figure 23b shows the correlation between558

both, with R2 scores of 0.81 for the poly-disperse column and 0.57 for the559

mono-disperse-column. The worse fit for the latter can be attributed to much560

stronger oscillations of the porosity profile in the column center.561

The porosity and velocity profiles can be used to study external mass562

transfer and to parameterize more advanced ROMs. The two-dimensional563

general rate model (2D GRM) still homogenizes the packed-bed but accounts564

for the radial column coordinate [62]. Similarly, the 1D and 2D GRM can565

be further extended to account for PSD [63]. Future work will address the566

configuration and validation of GRM extensions with the open-source pro-567

cess simulator CADET, using the HD simulations presented here as ground568

truth. For this purpose, HD simulated data with clearly defined structural569

differences is better suited than measurement data with additional errors and570

uncertainties.571

6. Conclusions572

In this work, we applied stabilized space-time finite element simulations573

to particle-resolved HD models of packed-bed liquid chromatography. Com-574

puter generated packings of short (1, 000+ particles) and long (10, 000+ par-575

ticles) beds with and without PSD were used to generate computational576

meshes with linear tetrahedral elements. The FE simulations comprised577

of two stages: solving the stationary Stokes flow in the interstitial (bulk)578

domain, and then solving the transport and adsorption equations in both579

the bulk and particle domains. Simulations were performed using XNS, a580

massively parallel multi-physics solver, on the JURECA supercomputer at581
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Forschungszentrum Jülich.582

The workflow for our HD simulations is time and resource intensive. Pack-583

ing generation, mesh generation, partitioning, preconditioning, solution, and584

even post-processing in HD simulations all require special treatment and585

knowledge in comparison to ROMs. In spite of the inherent challenges, HD586

simulations of chromatography provide us with novel insight into the process587

by enabling visualization and quantitative analysis of impact of packed-bed588

geometry on flow, transport, and adsorption in chromatography columns.589

The rich 3D data generated by these simulations can be used to study the590

effects of geometric inhomogeneities within the column and serve as ground591

truth for calibrating ROMs.592

Analysis of the flow field reveals hotspots with maximum axial velocity593

reaching ca. 10 times the average reduced-order velocity (ũb
z = uin

z /εc). Lat-594

eral velocities (x and y directions) also reached ca. 4 times ũb
z. The hotspot595

regions at various velocity lower thresholds were visualized, and analysis of596

hotspot volumes shows a significant volume fraction exists up to 5 times ũb
z.597

The dependence of the radial velocity profile on the column’s radial porosity598

profile can be linearly regressed.599

Visualizations of mass transfer simulations clearly showed the effects of600

early breakthrough near the column wall due to the increased porosity (wall601

effect). Non-concentricity in the loading of particles, which would be ne-602

glected by ROMs, is also observed. Particle loading plots for individual par-603

ticles allow to predict the behavior of the given column at varying lengths604

and particle size distributions.605

Breakthrough curves for long columns with 13, 845 mono-disperse and606
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9, 974 poly-disperse particles were used to fit the axial dispersion coefficient607

in the dimensionally reduced general rate model. Calibrating the GRM with608

and without PSD result in differing values of the coefficient of axial disper-609

sion, thus enabling quantification of bed morphology on column dispersion.610

The largest simulations performed in this study still use geometries that611

are two orders of magnitude smaller than commercially available micro columns.612

HD simulations of such columns are generally possible, provided the required613

compute quota is available. Much wider columns can be HD simulated by614

neglecting wall effects and using periodic boundary conditions on the lateral615

column surfaces.616

Large-scale simulations require tremendous amount of developmental and617

computational resources in order to simulate a single unit operation. Simu-618

lation of a complete process pipeline would be infeasible at this scale. While619

our HD simulations cannot directly be used in process design and optimiza-620

tion, the vast amount of data generated by them can be used to understand621

and calibrate fundamental parameters of ROMs, including column dispersion622

and external mass transfer. Calibrated ROMs such as the 1D or 2D GRM623

with or without PSD can then be used for process design and optimization,624

which can require thousands or even millions of simulation runs. They also625

allow studying complex effects of non-linear and competitive adsorption, such626

as self-sharpening fronts or displacement effects.627
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Jülich Supercomputing Centre, Journal of large-scale research facilities 4916

(2018). URL: http://dx.doi.org/10.17815/jlsrf-4-121-1. doi:10.917

17815/jlsrf-4-121-1.918
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Table 1: Nomenclature

Symbol Meaning Units

Ω1 bulk (interstitial) domain -

Ω2 particle domain -

Γin column inlet surface -

Γout column outlet surface -

Γwall column wall surface -

Γsurf packed-bed surfaces -

ka Adsorption coefficient m3 ·mol−1 · s−1

kd Desorption coefficient s−1

cmax
s maximum binding capcity mol ·m−3

cb bulk phase concentration in Ω1 mol ·m−3

cp pore phase concentration in Ω2 mol ·m−3

cs solid phase concentration in Ω2 mol ·m−3

cinb bulk phase concentration on Γin mol ·m−3

coutb bulk phase concentration on Γout mol ·m−3

Vb bulk domain volume m3

Vp particle domain volume m3

Db bulk phase diffusivity m2 · s−1

Dp effective pore phase diffusivity m2 · s−1

εc column porosity −

εp particle porosity −

u velocity m · s−1

uin
z inlet velocity on Γin m · s−1
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ũb
z averaged interstitial z-velocity m · s−1

µ dynamic viscosity N · s ·m−2

ρ density kg ·m−3

p pressure N ·m−2

�p particle diameter m

�c column diameter m

t90s time for 90% particle saturation s

V A
H analytical holdup volume m3

V N
H numerical holdup volume m3

ϙ holdup volume ratio −

A cross section area of column m2

V̇ volumetric flowrate m3 · s−1

ξ relative holdup volume error %

Table 2: Geometrical properties of simulated packed-bed columns.

Identifier
Particle Size

Distribution

Column

Length

(mm)

Number of

Particles

(−)

Avg. Particle

Radius

(µm)

Column

Porosity

(−)

Bed

Porosity

(−)

Bed

Length

(mm)

SM mono-disperse 2.01 1,360 49.99 0.55 0.44 1.61

SP poly-disperse 2.01 1,002 52.80 0.54 0.44 1.65

LM mono-disperse 16.00 13,845 49.99 0.43 0.41 16.00

LP poly-disperse 16.00 9,874 53.14 0.43 0.40 15.36
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Table 3: Chromatography model parameters.

Parameter Value Unit

Db 1.15 · 10−10 m2 · s−1

Dp 7.07 · 10−11 m2 · s−1

εp 0.75 −

ka 1.144 m3 ·mol−1 · s−1

kd 2 · 10−3 s−1

cmax
s 4.88 mol ·m−3

cinb 7.14 · 10−3 mol ·m−3

uin
z 2.09 · 10−4 m · s−1
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Table 4: Mesh sensitivity results for SM and SP columns.

Geometry/

Element Size

Elements

Interstitial

Elements

Total
ξ

SM–0.04 131.34M 244.67M 3.26%

SM–0.05 67.01M 131.86M 5.50%

SM–0.06 39.76M 070.98M 8.65%

SM–0.08 16.86M 031.37M 19.83%

SM–0.10 8.94M 016.74M 41.46%

SP–0.04 143.09M 271.65M 2.67%

SP–0.05 72.30M 142.01M 4.30%

SP–0.06 42.52M 082.57M 6.65%

SP–0.08 18.16M 034.46M 14.28%

SP–0.10 9.57M 018.46M 27.40%

Table 5: Mesh characteristics for LM and LP columns.

Geometry/

Element Size

Elements

Interstitial

Elements

Total
ξ

LM–0.06 235.88M 561.53M 8.20%

LP–0.06 237.89M 583.79M 6.43%
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Figure 1: Representation of a chromatography process showing involved mechanisms. Ad-

vection and diffusion dominate in the interstices, while diffusion and adsorption dominate

within the porous particles.

Figure 2: Schematic of domains and domain boundaries of HD chromatography model.
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Figure 3: Generalized holdup volume as area over normalized chromatogram.
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Figure 4: Flowchart of general simulation workflow.

(a) reduced (b) enlarged

(c) capped (d) bridged

Figure 5: Contact point modifications illustrated using two particles.
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(a) mono-disperse (b) poly-disperse

Figure 6: Magnified meshes of mono-disperse and poly-disperse packings.

z

y

(a) SM packing

z

y

(b) SP packing

Figure 7: Geometry of short mono-disperse (SM) and short poly-disperse (SP) packings.
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(b) LP packing

Figure 8: Geometry of long mono-disperse (LM) and long poly-disperse (LP) packings.
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Figure 9: PSD of LP packing and porosity profiles of LM and LP packings.

(a) Element size 0.04 (b) Element size 0.05 (c) Element size 0.06

(d) Element size 0.08 (e) Element size 0.10

Figure 10: Zoomed in tetrahedral meshes of poly-disperse packing used for mesh sensitivity

study.
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Figure 11: Results of flow and transport simulations for short poly-disperse column with

varying element sizes.
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Figure 12: Normalized velocity components
ub
i

ũb
z
in central x-y and y-z planes of SM geom-

etry. Direction of flow is upward.
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z
) hotspots at various thresholds in SM geometry.
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Figure 14: Hotspot volume fraction over velocity threshold for SM geometry.
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Figure 15: Normalized bulk ( cb
cinb

), particle pore (
cp
cinb

) and solid ( cs
cmax
s

) phase concentrations

in central y-z plane of SM column at time t ≈ 550s with zoom boxes of specific regions.

Direction of flow is upward.
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Figure 16: Normalized bulk ( cb
cinb

) and particle pore (
cp
cinb

) phase concentrations in central

y-z plane of SM column at different times. Direction of flow is upward.
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Figure 17: Normalized solid phase concentration ( cs
cmax
s

) in central y-z plane of SM column

at different times.
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(a) SM loading curves over time (b) SM 90% loading times over axial position

(c) SP loading curves over time (d) SP 90% loading times over axial position

Figure 18: Effect of axial position on particle loading curves (left) and 90% loading time

(right) in SM (top) and SP (bottom) simulations.

(a) Loading curves over time (b) 90% loading times over particle radius

Figure 19: Effect of particle radius on particle loading curves (left) and 90% loading time

(right) SP simulations.
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Figure 20: Central y-z plane of normalized bulk ( cb
cinb

), particle pore (
cp
cinb

) and solid ( cs
cmax
s

)

phase concentrations in LP simulation at different times. Direction of flow is upward.
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Figure 21: Breakthrough curves of LM and LP columns as simulated using the HD model

and the GRM with fitted dispersion coefficient, and of LM column as simulated using the

GRM with dispersion coefficient from empirical correlation.
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Figure 22: GRM based evaluation of BTC rescaling by holdup volume ratio ϙ = 1.082.
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Figure 23: Porosity and normalized velocity profiles and their correlations for LM and LP

columns.
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