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A B S T R A C T

In the appearance of steam, the CFD modeling of thermal-hydraulic phenomena in reactor containments during
various phases of an accident necessarily requires consideration of radiative heat transfer. These radiation
phenomena involve (i) energy transfer within the gas mixture and (ii) between the gas and the surrounding
structures which have a much higher thermal inertia. Preliminary calculations performed for the present
experiments in the OECD/NEA HYMERES-2 project with the CFD code containmentFoam using a Monte Carlo
thermal radiation solver with non-gray gas modeling of steam absorption, showed that radiant heat transfer
is important even with a very low amount of steam (≈ 2%). Therefore, the test matrix was tailored to the
two opposite extremes: Either gas compositions with low steam content, where radiative heat transfer can be
neglected, or gas mixtures containing larger amounts of steam, so that radiative heat transfer plays a dominant
role. For the two selected experiments within the H2P2 series and the corresponding CFD calculations, a vessel
with a diameter of 4 m and a height of 8 m was preconditioned with different mixtures of air/steam at room
and elevated temperatures. This was followed by the build-up of a stable helium stratification in the upper part
of the vessel. Helium was then injected from the top at a higher mass flow rate, which (a) compresses the gas
atmosphere, (b) resembles piston compression and (c) leads to a height-dependent and transient increase in gas
temperature below this helium stratification, influenced by thermal radiation effects — or their absence. These
experiments and the associated CFD calculations were developed to isolate the thermal radiation phenomena
as much as possible from convective and diffusive effects. They are the first of their kind to be conducted
in a large-scale thermal-hydraulic facility. It is demonstrated (a) that neglecting thermal radiation for the
high steam content case, the temperature rise is significantly over-predicted by a factor of two compared to
the application of the suggested Monte Carlo thermal radiation solver with non-gray gas modeling, (b) the
computational effort considering CFD and non-gray gas radiation is feasible with the suggested tailored Monte
Carlo solver and (c) that the suggested radiation model outperforms the widespread used P1 radiation model.
1. Introduction

During postulated, (ERCOSAM, 2014), or real severe accidents, (Fu-
jisawa et al., 2021; Skillman and Rempe, 2021; Sich, 2021; Steinhauser
et al., 2014; Cilliers, 2013), large amounts of steam and hydrogen can
be generated and released into the containment building, (Liu et al.,
2021; Fujisawa et al., 2021; Ahmed et al., 2021; Saji, 2016). The
mixing, distribution and transport of these gases are affected by thermal
radiation (i) absorption and emission by non-gray gases (H2O, CO2 and
CO) within the media and (ii) radiation transfer between the non-gray
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gas media and the dry and wetted containment structures, (Amend and
Klein, 2020), which is due to the high absorption and emission of steam
mainly in the infrared spectral range (Kapulla et al., 2022; Liu et al.,
2022; Kapulla et al., 2021; Dehbi et al., 2019; Li et al., 2018; Kelm
et al., 2016). Previous computational assessments of thermal-hydraulic
experiments, like the TOSQAN 114 experiment conducted within the
EURATOM-ROSATOM/ERCOSAM-SAMARA project, (Dabbene et al.,
2015), provided initial insights into the potential impact of gas radia-
tion heat transfer in the context of the total heat transport occurring in
containment flows during an accident sequence (Filippov et al., 2016).
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Nomenclature

𝐼𝜂 radiative intensity Wm−2sr−1cm−1

𝐼𝑏,𝜂 emission radiative intensity Wm−2sr−1cm−1

𝜂 wavenumber cm−1

𝜌 density kgm−3

𝐧 surface normal vector –
𝑋𝑖 𝑖th species mass fraction %
𝜈 kinematic viscosity m2 s−1

𝜏 shear stress kgm−1 s−2

𝛺 solid angle 𝑠𝑟
𝜅𝜂 absorption coefficient m−1

𝜖 emissivity −, [0..1]
𝑔 gravitational acceleration ms−2

𝐫 position vector m
𝐔 velocity vector m s−1

𝑝 pressure kgm−1 s−2

−∇ ⋅ 𝑞𝑟 radiative source term Wm−3

𝑞𝑟 radiative wall heat flux Wm−2

𝑡 time s
𝑇 temperature K
𝐸,𝐴,𝐷 phase indicators –
𝑇0 reference temperature 𝐾
𝑇𝑤 weighted temperature 𝐾
𝑇𝑒 excess temperature 𝐾
𝑇𝑟 room temperature 𝐾
𝑇𝑒𝑙 elevated temperature 𝐾
𝐷 molecular diffusion coefficient ms−2

ℎ𝑡𝑜𝑡 total enthalpy kgm2𝑠−2

ℎ𝑖 𝑖th species total enthalpy kgm2s−2

𝑆𝑐𝑡 (turbulent) Schmidt number –
𝑘 turbulent kinetic energy m2s−2

𝜔 turbulence dissipation rate s−1

Experiments such as performed in the medium-scaled THAI, (Vijaya Ku-
mar et al., 2020), MISTRA, (NEA, 2012a) or TOSQAN facility, (Dabbene
et al., 2015), as well as in the large-scale facility PANDA are pre-
ferred for these investigations, (Andreani et al., 2016; Visser et al.,
2014), since experiments at smaller scale may suffer from inadequate
scaling (Wang and Yan, 2021; Bestion, 2017). In addition, subsequent
analysis of some previous PANDA experiments dealing with the erosion
of a stratified containment atmosphere by a vertical jet has demon-
strated the importance of thermal radiation in simulating the overall
erosion process (Liu et al., 2022; Andreani et al., 2020, 2019; Dehbi
et al., 2019; Kelm et al., 2016; Filippov et al., 2016).

Treatment of the spectral gas properties of gas mixtures containing
infrared active gas molecules such as H2O and CO2 is not straight-
forward, (Vincenti and Traugott, 1971). Since steam exhibits high
radiation absorption, especially in the infrared region, (Liu et al., 2022;
Gordon et al., 2017), the strength of the thermal radiation in natural
convection flows can compete with conduction and convection if (a)
fluid velocities are comparatively low, (Vijaya Kumar et al., 2020),
and (b) natural convection or low velocity flows are monitored over
a long period of time (hours), (Dehbi et al., 2019). As a side note,
in the context of infrared radiation phenomena, the magnitude of this
time scale is similar important for the weather forecast and related
phenomena (Cesari et al., 2022; Xu et al., 2022; Nielsen et al., 2021;
Unterberger et al., 2021). Moreover, thermal radiation effects are re-
lated to absorption spectrum, fluid temperature, pressure and species
partial pressures, (Modest, 2013). Therefore, computational modeling
2

is still somewhat challenging in various fields of interest, (Liu et al.,
2022; Piroozmand et al., 2020; Wang et al., 2014). Despite these diffi-
culties, the numerical calculations and analyses performed within the
Analytical Working Groups of the international PANDA projects (NEA,
2018, 2012a), taking into account the radiative heat transfer, have led
to an improvement of the simulation results (Liu et al., 2022; Andreani
et al., 2019; Filippov et al., 2016).

The effect of gas radiation on the temperature distribution within
large free volumes is shown in Fig. 1 by example of the OECD/NEA
SETH-2 ST1_1_2 experiment. These results were adopted from Liu et al.
(2022). A hot steam jet was vertically injected into a colder environ-
ment with high steam content. Radiative heat transport promotes the
heat transfer between the hot jet and media environment. This leads to
an enhancement of the off-center temperature drop in the upper vessel
region, similar to the gas temperatures recorded in the experiment.
In contrast, neglecting the radiative heat transport results in a much
higher prediction of the temperatures, Fig. 1(c).

Although radiative phenomena are implicitly included most of the
time, previous test series in PANDA were not designed and performed
with the specific aim of evaluating radiative heat transfer in large
facilities, as has been done for other relevant components or phenom-
ena, (Paladino and Dreier, 2012; Paladino et al., 2012). To address
this gap, the H2P2 series of five tests represent the first PANDA exper-
iments that were designed exclusively to improve the understanding
of the importance of thermal radiation heat transfer in large free
volumes under representative conditions derived from previous vali-
dation experiments and accident sequences (Kapulla et al., 2022). The
test matrix was designed considering two bounding conditions: either
a gas mixture with high steam concentrations where radiation heat
transport impact can be significant (H2P2_5) or a nearly dry mixture
with the lowest experimentally possible humidity where gas radiation
is negligible (H2P2_1_2), (Kapulla et al., 2022). The comparison of
these two experiments together with the corresponding results of CFD
calculations is the subject of the present paper. Moreover, the com-
putations including radiation effects will be contrasted with numerical
simulations for H2P2_5 where radiative energy transport is neglected.
The experiments of the H2P2 series were carried out in a single vessel
of the PANDA facility, which significantly reduces the computational
costs compared to other PANDA experiments that required modeling
two interconnected vessels.

In the context of this work, it is important to note that some of
the axis scales are not illustrated in the figures or are presented in
relative values to prevent the release of the experimental data. The
experimental data gained within the OECD/NEA HYMERES-2 project
will be opened to the public in 2024. This paper aims to introduce the
reader to the main phenomenology and characteristics of the test series
and its phenomenology as well as first numerical insights from CFD
simulations. For this purpose the article is structured in the following
manner. Section 2 briefly summarizes the experiments conducted and
the test matrix; a more in depth description can be found in Kapulla
et al. (2022). In Section 3, the background of the CFD calculations,
the implementation of the radiation framework used and details of the
modeling strategy are given. The experimental and numerical results
are evaluated in Section 4 with emphasis on the resulting tempera-
ture distributions and profiles in the compression and the subsequent
decay period. The paper is summarized and conclusions are drawn in
Section 5.

2. Experimental procedure

In this section, we give a brief description of the two experiments
H2P2_1_2 and H2P2_5 considered for the present study, the initial and
boundary conditions and the measurement accuracies. An overview
of the entire series (five experiments) and a more detailed discussion
can be found in Kapulla et al. (2022). The most important initial and
boundary conditions for those two experiments are summarized in
Table 1.
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Fig. 1. Comparison of the temperature fields recorded for the experiment (a) and the corresponding numerical calculations considering radiation (b) or with neglected radiation
(c). The presented experiment ST1_1_2 was conducted within the OECD/NEA SETH-2 project, (NEA, 2012a; Andreani et al., 2012), and the numerical results were adopted from Liu
et al. (2022). Dimensions are in mm. The SNBCK model also used for the present CFD simulations is introduced in Section 3 with some details.
Table 1
Nominal conditions of experiments H2P2_1_2 and H2P2_5.

Experiment → H2P2_1_2a H2P2_5b

Gas atmosphere – air air
Initial temp. – 𝑇𝑟 𝑇𝑒𝑙
Steam/Humidity 𝑋𝑠𝑡% 0.1 60
Stratification 𝑋He% 50 50
He mass flow g/s 10 10
Compression s 1200 1200
Decay phase s >1200 >1200
Initial pressure bar 1 1

aReference experiment: Minimum experimentally achievable humid-
ity.
bHighest initial humidity. Comparable to accident conditions.

The experiment the H2P2_1_2 experiment was conducted starting
from room temperature 𝑇𝑟. Its initial steam concentration was less than
0.1% to minimize the non-gray gas radiation within the medium. It is
called the reference case in the following discussion. In contrary, the
experiment H2P2_5 experiment was conducted at an elevated temper-
ature level 𝑇𝑒𝑙, and at a high steam content around 60 vol.%, which
is representative of accidental conditions. Under these conditions, non-
gray gas radiation is considered to have a significant impact on the
temperature field during the compression phase and the temperature
decay subsequent to the stop of helium injection.

The generalized test sequence of the experiments is depicted in
terms of the Helium injection rate and resulting pressure evolution
in Fig. 2. A 3D rendering of the experimental setup within the single
PANDA vessel for the H2P2 series (all units in mm) is given in Fig. 4.
Prior to helium injection, the initial gas temperature and mixture
composition were defined according to Table 1. The initial dry air for
the H2P2_1_2 experiment by injecting dry air from the pressurized air
supply system which contains a measured minimum amount of steam.

In case of the H2P2_5 experiment, the steam concentration was
adjusted by injecting steam. After pre-conditioning, a stratified helium
layer (𝑋𝐻𝑒 ≈ 50%) was created in the upper vessel region above an
elevation of 6000 mm while the pressure was maintained by the venting
from the lower section of the PANDA vessel. This procedure allowed to
3

Fig. 2. Generalized test sequence for the H2P2 test series consisting in the
pre-conditioning, the compression and the decay phase.

Fig. 3. Initial gas composition at the vessel axis for experiment H2P2_1_2, measured
𝑡 = 10 s before the beginning of the compression.
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Fig. 4. Illustration of the H2P2 series test configuration, using one isolated PANDA
drywell vessel. All dimensions are given in mm.

Table 2
Measurement uncertainties 𝜖𝑒 in the H2P2 experiments: temperature 𝑇 , helium
𝑋He, steam concentration 𝑋H2O,l (H2P2_1_2) and 𝑋H2O,h (H2P2_5), pressure 𝑝,
and the helium mass flow rate 𝑚̇He.

Quantity 𝑇 𝑝 𝑋H2O,l
a 𝑋H2O,h

b 𝑚̇He
Units K bar 𝑣𝑜𝑙 % 𝑣𝑜𝑙 % g∕s
Typical 383 1 0.1 60 10
Uncertainty 𝜖𝑒 ±0.8 ±0.01 ±0.009 ±1 ±0.1

aThe extremely low initial steam concentration was determined using a special
humidity sensor and sampling procedure, refer to Kapulla et al. (2022).

bIn case of the high initial steam concentration, its volume fraction was
measured using the mass spectrometer of PANDA. The uncertainty for the
helium measurements, 𝑋He, is identical to that of 𝑋H2O,h.

prevent a temperature and pressure increase within the helium layer
formation phase (cf. Fig. 2).

The obtained initial gas mixture, were characterized accurately, to
provide initial conditions for code validation purpose. E.g., in Fig. 3,
the concentrations measured along the central vessel axis (𝑡 = 10
s before the compression phase, see Fig. 2) are visualized for the
reference experiment H2P2_1_2. While in the stratified helium layer (y
> 6000 mm) the fluid consists of around 40% helium and 60% dry air,
below 𝑦 = 4000 mm there is only dry air (𝑋H2O < 0.1%).

During the main test sequence, the venting system was closed, and
within the compression phase, helium was injected at a mass flow rate
of 𝑚̇ = 10 g∕s for a time frame of 𝛥𝑡 = 1200 s through a central
pipe in the upper man-hole. The hydraulic compression results in a
temperature and pressure increase. Subsequent to the helium injection,
the so-called decay phase is around 𝛥𝑡 = 1800 s. The gas temperature
and pressure decrease due to the heat transfer to the vessel structures
and were recorded to evaluate the impact of thermal radiation heat
transfer (see Fig. 2). The experimental uncertainties associated with
measurements of gas and wall temperatures 𝑇 , helium concentrations
𝑋𝐻𝑒, vessel pressure 𝑝, and helium mass injection rate 𝑚̇𝐻𝑒 were
characterized in Paranjape et al. (2018) and are summarized in Table 2.
4

3. CFD and thermal radiation modeling — theoretical background

For the simulation of the present experiments, the CFD simulation
tool containmentFOAM is used. It is developed on the background of
analyzing transport and mixing phenomena inside and pressurization of
large dry PWR containments. It is based on the open source CFD toolbox
OpenFOAM, (Kelm et al., 2021). A number of additional, containment
specific numerical models and libraries are implemented in contain-
mentFOAM. These are (among others): A buoyancy turbulence model,
a multi species transport model, a condensation model, a thermal
radiation model, and an aerosol transport model. A detailed description
of the overarching concepts of containmentFoam can be found in Kelm
et al. (2021) and a detail description of the thermal radiation heat
transfer model is presented in Liu et al. (2022).

The computationally efficient Unsteady Reynolds-Averaged Navier–
Stokes (URANS) approach can describe the time averaged turbulence
flows in high accuracy, and the turbulence fluctuations are commonly
modeled by the standard two equation models (e.g., 𝑘 − 𝜔 and 𝑘 −
𝜖, Wilcox (2006)). The relevant governing equations for the CFD treat-
ment are the conservation of mass, momentum and total energy. Since
the density difference between air and helium is huge in H2P2 exper-
iments, the density of media is calculated by the ideal gas low, not
Boussinesq approximation.
𝜕𝜌
𝜕𝑡

+ ∇ ⋅ (𝜌𝑈 ) = 0 (1)

𝜕(𝜌𝑌𝑖)
𝜕𝑡

+ ∇ ⋅ (𝜌𝑈𝑌𝑖) = ∇ ⋅
[

𝜌
(

𝐷 +
𝜈𝑡
𝑆𝑐𝑡

)

∇𝑌𝑖

]

(2)

𝜕(𝜌𝑈 )
𝜕𝑡

+ ∇ ⋅ (𝜌𝑈𝑈 ) = ∇ ⋅ 𝜏 − ∇𝑝 + 𝜌𝑔 (3)

𝜏 = 𝜌(𝜈 + 𝜈𝑡)
[

∇𝑈 + (∇𝑈 )𝑇 − 2
3
𝛿∇ ⋅ 𝑈

]

(4)

𝑝 = 𝜌𝑅𝑇 (5)

where 𝜌 is the fluid density; 𝑈 is the velocity vector; 𝑌𝑖 is the 𝑖−th
species mass fraction; 𝐷 is the molecular diffusivity; 𝑆𝑐𝑡 is the turbulent
Schmidt number; 𝜏 is the Reynolds shear stress; 𝜈 is the kinematic
viscosity; 𝜈𝑡 is the turbulent kinematic viscosity; 𝛿 is the Dirac delta
function; 𝑔 is the free fall acceleration; 𝑝 is the total pressure; 𝑅 is the
universal gas constant.

The main subject of this paper is the energy equation. In contain-
mentFoam, the total enthalpy (ℎ𝑡𝑜𝑡 = ℎ + 1

2𝑈
2) used for the energy

equation is calculated according:
𝜕(𝜌ℎ𝑡𝑜𝑡)

𝜕𝑡
+ ∇ ⋅ (𝜌𝑈ℎ𝑡𝑜𝑡) =

𝜌𝑈 ⋅ 𝑔 +
𝜕𝑝
𝜕𝑡

+ ∇(𝜆 + 𝜆𝑡)∇𝑇 −
∑

𝑖
ℎ𝑖∇ ⋅ 𝐽𝑖 − ∇ ⋅ 𝑞𝑟

(6)

where 𝜆 is the thermal conductivity; 𝜆𝑡 is the turbulent thermal conduc-
tivity; 𝐽𝑖 is the diffusive mass flux of species 𝑖; ℎ𝑖 represents the 𝑖−th
species enthalpy and −∇ ⋅ 𝑞𝑟 is the radiative source term.

Neglecting scattering effects, the radiative transfer equation (RTE)
within the participating media can be written according (Modest,
2013):

𝛺 ⋅ ∇𝐼𝜂(𝑟,𝛺) = −𝜅𝜂𝐼𝜂(𝑟,𝛺) + 𝜅𝜂𝐼𝑏,𝜂(𝑟,𝛺) (7)

where 𝛺 [𝑠𝑟] is the solid angle; 𝜂 [cm−1] is the wave-number; 𝜅𝜂 [m−1]
is the absorption coefficient; 𝐼𝜂 [W∕(m2 ⋅ 𝑠𝑟 ⋅ cm−1)] is the spectral
intensity; 𝐼𝑏,𝜂 [W∕(m2 ⋅ 𝑠𝑟 ⋅ cm−1)] is the black body emission spectral
intensity. The radiation intensity 𝐼𝜂(𝑟𝑤𝑎𝑙𝑙 , 𝛺) caused by an opaque wall
is given by:

𝐼𝜂(𝑟𝑤𝑎𝑙𝑙 , 𝛺) =

𝜖𝐼𝑏,𝜂(𝑟𝑤𝑎𝑙𝑙 , 𝛺) +
1 − 𝜖 𝐼𝜂(𝑟𝑤𝑎𝑙𝑙 , 𝛺

′) |𝑛 ⋅𝛺′
| 𝑑𝛺′

(8)
𝜋 ∫𝑛⋅𝛺′<0
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where 𝜖 is the surface emissivity and 𝑟𝑤𝑎𝑙𝑙 the wall boundary position.
Although thermal radiation heat transfer is not the dominant heat

transfer mode, it can significantly affect the temperature distribution
and thus change the density field. Therefore, it is necessary to consider
radiation heat transfer in containment flows because it can affect the
buoyancy driven flows and mixing processes, (Liu et al., 2022). When
solving the radiation transfer equation, it is important to consider that
(a) the spectral gas properties of infrared active gases (e.g., 𝐻2𝑂 and
𝐶𝑂2) strongly depend on the wave-number and (b) the accuracy of
thermal radiation modeling. Consequently, modeling of thermal radia-
tion heat transfer in a mixture of transparent and non-transparent gases
is a challenging task. Moreover, the absorption coefficient 𝜅𝜂 depends
on the partial pressures of the infrared active species (here water
vapor) and the temperature of the fluid, (Rivière and Soufiani, 2012).
The simplest gray gas model neglects the wavelength dependence
and models the absorption coefficient as a constant over the entire
infrared spectrum, (e.g., Planck mean absorption coefficient, (Zhang
and Modest, 2002)). This gray gas model is an efficient method to
estimate thermal radiation source terms in combustion applications.
However, the gray gas model is not an accurate model for containment
safety analysis because the modeling error introduced by the simplified
treatment of the spectral properties can accumulate over the long sim-
ulated time frames and affect the prevailing buoyancy-driven transport
processes. To also reflect the wavelength dependent variations of the
absorption coefficient, the statistical narrow band correlated-k model
(SNBCK) was introduced for thermal radiation solvers, which has been
shown to be well balanced between efficiency and accuracy, (Rivière
and Soufiani, 2012). Rather than resolving the entire wave-number
dependence of the absorption coefficient in a small interval with a
line-by-line approach (Chu et al., 2012), the SNBCK model reduces
the whole spectrum into a finite number of small, discrete wave-
number bands with a typical bin size of 50 cm−1. For each band, the
non-gray gas property is represented by a set of absorption coeffi-
cients 𝜅𝜂0

𝑗 and Gaussian weights 𝜔𝑗 . Thus, for a (locally) homogeneous
media at a given temperature, pressure and gas composition, the trans-
missivity is given by the integral of the absorption coefficient 𝜅𝜂
imes the path length 𝐿 over the wave-numbers. To finally calculate
he total transmissivity 𝜏𝛥𝜂 , the correlated-k method employs the re-
rdering method to convert the wave-number integration into the
bsorption-coefficient-integration (Rivière and Soufiani, 2012):

𝛥𝜂 =
1
𝛥𝜂 ∫

𝜂0+𝛥𝜂

𝜂0
𝑒−𝜅𝜂𝐿𝑑𝜂 ≈

𝑁𝐺
∑

𝑗=1
𝑤𝑗𝑒

−𝜅𝜂0𝑗 𝐿 (9)

where 𝜏𝛥𝜂 is the mean transmissivity; 𝜂0 is the band wave number; 𝛥𝜂 is
width of the spectral bands; 𝐿 is the path length; 𝑁𝐺 is the quadrature
number; 𝜅𝜂0

𝑗 and 𝜔𝑗 are the absorption coefficient and the quadrature
weight. It is noted, that 7 Gauss quadrature points are sufficient to give
a good approximation. For the implementation in containmentFOAM
a new steam SNBCK database was generated using the HITRAN2016
database, (Liu et al., 2022).

After condensing the non-gray gas properties to a computationally
manageable scale, the second challenge is to implement a reliable and
efficient radiation solver which can cope with gas flows in complex
geometries. Generally speaking, the P1 method, simplifies the radiative
transfer equation into a diffusion equation for optically thick media
and was applied in several thermal radiation analyses over the last
decade (Modest, 2013). However, the P1 method can significantly
over-estimate the strength of thermal radiation using this diffusion sim-
plification. To increase the numerical accuracy and stability, a Monte
Carlo method for solving radiative heat transfer using the new SNBCK
model was implemented for the present investigations. The Monte Carlo
method solves the integral form of radiative transfer equation, Modest
(2013). Therefore, all kinds of physical scenarios e.g., soot/aerosol
scattering, spectral gas property and non-gray-wall emissivity, can be
considered in the Monte Carlo method without significantly increasing
the computational time Modest (2013).
5

For the implementation of the Monte Carlo method, the net radia-
tion source term is determined through the balance between absorbed
and emitted energy. While the emission is related only to the fluid
temperature and the spectral gas property, the absorption energy for
an element within the computational domain is a complex function of
the absorption coefficient, the temperature distributions and boundary
conditions. Thus, the Monte Carlo method requires to calculate the view
factor matrix  for each control volume and boundary surface. To meet
this requirement, the radiative source term at cell 𝑖 can be described
according (Tessé et al., 2004) with:

−∇ ⋅ 𝑞𝑐𝑒𝑙𝑙 𝑖𝑟 = 𝑎𝑏𝑠. − 𝑒𝑚𝑖𝑠.
𝑉𝑖

= 1
𝑉𝑖

⎡

⎢

⎢

⎣

𝑁𝑐𝑒𝑙𝑙 +𝑁𝑓𝑎𝑐𝑒
∑

𝑘=1
𝑄𝑘𝑘→𝑖 −𝑄𝑖

⎤

⎥

⎥

⎦

(10)

For the radiative wall heat flux at a surface 𝑗 it follows:

𝑞𝑠𝑢𝑟𝑓 . 𝑗𝑟 = 𝑎𝑏𝑠. − 𝑒𝑚𝑖𝑠.
𝑆𝑗

= 1
𝑆𝑗

⎡

⎢

⎢

⎣

𝑁𝑐𝑒𝑙𝑙 +𝑁𝑓𝑎𝑐𝑒
∑

𝑘=1
𝑄𝑘𝑘→𝑗 −𝑄𝑗

⎤

⎥

⎥

⎦

(11)

where 𝑉𝑖 is the volume of cell 𝑖; 𝑄𝑖 is the radiation emission from
cell 𝑖; 𝑆𝑗 is the area of surface 𝑗; 𝑄𝑗 is the radiation emission from
surface 𝑗; 𝑘→𝑖 and 𝑘→𝑗 are the view factors. The view factor matrix
𝑘→𝑖 describes the fraction of emitted energy from a surface or cell 𝑘
that reaches the element 𝑖 including the non-gray gas attenuation and
boundary surface absorption. It is worth noting, that the view factor
𝑘→𝑖 is a function of the media non-gray property, surface emissivity
and geometry. The total radiation emission from cells and boundary
surfaces can be determined if the total pressure, temperature and
molar fractions are given by the CFD solver, Tessé et al. (2004). But,
the net energy absorbed within cell 𝑖 is difficult to quantify due to
the complex interactions of thermal radiation and transport processes
of the non-gray gas medium. It is important to note that, different
from convective or diffusive transport, radiation can transfer energy
over long distances within an optically thin media. The view factor
matrix  is determined by the Monte Carlo method by tracking a
large amount of photons within the computational domain Tessé et al.
(2004). The only limitation of the Monte Carlo method is the statistical
error. It is proportional to one over the square root of the number of
photons and thus can only be reduced by drastically increasing the
number of photons which comes along with a corresponding increase
in computational effort. To overcome this drawback to some extent,
a couple of optimization methods and efficient algorithms have been
integrated in the radiation model library of containmentFOAM Liu et al.
(2022).

3.1. Modeling strategy

The simulations were performed with a full 3D mesh of the vessel
of the PANDA facility, Fig. 5. The mesh resolution for the 3D model
is evenly distributed in the bulk and refined towards the vessel walls.
The helium is injected through a central feed line and impinges on a
baffle plate to disperse the momentum to some extent. In preliminary
simulation runs with a simplified injection, we placed the helium
inlet in the annular gap between plate and vessel wall. However, this
simplification neglects the dispersed momentum, which results in an
increased heat transfer between the hot vessel walls and the injected
colder helium. Therefore, the impinging flow must be resolved and
the injection region including the circular disk is resolved by the
mesh. The mesh quality has been optimized in terms of face angle,
aspect ratio and volume ratio and is well above the minimum quality
recommendations in the best practice guidelines, (NEA, 2012b). The
mesh independence of the resulting gas temperature field was assessed
with a systematically refined (double resolution, eight times more cells)
reference mesh. The mesh has more than 2.6 million cells or nodes
which is enough to resolve the gas compression process. Furthermore,
the H2P2 experiment series are characterized by low fluid velocities to
isolate the thermal radiation effects with best efforts. The main focus
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Fig. 5. 3D grid used for the simulation of the H2P2 experiments together with main
characteristics.

of this paper is to evaluate the impact of different thermal radiation
models for containment atmosphere simulations.

In both experiments H2P2_1_2 and H2P2_5, the helium is injected
at room temperature (293 𝐾) with a constant mass flow rate (10 𝑔∕𝑠)
via the vertical centered tube at the top of the vessel, Fig. 4. For
experiment H2P2_1_2, the initial fluid and wall temperatures are at
room temperature 𝑇𝑟; while the initial temperature level for H2P2_5
is at an elevated temperature 𝑇𝑒𝑙. In both cases, no bulk or wall
condensation occurs. Consequently, the wall temperature is assumed
to remain constant at its initial value during the transient compression.
The initial helium and 𝐻2𝑂 distributions inside the vessel are specified
for the simulations according to the measured vertical profile, obtained
by circumferential averaging of the available sensors, see Fig. 3. The
injection boundary condition is modeled by prescribing the recorded
history of the helium mass flow rate and its temperature. The turbulent
kinetic energy and eddy frequency are calculated assuming a turbulent
intensity of 𝑢′∕𝑈 = 5% and an eddy viscosity ratio of 10. The walls
are treated as hydraulically smooth using a no-slip boundary condition.
Their emissivity 𝜖 is set to 0.3 based on the measurement of a dry steel
sample at PSI.

The physical models are defined according to the baseline model
implemented in containmentFOAM which is described in Kelm et al.
(2021). The URANS approach is adopted and closed with the k-𝜔 SST
model including source terms to account for production and dissipation
of turbulence due to buoyancy forces. The fluid is considered as an ideal
gas with temperature dependent transport properties. The pressure and
species are determined within the PIMPLE loop and the thermal library
updates the density field according to the ideal gas equation. Non-
gray gas radiation is modeled using the Monte Carlo solver mentioned
above together with the SNBCK model for the fluid mixture spectral
absorption characteristics, see for a more in depth discussion (Liu et al.,
2022). Between 20 and 40 photon trajectories are followed per cell
(about 100’000’000 trajectories in total) to calculate and update the
radiation source terms every 5 s of physical time.

The interdependence between the hydraulic and the thermal ra-
diation field was investigated for example in combustion modeling
with a much higher dynamic and a stronger coupling of both fields
compared with the conditions in a containment with much lower flow
velocities. For the combustion modeling is was concluded that updating
the thermal radiation solver every 100 fluid time steps is sufficient,
see Zhang et al. (2022). Own preliminary tests for the conditions under
investigation have demonstrated that it is even possible to relax the
update speed to every 500 fluid time steps; no significant difference
between 100 versus every 500 CFD time step was monitored.
6

The numerical methods used have 2nd order accuracy, as described
in Kelm et al. (2021). The validation cases are calculated with a time
step of 𝛥𝑡 = 0.005 s, which corresponds to a Courant number (CFL) of
less than one. The convergence criteria for the linear solvers was set to
10−6, while the initial residuals had to be below 10−4 for the PIMPLE
iterations. A couple of simulation runs were conducted for the purpose
of model assessment and validation.

In the following, we present 3D simulation runs to illustrate the
impact of certain modeling choices. The effects of gas radiation is
highlighted using two simulations (H2P2_1_2 and H2P2_5) where the
radiative transport is completely neglected; these are the ‘nr’ or ‘norad’
cases. The simulation using the finite volume Monte Carlo approach to-
gether with the SNBCK non-gray gas model is labeled as ‘r’ or ‘SNBCK’.
The gray absorption coefficient is calculated from the weighted-sum-
of-gray-gases model (Smith et al., 1982). The steam absorption co-
efficient for the gray gas model is 5 m−1. For comparison purposes
we additionally provide results for the widespread used P1 radiation
model (Modest, 2013).

In addition, for the reference experiment (H2P2_1_2), we present
an adiabatic calculation which sheds some light on the initial phase of
the compression; this is labeled as ‘ad’. In the experiments considered,
the convective flows are weak and the molecular diffusion 𝐷𝑚 is of
the same or higher order of magnitude than the turbulent diffusion
𝐷𝑡. Therefore, it was necessary to eliminate the molecular diffusion
to compensate the artificial numerical diffusion for the H2P2 test
cases. A series of simulations were performed using different numerical
setting for the CFD and Monte Carlo solvers to assess and ensure the
independence of the results from chosen numerical parameters such
as the number of photon trajectories, the update frequency of the
radiation source term, spatial and temporal discretization schemes, and
numerical solution approaches.

4. Results and discussion

In this section, selected experimental and simulation results of the
gas temperature obtained during both compression and decay phases
of the experiments H2P2_1_2 and H2P2_5 are presented, compared and
discussed, see Table 1.

Temperature maps created from all temperature measurements in
the 𝑥–𝑦 plane (cf. Fig. 4) are shown for the end of the compression
phase (𝑡 = 1200 s) and for the reference case H2P2_1_2, which started at
room temperature 𝑇𝑟 and had the lowest steam content, Fig. 6. Provided
are numerical results for the SBNCK and the P1 model as well as the
result without any radiation (norad).

The temperatures were normalized with the temperature 𝑇0 at the
beginning of the compression. Thus, we present the maximum excess
temperature caused by the compression due to the injection of helium
from the top.

Both, experimental and numerical results have in common, that
the temperature in the top part of the vessel (𝑦 ≳ 5000 mm) is
almost homogeneous and only slightly increased compared to the ini-
tial temperature. This homogenization is caused by the momentum
of the helium influx with the initial helium layer, which could not
be completely dispersed by the baffle plate, see Fig. 4 and for more
details (Kapulla et al., 2022). This mechanism counteracts the expected
temperature increase from the compression in the vessel dome. At the
transition location separating the temperature field between the upper
and the lower part of the vessel (𝑦 ≈ 5000 mm), we find a strong
temperature gradient and a significantly higher temperature below 𝑦 =
5000 mm.

This zone with higher temperatures extends down to about 𝑦 ≈ 3000
mm, and in the lower part of the vessel we find only moderately
elevated temperatures, which are hardly affected by the compression.
The zone with elevated temperatures is characterized by a strong
layering of the temperature distribution — except for the temperatures
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Fig. 6. Comparison of the experimental, (a), and numerical, (b) to (d), temperature maps at the end of the compression phase at 𝑡 = 1200 s recorded in the 𝑥–𝑦 plane for the
reference case H2P2_1_2. For the experiment, thermocouple locations are indicated by +. Temperatures are normalized with the initial temperature 𝑇0. For the CFD results we
compare the cases using the radiation model SBNCK (b), using no radiation model at all (c) and the model P1 (d).
Fig. 7. Comparison of the experimental, (a), and numerical, (b) to (d), temperature maps at the end of the compression phase at 𝑡 = 1200 s recorded in the 𝑥–𝑦 plane for the
case H2P2_5. For the experiment, thermocouple locations are indicated by +. Temperatures are normalized with the initial temperature 𝑇0. For the CFD results we compare the
cases using the radiation model SBNCK (b), using no radiation model at all (c) and the model P1 (d).
close to the vessel walls, because due to its high thermal inertia the
vessel remains colder throughout the transient.

Comparing the temperature fields obtained for different modeling
strategies (SBNCK, P1 and norad), we note that both SBNCK and P1
result in slightly lower temperatures at the end of the compression
phase compared with the norad case, Fig. 6 . This is an indication, that
even the very low steam content of 0.1% for the reference experiment
H2P2_1_2 (which is considered having a dry atmosphere), finally has
some impact onto the resultant temperature maps, compare Figs. 6(b)
and (d) with (c). Finally, we find that the P1 model – which is
diffusion based – results in a more homogeneous temperature map with
a less pronounced temperature differentiation in the high temperature
regions.

The main differences between the experiment and the numerical
calculation are (i) the slightly lower location of the sharp temperature
gradient between the upper and lower part of the vessel (see also
Fig. 12 and the corresponding discussion), (ii) the slightly higher excess
temperature and iii) the higher temperature in the lower part of the
vessel obtained in the CFD calculation. The corresponding temperature
distributions extracted in the vessel axis (𝑥 = 0 mm) can be seen
in Fig. 8(a). In summary, we can conclude, that neglecting radiation
effects is a valid modeling strategy when there are only marginal
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concentrations of radiation active gases such as steam — as for the
reference experiment H2P2_1_2.

The corresponding temperature maps at the end of the compres-
sion phase can be found for the H2P2_5 case in Fig. 7 — again the
experiment is compared with the modeling strategies SBNCK, P1 and
norad. H2P2_5 started at elevated temperatures and with a significantly
higher initial steam content, Table 1. Expecting radiation effects to play
a dominant role, the main CFD calculation was performed using the
SNBCK model, as described in Section 3. To highlight the importance
of radiation to the corresponding numerical simulation, we compare
numerical results in which radiation modeling was turned off (Fig. 7 c).

In contrast to the reference experiment, the location of the gradient
region separating the upper and lower part of the vessel (𝑦 ≈ 4000 mm)
is well predicted, while the temperature rise of the CFD calculation is
again slightly higher compared with the experiment, Figs. 7(a) versus
(b). Finally, neglecting the radiative modeling leads to a much higher
excess temperature, which differs by almost 20 𝐾 from the result
obtained with the SNBCK model, Figs. 7(b) versus (c). The P1 model
significantly over-estimates the effect of radiation heat transfer result-
ing in a temperature field with lower temperatures compared with the
SBNCK model, compare Figs. 7(b) versus (d). These results demonstrate
the importance of radiation modeling in the presence of absorbing (and
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Fig. 8. Comparison of the excess temperature profiles 𝑇𝑒 = 𝑇−𝑇0 extracted in the vessel
axis for H2P2_1_2 (a) and H2P2_5 (b) at the end of the compression phase 𝑡 = 1200 s.
Data taken from Figs. 6 and 7.

emitting) media for the accuracy of the numerical results. For H2P2_5
conducted at increased temperature level, it is relevant to note that the
temperature of the injected helium used for compression was less than
that used to form the initial helium layer. Therefore, the flow pattern
downstream the baffle plate is locally enhanced by negative buoyancy
forces, resulting in a remarkable downwards momentum of the injected
helium mass, as seen by the white cropped range (experiment) and the
lower temperature (CFD) seen at the upper region of the facility near
the man-hole (see Fig. 7).

To complement the discussion based on the temperature fields
evaluated at the end of the helium injection/compression phase (𝑡 =
1200 s), the excess temperature profiles 𝑇𝑒 = 𝑇 − 𝑇0 extracted in
the vessel axis for H2P2_1_2 and H2P2_5 are presented in Fig. 8.
For the CFD calculation, the temperatures were taken from locations
where also thermocouples were installed. These locations are marked
with + in Figs. 6 and 7. For experiment H2P2_1_2, we find a very
good agreement between the experimental and numerical results from
the top of the vessel up to a height of about 4000 mm, Fig. 8(a).
Below this height, the numerical results show (i) a slightly stronger
modulation of the temperature and (ii) a slightly weaker temperature
drop towards the bottom of the vessel. For the H2P2_5 case in Fig. 8(b),
the numerical results agree even better with the experiments — with
the exception of the region at the bottom of the vessel below 2000 mm.
The importance of taking radiation phenomena into account is shown
by the much higher temperatures obtained for the ‘norad’-case. The
peak temperature is higher by more than a factor of two compared
to both the experimental results and the simulation using the SBNCK
model. The temperature difference between the P1 and the SNBCK
model is considerable large for the H2P2_5 (see Fig. 8(b). Thus, it
is concluded that a suitable non-gray gas model is vital for thermal
radiation analyses in containment flows.

To emphasize the transient nature of the compression and decay
phase, selected temperature time traces extracted at four locations in
the upper half of the vessel axis are compared in Fig. 9 for (H2P2_1_2 a)
and (H2P2_5 b). For the reference experiment (H2P2_1_2), the calcula-
tion includes the no radiation (nr) and the adiabatic (ad) cases, and for
H2P2_5 the radiation using the SNBCK model (r) and the ’norad’ (nr)
cases. For the H2P2_1_2 we observe for the numerical calculations con-
sistently and for the experiment below the helium stratification initially
(𝑡 < 200 s) a temperature increase that is almost identical to that of the
adiabatic calculation, Figs. 9(𝛾) and (𝛿). This is, during the time, where
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the temperature increase due to compression is sufficiently small and
the heat transfer to the vessel walls can be neglected. Past (𝑡 ≳ 300 𝑠 -
CFD) and (𝑡 ≳ 200 s - experiment), the temperature evolution deviates
significantly from an adiabatic compression, resulting in much lower
temperatures. On a much shorter time scale, similar conclusions can be
drawn from the respective temperature traces for H2P2_5, Fig. 9(b).
In this experiment with the much higher humidity, the initial time
where the compression can be treated as adiabatic (0 < 𝑡 ≲ 100 s) is
considerably shorter, since radiative effects play a dominant role for
heat transport already in the early phase of the experiment. Below
𝑦 ≲ 5000mm we again find considerable higher temperatures for the
norad compared with the radiation temperature traces. In addition,
we find on average for H2P2_5 a much better agreement between the
experimental and the numerical (CFD, r-SNBCK) results compared with
H2P2_1_2 (CFD, nr), Figs. 9(𝛼) to (𝛿).

To make the differences even clearer, we show a comparison of the
experimental and numerical excess temperature 𝑇𝑒 = 𝑇 − 𝑇0 from the
vessel axis in the form of a heat-map covering the compression and
decay phase for case H2P2_1_2 (a) and H2P2_5 (b) as a function of
time, Fig. 10. For the CFD results we used exactly those locations where
thermocouples were available for the experiments. For the CFD results,
we plot the 3D ‘norad’ (H2P2_1_2) and the 3D ‘SBNCK’ (H2P2_5) case.
To illustrate the dissimilarity, we also give the difference of 𝑇𝑒 between
the experimental and numerical results (𝐸𝑥𝑝 − 𝐶𝐹𝐷). The downward
movement of the stratification interface between the helium layer and
the compression zone below it is shown as a white line.

Overall, we find the temperatures for the experiments are more
homogeneous compared to the numerical results — for both cases
(H2P2_1_2 and H2P2_5). For example, the CFD calculations exhibit a
significant and persisting lower excess temperature around 𝑦 ≈ 4000
mm, which does not seem to be affected by either the compression
or the decay phase — while the helium stratification experiences a
considerable downwards movement through the injection of the he-
lium from above. Looking at the differences in the observed excess
temperatures, it is precisely at these points in the ‘layering’ where the
largest discrepancies are located. Even though this is also true to some
extent for the boundary zone between the helium stratification and the
underlying compression zone, we can conclude that the compression
and decay phases are well captured for both cases, Figs. 10(a-iii) and
(b-iii).

The downwards movements of the helium rich layer above the
compression zone are compared for experiments H2P2_1_2 and H2P2_5
in Fig. 12. Their locations were determined using image processing
techniques that identify the steepest gradient from the corresponding
data in Fig. 10. The error bars indicate the uncertainty of the chosen
method. For experiment H2P2_1_2, the helium stratification is located
at 𝑦 ≈ 5000 mm at the end of the compression, while for H2P2_5 it is
at 𝑦 ≈ 4400 mm. Overall, we find a reasonable agreement between the
experiments and the numerical calculations for both cases considered.

To obtain an integral temperature metric characterizing the tran-
sient evolution of both compression phase and decay phase by means
of a single scalar, a weighted temperature 𝑇𝑤 is calculated using the
sensors on the vessel rotation axis 𝑇 (𝑡, 𝑦, 𝑥 = 0) within the elevation
range of 𝑦 ∈ [531, 4100] in the integral:

𝑇𝑤(𝑡) =
1
𝛥𝑦

𝑦=4100

∫
𝑦=531

{

𝑇 (𝑡, 𝑦) − 𝑇 0(𝑡 = 0)
}

𝑑𝑦 , (12)

which can be transformed to the discrete form:

𝑇𝑤(𝑡) =
1
𝛥𝑦

𝑛
∑

𝑖=1

{

𝑇𝑖(𝑡, 𝑦) − 𝑇 0(𝑡 = 0)
}

(

𝑦𝑖+1 − 𝑦𝑖
)

. (13)

The corresponding results are normalized with the height of the
integration window (𝛥𝑦 = 3569 mm). The index 𝑛 = 18 determines
to the position of the thermocouple at 𝑦 = 4100 mm in the axis of
the vessel. The upper bound was chosen to be the elevation where the
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Fig. 9. Selected temperature time traces extracted at four locations in the upper half of the vessel axis for case H2P2_1_2 (a) and H2P2_5 (b). Compared are the experimental
and the calculated results. For the reference experiment (H2P2_1_2) the calculation comprises the ‘norad–nr’ and the adiabatic (ad) cases and for H2P2_5 the radiation (r) and the
‘norad’ (nr) cases. All normalized temperature signals cover the initial compression and the following decay phase past 𝑡 = 1200 s.
Fig. 10. Comparison of the experimental and numerical excess temperature 𝑇𝑒 = 𝑇 − 𝑇0 taken from the vessel axis presented as a heat-map covering the compression and decay
phase for case H2P2_1_2 (a) and H2P2_5 (b). For the CFD results we present the 3D ‘norad’ (H2P2_1_2) and the ‘SBNCK’ (H2P2_5) cases. The experimental (i) and numerical
(ii) results share the same color bar. To indicate the differences, we additionally provide the difference of 𝑇𝑒 between the experimental and numerical results (𝐸𝑥𝑝 − 𝐶𝐹𝐷). The
downward movement of the helium stratification front and the compression zone (continuous line) as well as the end of the compression phase (vertical dashed line) is indicated.
injected helium into the stratified helium layer has no effect onto the
calculation of 𝑇𝑤 on average and for the two experiments, see also the
location of the helium stratification at the end of the compression phase
in Fig. 12. This is particularly important for experiment H2P2_5, where
the injected helium had a lower temperature compared with the helium
stratification. See for comparison Fig. 7(b) and for more details (Kapulla
et al., 2022). The corresponding experimental and numerical results
for 𝑇 are shown in Fig. 11. Two regions with distinct temperature
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𝑤

rise characteristics can be identified for both experiments. A first phase
(E) up to approximately 𝑡 ≈ 300 s with a steep temperature rise and
a second phase for the rest of the compression phase with either
a moderate temperature rise (H2P2_1_2) or even with an evolution
towards an asymptotic value (H2P2_5). Moreover, these results show
that the integral temperatures 𝑇𝑤 for the CFD calculations during the
compression phase are consistently higher than the experimental results
for both test cases. This difference is much smaller for H2P2_5. In
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Fig. 11. Comparison of the experimental (a) and numerical (b) temperature 𝑇𝑤, averaged vertically according Eq. (13) for both compression and decay phases for H2P2_1_2 (a)
and H2P2_5 (b).
Fig. 12. Comparison of the experimentally and numerically determined He layer downwards movement during the compression phase for case H2P2_1_2 (a) and H2P2_5 (b). Data
are taken from Fig. 10.
the decay phase, we find a better agreement for H2P2_5 compared to
H2P2_1_2.

To provide an explanation for the discrepancies between the exper-
imental and CFD results using 𝑇𝑤 as a metric, we would like to recall
the purpose of this integral temperature approach:

• Goal was, to reduce and condense the complexity of the heat-
maps of Fig. 10 into a single number, capable to represent the
transient differences between experimental and CFD results.

• What the metric 𝑇𝑤 essentially does, is to provide a spatially
normalized temperature representing the heat-up in the lower
part of the vessel — extending down to the vessel bottom!

• Since the upper integration bound with 𝑦 = 4100 mm was chosen
very conservative, we miss – in parts – the good match between
experiments and CFD results at intermediate elevations of the
vessel, while we emphasize especially for H2P2_1_2, the higher
CFD temperature results below 𝑦 < 3000 mm as depicted in Fig. 8
at the end of the compression phase.

• Finally, the reason why the CFD results over predict the temper-
ature increase at the bottom of the vessel during the compression
phase, is subject of ongoing discussions and refinements.

To conclude the discussion, it should be noted that all numerical
results presented are from 3D calculations, see Fig. 5. The original
experimental setup with co-axial injection of the helium from the top
placed some emphasis on the 2D treatment of the various experiments,
10
which significantly reduces computational costs, for details on the ex-
periments see Kapulla et al. (2022). To proof this concept, we compare
the temperatures in the vessel axis at the end of the compression phase
based on 2D versus 3D calculations in Fig. 13. With the exception of
the calculation of the temperatures in the upper part of the vessel for
the H2P2_5 experiment, we find a very good agreement, justifying a 2D
treatment of the other cases in the experimental series H2P2.

5. Conclusions and outlook

Previous validation work indicated the significance of radiative heat
transfer. Unfortunately, these experiments included multiple interact-
ing physical phenomena such as condensation, convection, radiation
and turbulence which made it difficult to isolate, test and evaluate
different radiation modeling strategies.

To address this gap, two H2P2 series experiments – H2P2_1_2 (no
steam) and H2P2_5 (60% steam) – are discussed to evaluate and
validate a Monte Carlo method with the SNBCK, non-gray gas model
implemented in containmentFoam in the present work. This approach
constitutes a feasible and efficient radiation modeling strategy for
containment flows. The analysis generally confirms the validity of the
radiation modeling approach and consistent representation of the phe-
nomena related to the expansion of the helium layer and the increase in
gas temperature during the compression phase. Remaining differences
are related to the gas temperature in the helium layer resulting from the
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Fig. 13. Comparison of the CFD modeling in 2D versus 3D in terms of the excess temperature 𝑇𝑒 = 𝑇 − 𝑇0 in the vessel axis at the end of the compression phases (𝑡 = 1200 s).
The location of the stratification interface between the helium layer and the compression zone below is indicated.
injection of cold helium into a hot environment and the strong effect
of numerical diffusion in the helium–air interaction region. The results
suggest a detailed evaluation of the CFD numerical uncertainty for the
simulation of the H2P2 series. Ongoing work also includes analysis to
clarify the effect of pressure, temperature and helium concentration
in the gas mixture during the injection procedure. However, it is
confirmed that when thermal radiation is neglected in the H2P2_5 case,
the temperature rise is significantly over-predicted by a factor of two
compared to the application of the SNBCK model. The unreasonable
P1 gray gas model may result in a too homogeneous temperature field
in simulations. Therefore, it is recommended to apply a more accurate
thermal radiation solver in containment flows as the suggested SBNCK
model. Moreover, the computational effort considering CFD and non-
gray gas radiation is feasible with the tailored Monte Carlo and SNBCK
model, which serves as a basis for future assessment of simpler and
more efficient radiation modeling strategies.
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