Spin-orbital correlations from complex orbital order in MgV,0,
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MgV20y is a spinel based on magnetic V3T ions which host both spin (S = 1) and orbital
(lefr = 1) moments. Owing to the underlying pyrochlore coordination of the magnetic sites, the spins
in MgV20, only antiferromagnetically order once the frustrating interactions imposed by the Fd3m
lattice are broken through an orbitally-driven structural distortion at Ts ~ 60 K. Consequentially,
a Néel transition occurs at Ty ~ 40 K. Low temperature spatial ordering of the electronic orbitals
is fundamental to both the structural and magnetic properties, however considerable discussion on
whether it can be described by complex or real orbital ordering is ambiguous. We apply neutron
spectroscopy to resolve the nature of the orbital ground state and characterize hysteretic spin-orbital
correlations using x-ray and neutron diffraction. Neutron spectroscopy finds multiple excitation
bands and we parameterize these in terms of a multi-level (or excitonic) theory based on the orbitally
degenerate ground state. Meaningful for the orbital ground state, we report an “optical-like” mode
at high energies that we attribute to a crystal-field-like excitation from the spin-orbital jesr=2
ground state manifold to an excited jeyr=1 energy level. We parameterize the magnetic excitations
in terms of a Hamiltonian with spin-orbit coupling and local crystalline electric field distortions
resulting from deviations from perfect octahedra surrounding the V3* ions. We suggest that this
provides compelling evidence for complex orbital order in MgV204. We then apply the consequences
of this model to understand hysteretic effects in the magnetic diffuse scattering where we propose

that MgV204 displays a high temperature orbital memory of the low temperature spin order.

I. INTRODUCTION

Atomic orbitals of magnetic ions provide a link be-
tween the crystallographic structure and local magnetic
moments and hence an avenue to couple structural and
magnetic degrees of freedom.!™” A central parameter to
controlling orbital order in materials is spin-orbit cou-
pling which exists in magnetic ions with an inherit single-
ion orbital degeneracy. Given that spin-orbit coupling
in multielectron atoms scales with the atomic number
squared (A o« Z?2)®, first row transition metals provide
an opportunity to study magnetism when spin-orbit cou-
pling is of a similar energy scale to the magnetic exchange
and also energy scales of local structural distortions away
from a perfect, for example, octahedral environment.
These energy scales have consequences to the nature of

the real space magnetic orbitals which spatially order at
low temperatures, breaking any degeneracy. In particu-
lar is the situation of complex orbitals and real orbitals
illustrated in Fig. 1. In this paper we investigate the
interplay between spin-orbital physics in MgV,04 and
apply neutron spectroscopy to obtain information on the
underlying orbital order pointing to ordering of complex
orbitals.

Consisting of orbitally degenerate d? trivalent V3+
(S=1, lcgr=1) decorating a pyrochlore sublattice of
corner-sharing tetrahedra (Fig. 2 a), the spinel vanadates
AV,0, with A = divalent cation, provide a platform for
the interplay of the underlying geometric constraints of
a frustrated lattice populated with strongly correlated
electrons, each with charge, spin, and orbital degrees of
freedom.™ ! Given the orbital degeneracy on the V3+



FIG. 1. Graphical representation of the real |dag) and imagi-
nary |l; = +1) orbital wavefunctions. The surface represents
the absolute magnitude of the wavefunction whereas the color
represents the phase.

site, all AVoOy compounds exhibit a Jahn-Teller distor-
tion with a contraction along the c-axis accompanying
a cubic to tetragonal structural phase transition at Tg.
This distortion relieves the underlying geometric mag-
netic frustration and hence is followed by the formation of
long-range collinear antiferromagnetic order at Ty < Tg.
The ordered moments in the Néel phase are reduced from
expectations of a spin-only moment of ¢S = 2 up with
values of, for example, ~ 0.5 g reported for MgV,0y.'2

The specific case of MgV,0, exhibits an orbitally
driven Jahn-Teller structural transition at Tg ~ 60 K
and a Néel transition at Ty ~ 40 K. The exact nature of
the low temperature orbital order is ambiguous because
two types of low-temperature orbital order have been pro-
posed for this compound. The first, termed Real Orbital
Ordering (ROO), corresponds to orbital ordering of the
real ¢4 and e, orbitals which are eigenstates in the limit
that the crystal field imposed on the V3% ion from the
surrounding oxygen octahedra is large. This model has
been advocated based on x-ray and electron beam diffrac-
tion data.!® An alternate sugges‘cionliL has been made for
ordering of the complex basis of the L. observable which
are complex linear combinations of the real d-orbitals.
This is denoted as Complex Orbital Ordering (COO) and
is the basis state used in the weak-intermediate crystal
field limit for transition metal ions. Based on powder
neutron spectroscopy and diffraction, it has also been
suggested that the orbital ordering could possibly be in-
termediate between the two ROO and COO extremes.!?

A theoretical study outlined in Ref. 15 suggested neu-
tron spectroscopy as a means of distinguishing between
COO and ROO orders at low temperatures. In particu-
lar the study noted the importance of spin-orbit coupling
with COO giving multiple magnetic branches in the neu-
tron response and also a larger magnetic zone-center gap
than would be expected in the ROO model. Motivated

by this, we investigate the magnetic response in single
crystals of MgV50,4. We study the hysteretic critical dy-
namics using diffraction, measure the dynamic response,
and develop a theory to describe the magnetic excitations
from the spin-orbital ground state. Given the spatially
diffuse and correlated nature of the spin-orbital states
used for our theory, we term this an excitonic approach.

We apply this excitonic approach to model our neu-
tron spectroscopy results using the single-ion states and
then treating the single-ion Hamiltonian (including spin-
orbit coupling) and exchange energetics equally.!9 19
This model combined with the data favors the ordering of
complex orbitals (COO) in MgV,0, and illustrates the
importance of using a complex orbital basis for under-
standing the properties of the first-row transition metal
ions.

This paper is divided into four sections. First, we
outline the materials preparation methodology and ex-
perimental techniques used to probe the magnetic fluc-
tuations and critical scattering. Second, we outline
the spectroscopic experimental results of both the low-
energy spin-wave excitations and a higher energy optic-
like mode. Third, we present a theory for the mag-
netic excitations including spin-orbit coupling and the
orbitally degenerate ground state. Finally, we investigate
the hysteretic effects resulting from the orbital degener-
acy using energy integrated neutron diffuse scattering.

II. EXPERIMENTAL INFORMATION

Materials preparation: Single crystals (Fig. 2 b) of
MgV,0,4 were grown using the floating zone technique
with details provided in the Appendix. Given the ex-
treme sensitivity of the magnetic properties to stoichiom-
etry and chemical order in MgV,042°, we have charac-
terized our single crystals using both thermodynamic and
scattering probes with neutrons and x-rays. The diffrac-
tion results are summarized in Fig. 2 (¢), with high tem-
perature structural (Ts ~ 60 K) and magnetic (Ty =~ 40
K from the magnetic Q:(l,l,O) Bragg peak) transitions
consistent with the published literature'22!.

Characterization: Figure 2 (c) illustrates powder
diffraction measurements using synchrotron x-rays (Di-
amond, I11) and neutrons (PSI, RITA-II). Powder syn-
chrotron data shows a first order transitions at Tg ~
60 K from a high temperature cubic to a low tempera-
ture tetragonal phase. This is confirmed on single crystal
neutron diffraction data following the Q:(0,0,Q) Bragg
peak on warming and cooling. A large hysteresis in the
neutron intensity is observed between warming and cool-
ing over the same temperature range where synchrotron
x-rays measure a coexistence of tetragonal and cubic
phases. This is further discussed in the Appendix where
this region was found to extend from ~ 55-60 K. We
have further confirmed that the structural properties of
single crystals are consistent with the published struc-
tural phases through single crystal neutron diffraction
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FIG. 2. (a) The low temperature nuclear and magnetic structure of MgV20O4 obtained from our neutron diffraction results.
(b) Our coaligned single crystals. (¢) Comparison of powder x-ray and neutron results illustrating the structural and magnetic
transitions. The shaded region indicates where both tetragonal and cubic phases coexist. (d) Single crystal neutron diffraction
refinements of the nuclear structure in the high temperature T=140 K cubic phase and low temperature T=50 K tetragonal

phases. The calculated Bragg peak structure factor squared (F?2
(F%,) as measured on D9 (ILL).

data (D9, ILL). The refinement results are summarized
in Fig. 2 (d) in both the cubic (T=140 K) and tetragonal
(T=50 K) phases with the structural parameters listed
in the Appendix. In Fig. 2 (d) we plot a summary of the
structure factor squared (F2) measured on D9 in both
cubic and tetragonal phases. Fig. 2 (d) illustrates the
calculated Bragg peak intensities (x F?) as a function
of the measured intensities. A straight line is indicative
that the models describe the results well with the slope of
the line a calibration factor scaling experiment and calcu-
lated values. We have confirmed the magnetic structure
to be consistent with that outlined in the literature for
7ZnV50,4%? using polarized neutrons (DNS, MLZ). The
results of this are schematically shown in Fig. 2 (a) with
the magnetic V31 magnetic moments pointing along the
tetragonal c-axis.

Critical magnetic fluctuations: In this paper we dis-
cuss energy-integrated polarized diffuse scattering mea-
surements sensitive to the magnetic critical scattering
and neutron inelastic data probing the spin-orbital dy-
namics. To investigate the magnetic critical scattering
as a function of temperature, we studied the polarized
neutron cross section using an zyz geometry provided by

(F.

calc

) is plotted against the measured structure factor squared

the DNS diffractometer (MLZ, Munich)?®. Further de-
tails of the polarized beam measurements and analysis
are provided in the Appendix.

Neutron Spectroscopy: To probe the magnetic dynam-
ics sensitive to the spin-orbital ground state, neutron
spectroscopy was performed on four different spectrom-
eters. To study the high-energy excitations which rep-
resent spin-orbital excitations we used the MAPS spec-
trometer. The sample was oriented so that l% was ori-
ented along the c¢* axis and the intensity along L in-
tegrated as typically done with time of flight direct ge-
ometry spectrometers to measure one or two dimensional
spin excitations. To obtain an overview of the low-energy
and low dimensional dispersive dynamics, the multi rep
rate option on MERLIN?* was exploited. Further data
was taken on the Eiger triple-axis spectrometer?® to
characterize weakly three dimensional dispersive excita-
tions sensitive to interactions between chains. Finally,
to probe the low-energy gapped excitations, sensitive to
local single-ion anisotropy, we used the cold neutrons on
the RITA-II spectrometer?6.
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FIG. 3. (a) illustrates the magnetic excitations, taken from
MERLIN (E;=49 meV) up to ~ 40 meV showing a band of
excitations. This cut is taken along the chain direction. (b) il-
lustrates MERLIN (E;=24 meV) displaying a comparatively
weaker dispersion perpendicular to the chain direction. (c)
displays high resolution data taken on RITA-II displaying an
excitation gap reflecting underlying anisotropy. (d— f) shows
data taken from EIGER characterizing the dispersion perpen-
dicular to the chains.

III. EXPERIMENTAL RESULTS
A. Low-energy dispersive dynamics

The magnetic excitations characterizing the underly-
ing spin-orbital ground state below the Néel temperature
Ty are summarized in Fig. 3. The overall dispersion is
displayed in Fig. 3 (a) taken on the MERLIN spectrom-
eter with E;=49 meV. This constant momentum slice
illustrates a strong band of magnetic excitations which
extends up to ~ 35 meV. Perpendicular to this direction,
a much more weakly dispersive mode is illustrated in Fig.
3 (b). This reflects the underlying strongly one dimen-
sional coordination®” of the V37 ions. The dispersion is
further studied through a series of constant momentum
scans using the EIGER thermal triple-axis spectrometer
in Fig. 3 (d — f). Analyzing the low-energy fluctuations
with the cold triple-axis spectrometer RITA-II in Fig.
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FIG. 4. (a) displays a constant momentum slice at E=[50,55]
meV taken using the MAPS spectrometer. (b) illustrates
a background-corrected constant momentum cut showing a
well-defined peak in energy indicative of a second higher en-
ergy magnetic band. The red line shows a fitted Gaussian
on an exponentially decaying background peaked at 51 meV
with a FWHM of 3 meV.

3 (c¢), illustrates an energy gap of simeq 6 meV in the
flucatuation spectrum. These results demonstrate the
presence of strongly one-dimensional magnetic fluctua-
tions with an energetic gap due to crystalline anisotropy.
We discuss the origin of these below when we present an
excitonic model for the spin-orbital excitations where we
also discuss the relative magnetic exchange energies.



B. Higher energy gapped mode

One of the distinctions between COO and ROO orbital
ordering scenarios is the presence of an optical-like exci-
tation at higher energies'® corresponding to a transition
between the je;r = 2 and j.y; = 1 manifolds (as theoret-
ically outlined below). A higher energy band of magnetic
excitations is investigated using the MAPS spectrometer.
The results are summarized in Fig. 4. Fig. 4 (a) dis-
plays a constant energy slice showing weakly correlated
excitations near 62(2,0,0) and equivalent positions. A
background (taken from large momentum detectors) cor-
rected constant momentum cut is shown in Fig. 4 (b)
displaying a well-defined peak at ~ 50 meV. We discuss
the origin of this additional excitation and connect it
with the low-energy response below by investigating the
spin-orbital neutron response theoretically.

IV. THEORY

In MgV,0,4 the magnetic V3 (3d?) ions form a py-
rochlore lattice with the V3% ions on the spinel B sites
surrounded by an octahedral coordination of oxygen O2~
(Fig. 5 b,¢) which determines the orbital ground state.
Neighboring V3t ions occupy edge-sharing octahedra
with non-magnetic tetrahedrally-coordinated Mg filling
the voids between VOg octahedra. The magnetic inter-
ion interactions are likely governed by a combination of
direct d-d orbital overlap and oxygen mediated superex-
change via the ~ 90° V-O-V bonds.

In the rare earth pyrochlores®’, where the B site is
occupied by the heavier 4f ions, spin-orbit coupling
(A ~ Z?)8 is the dominant energy scale and motivates the
projection onto a ground state manifold J = L + S. The
crystalline electric field further splits the ground state
with the resulting energy distribution dependent on the
species of ion and local environment. In the case that the
ground state is a Kramers doublet, a projection onto an
effective S = 1/2 pseudospin®' 33 has been utilized and
provided the motivation for seeking out quantum spin
liquid®* behavior in these materials.

The physics of the 3d pyrochlores is unlike that of their
rare earth cousins owing to a different hierarchy of single-
ion energy scales. Particularly, in 3d ions, the spin-orbit
coupling () is smaller than the crystalline electric field
(Dq)?93536, With typical energy scales of Dg ~ 0.1 eV
and A ~ 10 meV, spin-orbit coupling is a perturbation on
the crystalline electric field Hamiltonian and the ground
state is defined by the orbital angular momentum L.
Within this ground state manifold, the spin-orbit cou-
pling, magnetic exchange and Jahn-Teller energy scales
are comparable. In the 3d transition metal compounds
it is therefore necessary to consider both single-ion spin-
orbital energy scales (Hsy) and the corresponding mag-
netic exchange interactions (”Hegwh)35

H= HS[ + Hezch-

We will begin by discussing the single ion physics of the
3d? ions to understand the magnetic ground state before
considering the magnetic inter-ion exchange in vanadium
spinels. Using a Green’s function formalism, the dynam-
ical structure factor measured with neutrons will then be
calculated using the random phase approximation (RPA)
applied to MgV,0y, treating the single-ion Hamiltonian
which produces a quantized multilevel ground state ex-
plicitly.

A. Hsr - Single-ion physics

The single ion physics discussed in this section is
schematically shown in Fig. 5 which determines the
quantized spin-orbital ground state of the magnetic V3+
ions. We consider first the free-ion V3t ground state
followed by the effects of the crystalline electric field,
spin-orbit coupling, distortions from an octahedral en-
vironment, and finally the Zeeman-like molecular field
originating from magnetic ordering in the low tempera-
ture Néel phase.

1. 3F - Free ion ground state

For the case of a free V31 ions with 2 electrons in the
five degenerate d orbitals, the ground state is determined
by Hund’s rules which defines L = 3 and S = 1. This
fixes the orbital ground state of the free-ion V37 state to
be 3F in spectroscopic notation.

2. Hcer - Crystalline electric field

As discussed above, the dominant energy scale for mag-
netic 3d is the crystalline electric field originating from
the O2~ ions forming an octahedron around the V3+ ion.
Application of an octahedral crystalline electric field in
terms of Steven’s operators O] gives the following

Hepr = By (02 + 503)

where By < 0 for d? ions?®. The energy spectrum re-
sulting from this crystalline electric field Hamiltonian is
schematically displayed in Fig. 5 (a) (Tanabe-Sugano di-
agram) and parameterized in terms of the crystal field
strength (Dgq) and the Racah parameter B which physi-
cally corresponds to the energy cost associated with the
Coulomb repulsion. The limit Dg/B — 0 corresponds to
the weak crystal field limit where Hunds rules across all
d-orbitals applies. In the Dg/B the crystal field energy
scale is dominant and in some transition metal ions (such
as Co?*t) can result in spin transitions.
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FIG. 5. (a) Tanabe-Sugano diagram for a d* ion in an octahedral crystal field. The Racah parameters have been chosen such
that C/B = 4.43%%. For the discussion of the crystal field parameters, we have followed Ref. 29 (Table 7.3) and used B=0.11
eV and Dg=0.22 eV, indicated by the dashed line. The VOg octahedron as viewed from (b) an isometric viewpoint and (c) the
c-axis. The octahedron is tetragonally distorted, as evidenced by the shorted bond lengths along c. A further trigonal distortion
is present along [111] leading to two different bond lengths in the a-b plane. (d) Eigenvalues of the single-ion Hamiltonian for
an octahedrally coordinated V3t ion (S = 1, I = 1) subject to a crystallographic distortion as described in Sect. IV A. Red
lines indicate the ground state and excitated states for which dipole-allowed transitions exist.

Figure 5 (a) shows that the octahedral crystal field
splits the orbital 3F ground state into two triplets (37} )
and a singlet (3A3), with the 3T} triplet being the orbital
ground state. The splitting between 3T} and the first ex-
cited triplet is 8Dq = 48084 ~ 1.8 eV?? (in the limit of
small Dgq). Each of the multiplets under the octahedral
crystal field forms an irreducible representation of the

octahedral double group, O’37. By the orthogonality of
different irreps of the same group, for an operator that is
invariant under all octahedral symmetry operations, ma-
trix elements between multiplets are zero®’. Assuming
further symmetry lowering terms away from an octahe-
dral field are small and the large energy separation in
comparison to the temperatures of interest, one can jus-



tifiably work in the ground state 3T} multiplet, neglecting
the excited states.

Considering energy levels beyond the 3F manifold in
Fig. 5 (a), the octahedral field mixes in the excited *P
state (Fig. 5 a when Dg/B — 0). The lowest energy
orbital state of the 3P manifold has the same symmetry
being a 3T} triplet?® and therefore the overall groundstate
is a linear combination of the two triplet states from the
3F and 3P manifolds

[W(*T)) = e PFCT)) + 7 PP(*Th)) (1)

where €2 + 72 = 12, One can represent the ground state
orbital triplet using the fictitious orbital angular momen-
tum operator, 1 via the transformation L= al, where
the projection factor av < 0 can be read off the block de-
scribing the ground state manifold after projecting the
matrices L, onto the space spanned by the eigenvectors
of Hepp. For the [PF(3T))) block, v = —338, whilst for
the [2P(3T1)) state, « = +1. The admixture of these two
states leads to an effective projection factor that varies
between these two extremal values, o = %7’2 3.

It is instructive to discuss the orbltal trlplet ground
state in terms of the electronic orbital basis states which
have the advantage over the eigenstates of the observ-
ables L? and L, of being real and therefore give a greater
connection to the microscopic picture of electron hop-
ping through chemical bonding. In the 3d ions, the
outer electrons partially fill d-orbitals, which are split
in an octahedral crystal field into the triply degenerate
tog level (dgy,dy.,dy,) and doubly degencrate e, level
(dy2_y2,ds,2_p2). The energy splitting between ¢y, and
eg levels is set by 10Dgq, and therefore this parameter
is key in distinguishing the weak (small Dgq) from the
strong (large Dq) crystal field limits. For weak crystal
fields it is more natural to use a complex orbital basis
that are eigenstates of the observables L? and L,. In the
large crystal field limit, the real ¢5, and e, states are the
convenient basis.

Neglecting the spin-orbit coupling and further distor-
tions, the ground state for 2 electrons in the 3d orbitals
is triply degenerate with each member of ground state
manifold having two of the to4 levels occupied. In terms
of these real basis states one can represent the ground
state triplet with the admixture caused by the crystal
field (Eq. 1) equivalently as

\w(3T1)> = cosb [tog, tag) — sind |tay, eq) - (2)

The first of these two basis states has two occupied tag
levels as expected in an octahedral crystal field, and the
second has an occupied e4 level but has the same symme-
try as [tag,t2g). By diagonalizing the energy matrix for a
d? ion with both a Coulomb term and an octahedral crys-
tal field?? (Fig. 5a) one finds tan20 = 12B/(9B + 10Dq)
and using the correspondence between the two descrip-
tions (Egs. 1 and 2) one can quantify the fraction of

the 3P level in the ground state orbital triplet, 7 =

J=(cosf) — 2sinf). With B = 0.11 eV and Dg = 0.22

eV, as expected for a free V3T ion, we have 7 =~ 0.27. We
therefore expect a projection factor of & ~ —1.32 in com-
parison to a value of -1.5 in the absence of mixing. We
discuss this parameter later in context of the reported or-
dered magnetic moment and the possibility for quantum
fluctuations.

3. Hso - Spin-orbit coupling

The next largest term (illustrated in Fig. 5 d) in the
single-ion Hamiltonian for 3d ions is the spin-orbit cou-
pling

Hso =\L-S=all-S

where A > 0 for d? systems®®. This term splits the ground
state ninefold spin-orbital manifold into three j =1+ S
levels according to the Landé interval rule with j.rr=0, 1,
2 (Fig. 5 d). In d? ions, the ground state is the jes; = 2,
separated from the josr = 1 state by |[2aA|[**. In the
language of the strong crystal field to4 levels, the effect
of the inclusion of spin-orbit coupling is to mix the d,,
and d,, orbitals in complex combinations such that three
basis states in which the Hamiltonian is diagonal become
|l = 0) = [day) and [l. = +1) = \%(|de> +idy.))"

4. Hais-Distortion

In MgV50, at the low temperatures of interest here,
the symmetry of the local VOg octahedra is not Oy, since
a Jahn-Teller distortion, originating from the orbital de-
generacy of the d? vanadium ion, occurs on the transition
from the high temperature cubic phase to the low tem-
perature tetragonal phase'?. This distortion results in
the octahedra being subtly compressed along the four-
fold z-axis (illustrated in Fig. 5 b and ¢). The distortion
can be modeled by the following term in the Hamiltonian

Haw =1 (2 3) 3)

where I' < 0 for a compression. As displayed in Fig. 5
(d) the effect of this term is to break the five fold orbital
groundstate jorr = 2 degeneracy into three levels with
a groundstate doublet, an excited state doublet, and an
excited state singlet.

Considering the effect of this distortion only on orbitals
(without considering spin or spin-orbit coupling and in
the limit of I" > A) and in terms of the strong crystal field
basis of real orbitals, the effect of this axial distortion is
to break the ground state ¢y, orbital triplet degeneracy,
yielding a ground state orbital doublet and excited sin-
glet. The distortion lowers the energy of the d,, orbital



relative to the d,. and dy. orbital. If we populate these
two levels with two d electrons applying Pauli’s exclu-
sion principle, this results in a doubly degenerate ground
state with a hole in either the d,. or d,. orbital.

We note that in addition to the primary tetragonal
compression driven by orbital degeneracy, the VOg oc-
tahedra are trigonal distorted — a compression along the
threefold [111] axis (even within the high temperature
cubic phase). Within the manifold of the groundstate
tag orbitals, the multiplet structure under this distortion
is the same as the tetragonal distortion (Eq. 3)%°. In
this paper, we will take advantage of the projection onto
the ground state triplet, L = al and treat the mixing
of the e, levels as a small perturbation and so we can
collect all contributions to the distortion Hamiltonian
into a single distortion parameter, I'. Under a dominant
trigonal distortion, the orbital spectrum has the form
larg) = %(|dxy> + |dzz) + |dy2)) with the excited dou-
blet [ef) = £z (Iduy) + €*27/3 |dys) + €¥2773 |d,,.)) .
From crystallographic considerations, the low tempera-
ture tetragonal distortion discussed above is expected to
be dominant, however one might expect a small differ-
ence in orbital coefficients arising due to the subleading
trigonal distortion. Such a situation maybe supported
by the small ~ 8° canting of the spin towards the apical
oxygen reported in some diffraction studies'2.

The orbital state for each electron can be written in
general as

|¢> = |dzy> =+ ﬂeio ‘dxz> + 'Yew |dyz> (4)

where a? + 32 +~2 = 1 ensures normalization . Based
on the single-ion physics of the V3T ion (3d?) alone, the
orbital order in MgV,Q4 is expected to be intermedi-
ate between the regimes of validity of real orbital or-
der (ROO), which occurs when the tetragonal distortion
dominates and complex orbital order (COO) where the
spin-orbit coupling dominates, since the energy scales of
the distortion and the spin-orbit coupling in the 3d ions
are typically nearly comparable!®-384!  The weightings
of the dng orbitals for each electron within each regime
are summarized in Table I. We will discuss the nature of
the orbital order further later in the paper based on the
insight gained through our analysis.

TABLE I. Orbital wavefunction coefficients in common or-
bital ordering regimes for electron I, electron II. Coefficients
correspond to Eq. 4. Column two states the dominant energy
scale in each case.

00 Dom. «a I6) 0% 0 10}
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5. Hmr - Molecular field below Tn

The final term present in the single-ion Hamiltonian
is the molecular field. This results from a mean field
decoupling of the exchange interaction between coupled
ions, and is required such that the single ion ground state
about which one expands is correct. This term breaks
time reversal symmetry

Harr = harrS-

as is consistent with the establishment of long-range mag-
netic order. The magnitude of hy;p will be discussed
further once the inter-ion spin Hamiltonian, Hc.cn, has
been introduced.

In terms of the single-ion Hamiltonian, the ground
state order is expected to be (S = 1,I = +1) with
positive +{ (instead of —I) selected due to the negative
spin-orbit coupling constant in d? ions which promotes
alignment of the spin and orbital moments. This ex-
pected ground state gives rise to a magnetic moment
uw = pp(L +2S) = up(—1.32 +2) = 0.68up which
agrees well with the observed (reduced) magnetic mo-
ment, g = 0.47up.'2 The discrepancy between the ob-
served and calculated magnetic moment suggests the
presence of quantum fluctuations, S — AS = 0.9, as is to
be expected given the small value of S and reduced di-
mensionality originating from the frustrated lattice. This
reduction in the ordered moment in turn contributes to
a reduction in the molecular mean field over what would
be expected for the full spin value.

B. Inter-ion coupling

We now discuss the inter-ion interactions present in
MgV,0,. In the high temperature cubic phase, the V3+
ions lie on an ideal pyrochlore lattice, with each near-
est neighbor V-V bond equivalent by symmetry. In the
case of antiferromagnetic nearest-neighbor interactions,
the spin arrangement on a pyrochlore lattice is geomet-
rically frustrated*?, opening the possibility of spin liquid
states®»?3 resulting from the large ground state degener-
acy. Pyrochlore systems with S = 1 have been studied
both theoretically***® and experimentally*6~*8, particu-
larly in search of an understanding of the crossover from
quantum to classical spin liquid behavior*®*®. The vana-
dium spinels have also attracted great interest!415-49-51
since the orbital degree of freedom allows for Jahn-Teller
distortions which break the ground state degeneracy and
permit magnetic order. This behavior is observed in
MgV20,4 at Tg ~ 60 K, where the system becomes
tetragonal before ordering antiferromagnetically at T ~
40 K'2. The cubic to tetragonal structural transition ren-
ders the nearest neighbor bonds along [H H0] and [HOH]
inequivalent.

The orbital order plays an important role in the mag-
netic inter-ion exchange since both the d-d and d-p orbital



FIG. 6. Magnetic structure of MgV204 as viewed from an
isometric viewpoint. The structure comprises chains in the a-
b plane with the nearest-neighbor bond, J2. Inter-chain bond
Jy is frustrated and couples chains along [HOH] and [0H H].
A longer range bond, J3 couples perpendicular chains.

overlap are dependent on the V3t orbital ground state,
and ultimately where the electron hole lies. This provides
a mechanism for a breaking of the equivalence of mag-
netic bonds both in terms of the amplitude of the direct
and super-exchange interactions *°. The question of the
magnetic exchange in the vanadium spinels has been dis-
cussed at length by Di Matteo et al*® and Perkins et al'®.
We will now briefly summarize the findings of the afore-
mentioned references!®*° insofar as they are relevant to
the magnetic exchange in MgV2QOy.

Di Matteo et al considered the limit where the tetrag-
onal distortion is dominant (ROO - real electronic or-
bitals discussed above) and where the spin-orbit coupling
is dominant (COO - complex basis described above when
the crystalline electric field Dq is weak)?®. Both limits
give rise to multiple magnetic and orbital configurations
dependent on the underlying physical parameters® and
described by the general Heisenberg spin Hamiltonian

Heweh = ijgz : Sj-
ij

In the case of ROO, only one possible orbital ground
state is consistent with the experimentally observed mag-
netic structure'?. This ROO ground state comprises
strong antiferromagnetic (AFM) bonds in the zy plane
and a weaker ferromagnetic coupling along [HOH] and
[0HH]. The ROO model thus suggests that MgVaOy
is comprised of strongly-coupled AFM chains in the xy
plane with weak FM coupling between chains. In each
tetrahedron, two FM bonds are satisfied and two FM
bonds are frustrated.

In contrast, when the spin-orbit coupling is domi-
nant (COQ), there are two ground states consistent with

the observed magnetic structure. Both possible orbital
ground states have strongly coupled AFM chains in the
xy plane, however one of these states has two weak AFM
and two weak FM bonds per tetrahedron — thus no bond
is frustrated. In the other possible COO ground state,
the inter-chain bonds are weak AFM bonds, two of which
are frustrated. Based on the parameters obtained from
spectroscopy data for vanadium perovskites®®3 and typ-
ical strengths of the spin-orbit coupling for V3* reported
in the literature'29, Di Matteo et al concluded that the
latter of the two COO states is likely the ground state.

Finally we note that the predicted magnetic ground
states in the ROO and COO limits differ only in the sign
of the inter-chain coupling, with both inter-chain cou-
plings of a similar strength??. It is interesting to specu-
late as to whether these two limits are continuously con-
nected via a phase with zero inter-chain coupling and
hence might be tuned through with the application of
strain, using the tetragonal distortion, I', as a tuning
parameter. It is also interesting to note that a metal-
insulator has been predicted in MgV,0, based on ab
initio calculations.?*

C. Neutron scattering intensity calculation

TABLE II. Summary of labeling convention for indices.

Index Description

~, V3T sites

D, q spin-orbital crystal field states
a, B, p, v Cartesian coordinates

In order to calculate the neutron scattering response,
we employ a spin-orbital exciton model in terms of
Green’s functions as applied previously to describe multi-
level systems!618:38:5556 = A fyll derivation for a general
single-Q multi-level magnetic system is presented in Ref.
56, here we quote only the key results. The neutron scat-
tering intensity is proportional to the structure factor

S(a,w) = g7 (@) Y (das — Gads) S (q,w),
op

where g7, is the Landé g-factor, the V3 form factor is
f(q) and S*#(q,w) is the partial dynamical structure
factor (with cartesian indices «, 8, Table II), defined as

5% @) = o [ e (5@ 057 (~q,0))

The factor preceeding the partial dynamical structure
factor is the polarization factor which picks out the com-
ponent of the structure factor perpendicular to the scat-
tering wavevector, to which the scattered neutrons are
sensitive. We note that neutron scattering is sensitive to



magnetic correlations through interacting with the spin.
It is through the presence of spin-orbit coupling in the
magnetic Hamiltonian described above, neutrons are sen-
sitive to orbital effects. The structure factor can be re-
lated to the Green’s function by way of the fluctuation-
dissipation theorem

1 1

- a7
71— exp(—w/kpT) 3G @ w).

Saﬂ(q7w) = -

The Green’s function for multi-level spin-systems can be
written as a Dyson equation where the propagator de-
scribes the dynamics of the single ion at mean-field level
with the inter-ion interaction treated at one-loop level
with the self energy J(q). The single ion Green’s func-
tion can be written as

S ST &
af Z aqp*™ Bpq*™ap
g—yry ( ) - — w— (Wp _ wq)? (5)

where w, is the single-ion eigenvalue of state |p) and
Saap = 015 19)- dgp = (fy — fp) where f, is the Bose
occupation factor of level q. The site indices are denoted
as 4,%" (Table 1I). We perform a coordinate transfor-
mation onto the rotating frame so that the molecular
mean field is non-oscillatory. In the rotating frame, the
single-ion of each of the magnetic ions is independent of
the moment direction and varies only between crystallo-
graphically inequivalent sites. In the rotating frame the
Green’s function is defined as

~af _ op
Ga”((lvw) = g:,xyl(w)‘si“?’

+ Z juy ozu )é ( ) (6)

which can be solved as a matrix equation. Eq. 6 con-
tains the Fourier transformed exchange coupling in the
rotating frame, J!7(q), which takes the form of a ma-
trix of dimension 3N x 3N, where N is the number of
sites in the unit cell. At this point it is useful to exam-
ine the structure of MgV,0,4. Below Ty ~ 40 K, long-
range antiferromagnetic magnetic order is established,
with Q = (0,0,1)'2. A small canting of the magnetic
moments within the unit cell (~ 8°). The full crystallo-
graphic and magnetic structure can be described by an
eight site unit cell as considered in Ref 15.

In terms of this unit cell (Table III), no rotation be-
tween neighboring unit cells is required and, assuming
Heisenberg coupling, in the rotating frame one has

(@) =X (7 (9)®l)X (7)

where X = diag(Ry, ..., R,) rotates the spins within the
unit cell. The matrix R,, is the 3 x 3 rotation matrix
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TABLE III. V3' ion positions in the unit cell.

Index Moment orientation Position vector
1 1T (0.125,0.625,0.125)
2 1 (0.375,0.875,0.125)
3 1 (0.375,0.625,0.375)
4 1 (0.125,0.875,0.375)
5 1 (0.375,0.375,0.625)
6 1 (0.625,0.625,0.625)
7 1 (0.375,0.125,0.875)
8 1 (0.125,0.375,0.875)

which rotates the spin on site n onto the 2-axis. Similarly
X' = diag(RT,..., RL). Finally, the Green’s function in
the laboratory frame is found by rotating the Green func-
tion back using the matrices, X, X’

ap
G,—Y:y/ (qa w)

We now apply this theory to the neutron scattering data
presented in Sect. III.

_ ~af
= XG2 (q,w)X".

D. Application to MgV3,0,4

The excitonic dispersion relation was found according
to the model presented in the previous section by finding
the poles of the Green’s function, Ggg/ (q,w). In Fig. 5
(d), we illustrate dipole allowed transitions through the
red lines when investigating the effect of H ;. Based on
this, we would expect two branches with a lower strongly
dispersive branch corresponding to transitions within the
groundstate j. =2 manifold and another transition from
the ground state to a jorr=1 level. We might expect
that given that this is a ”crystal-field-like” transition,his
second higher energy and dipole allowed transition will
be weakly dispersive in momentum akin to crystal field
transitions commonly observed for rare earth ions.

The experimentally observed dispersion was found
both along the V' — V' chain direction and perpendic-
ular to the chain by fitting Gaussian peaks to one-
dimensional constant energy cuts through the neutron
scattering data. These data points were then fitted using
the dispersion derived according to the excitonic model
in order to extract physical parameters. The data in
comparison to theory is summarized through constant
momentum and energy slices in Figs. 7-9.

The inter-chain bond, J;, was determined to be negli-
gible since the inclusion of this bond (in the presence of
finite J3) gives rise to a splitting of the lower dispersive
mode which becomes clear at approximately ) > +0.1
(r.L.u) which is not seen in the data®’. This is well-
justified given that previous calculations have suggested
that this bond is weakly ferromagnetic or weakly antifer-
romagnetic in the limits of ROO and COO respectively*’
A small, but finite, J3 is expected based on the disper-
sive excitation seen in Fig. 3 (b) which is consistent with
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FIG. 7. Calculation of the component of the structure factor a) parallel and b) perpendicular to the chain direction. Overplotted
is the extracted dispersion from neutron scattering. The green data points are from the EIGER data set and the red and blue
points are from the MERLIN E; = 24 meV and 49 meV data sets respectively. The white solid line indicates the approximate
peak position of the high energy mode and the dashed lines indicate the approximate width.
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FIG. 8. a) Constant energy slice through the inter-multiplet
mode at F ~ 50 meV. b) One-dimensional cut through
Q = (2,0), with multi-level spin wave calculation plotted
in red. The Lorentzian half-width has been chosen to ap-
proximately match the energy resolution on MAPS, ¢ = 1.5.
The calculation has been integrated along the c¢* direction
across the full width of the Brillouin zone. The presence of
domain coexistence and the coupling of energy transfer and
the wavevector along ¢* have been neglected. The differences
between calculations and data at low energies originates from
an over subtraction of the data with the chosen background.

coupling of parallel chains. We note that there exists a
further neighbor bond J; with bond length (~ 5.157 A)
marginally longer than J3. Inclusion of this bond again
splits the lower dispersive mode but does not appreciably
change the bandwidth or gap, provided that it is small.
In the absence of any observed splitting, and in the spirit

=[9511] meV (bin = 0.25)

(-H,H) (r.L.u.)

FIG. 9. Constant energy slice at 10 & 1 meV, showing the
comparison between the measured data from MERLIN and
the excitonic model with all three domains summed as de-
scribed in the text. The intensities have been integrated along
the ¢* direction (L = —1+ 0.2 r.Lu).

of writing down a minimal model, we neglect this term.

For the lower energy dispersive mode, the data were
fitted by taking one-dimensional constant energy cuts
through the neutron data to extract a dispersion curve
to which the poles of the Green’s function were fit as the
parameters were varied (Fig. 7). To fit the higher en-
ergy mode at ~ 50 meV (Fig. 8), a constant q cut was
made at (2,0,0) and subtracted as a background. This



TABLE IV. Spin-orbit exciton parameters

Parameter Bond Distance (A) Value (meV)
J1 2.971 ~0
J 2.980 19.04 (££0.03)
J3 5.141 -0.173 (£0.001)
ax - 88 (£0.1)
r - ~42.2 (+0.6)
S} - 0.8334 (£0.001)

method is justified at high energy transfers hear the ~
50 meV mode, however it cuts through magnetic intensity
at lower energies and therefore is an overestimate of the
background. This is reflected in Fig. 7 which shows an
overestimate of the intensity by the exciton model. The
fitted parameters are listed in Table IV along with the
uncertainty in the fitted value. The approximate mag-
nitude of the intra-chain coupling J5 is consistent with
that theoretically predicted in Ref. 15 using a Kugel-
Khomskii model®®. A reduction of the molecular mean
field strength from that expected for an S = 1 antiferro-
magnet

Hyr :hMng 29(—2J2+4J3), (8)

where © < 1, is present due to quantum fluctuations.
A reduction factor of © =~ 0.9 is expected based on the
observed magnetic moment'? and the orbital projection
factor based on the free ion values?”. This parameter
is fixed through a comparison between the calculated
magnetic moment (discussed above) and the measured
magnetic moment. The calculated magnetic moment is
sensitive to the projection factor « which is tied to the
single-ion parameters Dq and Racah parameter B. There
is, however, a degree of uncertainty about the single-ion
parameters, B, C' and Dgq in the crystal environment,
hence O was refined in our analysis of the neutron spec-
troscopy results. The refined value of © implies that the
true value of the orbital projection factor is reduced from
that expected in a free ion. One possible origin of this is
the presence of a nephelauxetic effect which reduces the
electron Coulomb repulsion and hence reduces the value
of the Racah B parameter. We note that reductions of
~ 10-20 % have been reported®®, consistent with the re-
duction that would be required to explain the value of ©
fitted here.

The calculated structure factor is plotted in Fig. 7 (a—
¢). Overplotted are the extracted peak positions from the
neutron scattering data taken on EIGER and MERLIN.
The calculation well describes both the dispersion and
the intensity variation throughout the Brillouin zone.

In the experimental section above it was noted that
single crystal samples should be expected to exhibit do-
main coexistence as was observed in Ref. 13. This occurs
below the structural transition and results from the over-
all crystal structure retaining the average high temper-
ature cubic symmetry in the absence of strain. We now
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briefly note the consequences of domain coexistence on
the neutron scattering spectrum. A rotation matrix can
be defined for each domain which transforms between the
crystallographic basis vectors of each domain, d,

R Qo= Qq (9)

with the Qo defining the nominal reference basis plotted
in Fig. 5. The crystallographic structure of MgV,0,
comprises chains along [110] and so one can define the
rotation matrices

100
R =1010 (10a)
001
100
R =(001 (10b)
010
001
R,=1010 (10c)
100
corresponding to three inequivalent domains. Fig. 9

shows a constant energy slice with the scattering for all
three domains superposed. The diagonal modes originate
from the domains with basis vectors Q; and Q2 with the
horizontal and vertical lines originating from the QO do-
main. A small difference in the position of the diagonal
modes likely originates from the fact that the unit cell is
tetragonal with ¢/a = 0.994'2. In the calculation, the do-
main population has been assumed to be equal however
the relative intensities of the streaks in the data indi-
cate that this is not the case. This is in agreement with
previous diffraction datal3.

E. Orbital order

There has been a great deal of intrigue in the nature
of the orbital order in MgV5,04. Much of this has cen-
tered around whether the system exhibits real or complex
orbital order. We will briefly summarize both orbital or-
dering schemes, remarking on how our results influence
this discussion.

We begin by considering the isolated single ion in
an octahedral environment, neglecting the inter-ion cou-
pling. An orbitally degenerate crystal field ground state
can lower its energy via an octahedral distortion®® (the
Jahn-Teller effect). An elongation of the octahedron low-
ers the d,. and d,, orbitals by %EJT and raises d, by
E ;7. The lower energy doublet is then split by spin-

orbital coupling into |I, = £1) = %(dzz +id,.) by 1.

For a d? ion, assuming the spin-orbit coupling does not
lift |I, = —1) above the d, orbital, then both |I, = —1)
and |l, = 1) are occupied and the resultant ground state
has quenched orbital angular momentum.



Conversely, if the octahedron is compressed, the Jahn-
Teller spectrum is inverted and the d,, level is lowered,
with the d,. and d, . levels lying at +%E gr. The ground
state thus has one electron in the d., orbital and one
in the |I, = +1) level. In this case the orbital angular
momentum is unquenched owing to the orbital degener-
acy which is broken by spin-orbit coupling, lowering the
ground state energy. Based on single-ion physics alone,
an elongation is favored if A < Ejpr = %1". It is therefore
surprising, based on the fit values of A and I' in Table
IV, that the the structure shows a tetragonal compres-
sion and suggests another energy scale is relevant. It
should be noted that we have ignored the contribution
of the A site ions (Mg?*) which constrains the distor-
tions of the magnetic site octahedra. This influence is
evident in the high temperature structure which shows a
trigonal distortion as the oxygen ions are repelled by the
charge cloud of the Mg?™* ions - a typical phenomenon in
spinels®62, We therefore speculate that the sign of the
tetragonal distortion is fixed to minimize this Coulomb
energy thereby promoting a tetragonal compression.

We now turn to the effect of orbital order on the inter-
ion exchange in MgV,0,4. Di Matteo et al. and Perkins et
al. discussed this in Refs. 15 and 49 by way of a Kugel-
Khomskii model®® to model the superexchange. Here
we only quote the key results. Two states were found
to be consistent with the observed magnetic and crys-
tallographic structure. The energy of the COO state is
FEcoo = —J1 — %J2(3 + 252> — A= %EJT, where Jy =
nJ/(1=3n), s = J(1—n)/(1=3n), J» = J(1+n)(1+2n),
J =t2/U; and np = Jy/U;. In terms of these variables,
Jo=J and, assuming we have COO, J; = Jo — 2Jy. We
thus find that our extracted exchange parameters suggest
n ~ 0.19 and J ~ 22.1 meV which are close to values
suggested by photoemission spectroscopy (fezp = 0.11,
Jezp = 20.4 meV)03 In contrast, for ROO one has

Ji1 = —Jy, such that for J; &~ 0 one expects n ~ 0. Such
a situation is clearly unphysical as it suggests either a
vanishing Hund’s coupling or extremely large Coulomb
term. For reasonable values of 7 ~ 0.1 and with J ~ 20
meV, the ROO model predicts |J2| =~ 3 meV, which would
give rise to a splitting of the low energy dispersive mode
that would likely by resolvable in neutron scattering mea-
surements.

As shown by Perkins et al in Ref. 15, qualitative dif-
ferences exist between the spectra expected for ROO and
COOQO, namely an optical mode is present in the case of
COO whereas ROO gives rise only to an acoustic mode.
This optical mode finds its origin in the unquenched or-
bital angular momentum which permits inter-multiplet
transitions between the jerr = 2 and jesr = 1 levels (Fig.
5 d). Our neutron scattering experiments confirm the ex-
istence of this optical mode at E ~ 50 meV which we were
able to model within a multi-level spin wave formalism.
We find that the resultant single ion ground state, con-
sistent based on the fitted parameters (Table IV), is the
I, =1,S, = 1) state presented in Ref. 49. In this state,
the effective orbital angular momentum aligns with the
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spin moment on all V3% sites. It should be noted that
due to the negative projection factor, this corresponds to
the antialignment of the spin and true orbital moments
which gives rise to the reduction in the magnetic moment
measured in diffraction'?. By treating the spin-orbit cou-
pling, tetragonal distortion and molecular mean field on
the same level using an excitonic model, we have demon-
strated that MgV,0,4 can be understood to behave ac-
cording to the the COO picture presented in Refs. 15 and
49 though the distortion, spin-orbit coupling and molec-
ular mean field strengths are comparable. This analysis
helps to explain the apparent discrepancy between the
previous neutron scattering results'? and the predicted
spectrum for COO' which considered |T'| < |A|.

V. HYSTERETIC MAGNETIC CORRELATIONS

There are three different spin-orbital phases in
MgV304 on cooling from high temperature. (1) At high
temperatures exceeding T, the nuclear unit cell is cubic
and the magnetism is paramagnetic. (2) In the temper-
ature regime Ty < T < Tg, the structural unit cell dis-
torts to tetragonal. (3) For low temperature T < Ty,
antiferromagnetic order sets in. As displayed in Fig. 5
(d), the single-ion spin-orbital ground state is different
in each one of these phases transitioning from a degener-
ate jegr = 2 state in the high temperature cubic phase
to an orbital doublet below Tg, and then finally this
degeneracy being split by a molecular field in the low
temperature antiferromagnetic phase. This temperature
dependence opens up the possibility of hysteretic effects
on cooling and warming through the intermediate phase
given the orbital degeneracy present, which is broken
when cooling through the antiferromagnetic transition
by a Zeeman like molecular field. We now investigate
these spin-orbital ground states using energy-integrated
magnetic diffuse scattering.

To investigate the low-energy critical magnetic fluc-
tuations as a function of temperature in MgV,0,4, we
studied the magnetic cross section using the DNS polar-
ized diffractometer. The combined magnetic intensities
from the diffuse scattering measurements are displayed
in Fig. 10. We note the these measurements display
a hysteresis depending on if the sample is cooled below
the magnetic ordering temperature, Ty ~ 40 K. Cool-
ing to T= 75 K from 120 K (Fig. 10 a — b) one sees
the development of magnetic diffuse scattering, consis-
tent with a spin-frustrated pyrochlore system above the
structural transition. On further cooling to T=50 K (Fig.
10 b — ¢), the magnetic scattering changes into chain-
like rods below the structural transition. Upon heating
from T = 50 K back to 75 K (Fig. 10 ¢ — b) one recov-
ers these short-ranged magnetic correlations. However,
if the sample is cooled below the long-range magnetic
transition, Ty and then warmed up to T=75 K (Fig.
10 @ — d) a different behavior is observed. Whilst at
T = 50 K (Fig. 10 d — e) one still observes chain-
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FIG. 10. The energy integrated magnetic cross section extracted from the scattering of polarized neutrons using the DNS
diffractometer (FRM2). The arrows at the top and bottom of the figure indicate the cooling and heating history. Upon cooling
to 3 K and reheating the diffuse scattering evolves hysteretically with no return to the short range ordered phase at T =75 K.
No such hysteresis is found if the sample is only cooled to 50 K and reheated (black arrow).

like scattering, above the structural transition (Fig. 10
e = f), Tg, the short-ranged correlations are absent and
no magnetic scattering is observable. This indicates that
either the magnetic fluctuations have moved outside our
energy window determined by kinematics on DNS with
fixed E;=4.64 meV, or the critical fluctuations are highly
extended in momentum and energy.

We suggest that the explanation for this hysteresis tied
to cooling through the magnetic ordering transition at
Ty lies in the orbital order present in MgV.O4. At
T=75 K, above the structural transition, in terms of a
real orbital basis the ground state has equal occupation
of |zy), |xz) and |yz) orbitals (Fig. 5). In this state the
strength of the superexchange is the same for both inter
and intra-chain bonds, J; = Jo and MgV30, is a canon-
ical frustrated pyrochlore. As one cools below the struc-
tural transition, the local octahedra tetragonally com-
press leading to a doubly degenerate state with [, = £1.
The average occupancy of both the |zz) and |yz) orbitals
is % and so the strength of the inter-chain coupling Jy
is reduced, rendering the system quasi-one-dimensional
which gives rise to rods in the magnetic diffuse scatter-
ing. At this point, long-range magnetic order has yet to
be established and so the orbital ground state is doubly
degenerate. Below the antiferromagnetic ordering tem-

perature, three-dimensional order is established thanks
to the cooperative effect of the third-nearest-neighbor
coupling J3 and the anisotropy provided by the distortion
and spin-orbit coupling.

One key effect of longer-range coupling (beyond Jy
and Js) is to reduce the degree to which the spin mo-
ment is suppressed due to fluctuations, both thermal
and due to the logarithmic divergence of spin fluctua-
tions in the one-dimensional quantum antiferromagnet
(as per the Mermin-Wagner theorem%?). Upon estab-
lishment of long-range order, the orbital doublet ground
state is split by the molecular mean field, establishing the
COO ground state of Refs. 49 and 15. As the sample is
then reheated, at T > Ty long-range magnetic order is
lost as fluctuations build, but we speculate that the or-
bital moments remain frozen in their COO configuration
as the tetragonal symmetry prevents them from reorient-
ing. Finally as one reaches the structural transition from
below, it should be expected that the orbital moments
reorient. However, given the frozen nature of the orbital
moments in the ground state established by magnetic or-
der, this is prevented by a potential barrier established by
the low temperature molecular fields. To overcome this
requires a thermal energy equivalent to the molecular
field of order ~ 10 meV, or above ~ 100 K. We speculate



that through the Zeeman energy applied by the molec-
ular field induced through magnetic ordering, MgV,04
displays an orbital memory of the low temperature spin
order.

VI. CONCLUSIONS

In conclusion, we have mapped out the spin-orbital
fluctuations in MgV20,4 using neutron spectroscopy
where we have observed two different branches. We have
parameterized these in terms of a spin-orbital excitonic
theory where the single-ion Hamiltonian is used to deter-
mine the quantized ground state which is then coupled
on a lattice using RPA. The results are strongly support-
ive of a COO ground state. We then used this model to
understand hysteretic magnetic fluctuations through the

15

three different spin-orbital phases.
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VII. APPENDIX - SAMPLE
CHARACTERIZATION

In this section we outline additional experimental in-
formation regarding crystal growth and characterization
of the nuclear and magnetic properties of our MgVs04
samples.

A. Additional experimental information

Materials Preparation- Single crystals of MgV,04 were
grown using a four mirror image furnace (Crystal Sys-
tems Inc.). Dry magnesium oxide, MgO (Sigma Aldrich,
99.995 %) and vanadium (III) oxide, V3503 (Sigma
Aldrich, 99.99 %) were ground in an agate mortar and
pestle with an excess of 1.5 % V503. The excess V203
was added to combat the evaporation of vanadium oxide
during the growth. For single crystal growth, the ground
powders were pressed in a rod and sintered in the image
furnace on a lower power in a flowing argon atmosphere
(10 bar pressure, 0.1 L/min). The crystal growth condi-
tions were 5 mm/hr growth speed, 35 rpm rotation, 10
bar argon with flow rate ~ 0.1 L/min. The partial oxygen
pressure was monitored on the input and output of the
gas supply (Cambridge Sensotec) and the flow rate was
adjusted to keep the partial pressure below ~10-15 ppm.
A radiation-heated molybdenum getter was installed in
the furnace to help reduce the oxygen partial pressure
and keep it stable over the growth. Powders of MgV,04
were synthesized using the same procedure (and samples)
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outlined in Ref. 65.

Polarized mneutron diffraction- To investigate the
momentum-broadened magnetic correlations characteriz-
ing the critical properties in the paramagnetic phases, po-
larized diffuse scattering measurements were performed
on the cold neutron diffractometer DNS at the Heinz
Maier-Leibnitz Zentrum (MLZ) with an incident neutron
wavelength of 4.2 A selected with a double-focusing py-
rolytic graphite monochromator. While DNS has time-
of-flight capabilities, data presented was collected in non
time-of-flight mode, providing the integrated scattering
intensity with energy transfers up to an E; = 4.64 meV.
The flipping ratio was measured to be 20 and a weak
50 Gauss guide field was applied at the sample for the
preservation of neutron polarization. A vanadium stan-
dard was used to account for variations of the detector
response and the solid angle coverage. Corrections for
the polarization efficiency of the supermirror analyzers
were performed by using the scattering from a NiCr al-
loy. Each measurement was performed over a period of
8-12 hours after a sample thermalization period of 1 hour.

Unpolarized neutron diffraction- To characterize the
structural properties of our single crystals in both the
cubic and tetragonal phases, unpolarized single crystal
neutron diffraction data were taken on the D9 diffrac-
tometer (ILL, France) with a fixed incident wavelength
of \=0.842 A.

Synchrotron x-ray diffraction- Temperature dependent
x-ray diffraction on powders were performed to confirm
structural properties and to search for any hysteretic ef-
fects in the lattice properties. Experiments were per-
formed on the I11 high resolution beamline® at the Dia-
mond Light Source (Didcot, UK) using the MAC detector
system. A wavelength of A = 0.8258A was used.

B. Thermodynamics

Heat capacity and magnetic susceptibility measure-
ments (taken using Quantum Design MPMS and PPMS
systems) on a small piece cut from the crystals (Fig. 2
(b)) used for our neutron studies are displayed in Fig.
11. The data display two transitions at ~ 60 K and
40 K. We discuss below based on neutron diffraction on
pieces of these crystals that these two transitions repre-
sent a high temperature structural transition from cubic
to tetragonal unit cells (T ~60 K) and a lower tempera-
ture transition to an antiferromagnetically ordered phase
(Ty ~ 40 K).

C. Temperature dependent diffraction

We discuss the two phase transitions present in our
single crystals using temperature dependent powder and
single crystal diffraction. In terms of single crystal neu-
tron diffraction, Fig. 2(¢) in the main paper illustrates
the (0,0,2) intensity on cooling and warming displaying a
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FIG. 11. The heat capacity and magnetic susceptibility mea-
sured on a piece of the single crystals used for our neutron
studies and displayed in Fig. 1. The data clearly show the
presence of two transitions which we will show below are a
cubic to tetragonal structural transition (~ 60K ) and a lower
antiferromagnetic transition (40K) based on neutron and x-
ray diffraction.

structural change at ~ 60 K with a significant difference
in the intensity on heating and cooling. We speculate
this originates from domains and strain in the sample re-
sulting in changes in extinction on cooling/warming. We
further discuss this point with regards to synchrotron
x-ray measurements below. Fig. 2 (¢) also plots the
onset of magnetic order at Ty ~ 40 K probed with neu-
tron diffraction by monitoring the (1,1,0) magnetic Bragg
peak. The results are consistent with published data and
illustrative of the sample quality.!?:20:21,67

We further studied the structural transition using syn-
chrotron x-ray diffraction and Fig. 2(¢) displays the lat-
tice parameters as a function of temperature. This fur-
ther demonstrates that the high temperature transition
is structural. We have confirmed the unit cells and struc-
tural parameters in the literature in both the high and
low temperature phases and representative diffraction
patterns are shown in Fig. 12.

An interesting result in the context of our hysteretic
studies outlined in the main text is shown in Fig. 13
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FIG. 12. Representative refinements of MgV20O4 powders
used to characterize the structural transition in the (a) cu-
bic phase at T=100 K and in the (b) tetragonal phase at T=6
K.

where we plot representative powder data of the (4,0,0)
Bragg peak (in the cubic setting). At high temperatures,
a single peak is displayed representative of the cubic unit
cell and a splitting is seen at low temperatures indica-
tive of a structural distortion to a tetragonal unit cell.
However, for a significant temperature region below the
structural transition, a coexistance is observed. The rel-
ative fractions of the two structural phases, indicated by
the relative peak intensities, is different dependent on the
temperature history. This supports that the hysteresis in
intensity displayed in Fig. 2 originates from relative do-
main populations.

D. Single Crystal Nuclear Structure

To characterize the structural properties in our sin-
gle crystals we applied neutron diffraction on a small
piece from our crystals used for spectroscopy. Owing to
the large uncertainty related to possible mixing between
the Mg and V sites in single crystalline MgV,0y, it was
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FIG. 13. Representative scans of the structural cubic (4,0,0)
Bragg peak near the structural transition temperature. Dif-

ferent temperature cycles are displayed. The temperature cy-
cle is (a) = (b) = (¢) — (d).

important to measure the nuclear structure above and
below Tg=60 K. As demonstrated in Ref. 20, the site
mixing has strong effects on the magnetic and structural
transitions.

In agreement with previous studies (Ref. 13), the re-
finements of the T=140 K and 5 K temperature (Fig. 2)
data sets confirm the high-temperature Fd3m and low
temperature I4;/a crystal structures for MgV,QOy, with
a=8.42 A (cubic phase), and a=>5.77 A and ¢=8.16 A in
the tetragonal phase. The Mg and O sites were refined to
be fully occupied within error, demonstrating the quality
of the single crystal. The refined structural parameters
(including domains which are further discussed below)
are listed in Table V.

There has been some discussion in the literature about
the possibility of different structures based on the ob-
servation of a predicted extinct Q=(0,0,2) Bragg peak.'?
We have observed this Bragg peak in our D9 unpolar-
ized experiment. However, an azimuthal scan keeping
the momentum transfer fixed found significant intensity
variations indicating that this peak is likely due to multi-
ple scattering processes. We therefore consider the low-
temperature structure to be I4;/a for the purposes of
this paper.

The high temperature cubic F'd3m space groups has a
fourfold symmetry along each crystallographic axis. On
cooling a macroscopic crystal through the Jahn-Teller
transition to a I4;/amd tetragonal space group with a
twofold and a fourfold symmetry axis. In the absence
of an external symmetry breaking field such as strain
this symmetry must, on average, be preserved, resulting
in structural domains at low temperatures. There are
therefore three possible low temperature domains associ-



ated with a distortion along one of the axes of the high
temperature unit cell. These domains were refined not
to be of equal population as indicated by the results in
Table VI. This unequal domain population is also con-
sistent with the findings of Ref. 13 and may be domain
and environment dependent.

TABLE V. Atomic parameters for MgV204 at T=140 K (cu-
bic) and 50 K (tetragonal) from single crystal (neutron diffrac-
tion. Positions in the cubic phase are 8a (%, &, %), 16d (3, 3,
%), and 32e (z, z, ) for Mg, V, and O respectively, and in the
4a (0, g, é), 8d (0, 0, %), and 16h (0, y , 2) for the tetragonal
phase. V was fixed to full occupancy. * Denotes parameters
fixed from the T=140 K refinement. Three different domains
were observed and fractions included in the T=50 K refine-

ment yield 88(1)%, 8(1)%, and 4(1)% populations.
T=140 K T=50 K*
Fd3m I4,/amd

Space Group

z(0) 0.26000(6) 0.0

y(0) - 0.47929(14)

z(0) - 0.26002(8)
Mg Biso (A?) 0.51(4) 0.16(3)
O Biso (A?) 0.45(4) 0.24(2)

Mg occupancy (%)  97(7) 97*

O occupancy (%)  94(6) 94*
No. reflections 741 827
No. indep. ref. 74 188

Ry % 2.55 4.63
Ruw % 4.83 6.29
X2 2.15 3.14

TABLE VI. Atomic parameters for MgV204 at T=100 K
(cubic) and 7 K (tetragonal) from the powder sample (syn-

chrotron). Positions in the cubic phase are 8a (%, %, %), 16d
(%, %, %), and 32e (z, z, z) for Mg, V, and O respectively,
and in the 4a (0, 3, 1), 8d (0, 0, 1), and 16k (0, y , z) for the
tetragonal phase.

T=100 K T=7K
Space Group  Fd3m  I4:1/amd
z(0) 0.25985(4) -

y(0) - 0.01833(2)
2(0) - 0.26108(11)
Mg Biso (A%) 0.386(5) 0.240(11)
O Bi.o (A?) 0.578(6) 0.360(11)
V Bis, (A?) 0.366(1)  0.234(3)
R, % 5.17 8.96
Rup % 7.19 12.7
Re % 2.28 5.44
R; % 1.57 4.15

E. Magnetic Structure

To confirm the magnetic structure, we have used po-
larized neutron scattering measurements at DNS (MLZ)
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in the low temperature ordered phase with the sample
aligned in the (HHL) scattering plane. The measured
magnetic Bragg peaks and intensity differences are con-
sistent with the magnetic structure reported in ZnV,0,4
(Ref. 22) and is illustrated in Fig. 2 (a). To guide
the analysis of the magnetic structure, we have used the
program SARAI®® to calculate the irreducible represen-
tations and basis vectors for the space group. There
are 2 common irreducible representations for the space
group I4;/amd with propagation vector (001). The po-
larized data at low temperatures shows a uniaxial struc-
ture within experimental error consistent with only one
irreducible representation being involved in the magnetic
transition. The involvement of basis functions from only
one irreducible representation is consistent with the T
~ 40 K magnetic transition being second order (Fig. 2
(c)) as predicted from Landau theory. The magnetic
moment was estimated by comparing magnetic Q:(llO)
and nuclear (111) Bragg peaks to be p=0.70 &+ 0.15 up.
This is in reasonable agreement with the refined mag-
netic moment value found by neutron diffraction in Ref.
12, p, = 0.47up (with an ~ 8° canting from the z-
axis). The magnetic structure in Fig. 2 (a) and Fig.
6 is based upon interpenetrating chains of magnetic V3+
which carry a magnetic moment. The chain-like struc-
ture originates from the tetragonal structural distortion
which occurs at Ts that breaks the frustrating magnetic
interactions present in the high temperature cubic unit
cell as discussed in the main text.

F. DPolarization analysis

Polarized neutron spin-flip (SF) and non-spin-flip
(NSF) scattering using an zyz geometry was performed
on the DNS diffractometer. Magnetic neutron scatter-
ing obeys the selection rule that it is sensitive only to
components of the magnetic vector perpendicular to the
momentum transfer. In Ref. 69, this projected vector is
denoted as S| and polarized neutron scattering affords a
means of separating out the various components of s 1-
The components of S| which are perpendicular to the
neutron polarization appear in the SF channel, while the
component parallel to the neutron polarization will pro-
duce NSF scattering.

A problem with performing polarized neutron experi-
ments on vanadium based materials is the fact that vana-
dium has a strong incoherent cross section which trans-
lates into an overall momentum independent background.
In polarized experiments, the incoherent cross section in
the SF channel is twice that in the NSF channel, which
complicates comparing the channels directly. To circum-
vent this, we considered the xyz channels in the SF and
NSF channels separately. In our experiment, the x chan-
nel was defined as when the neutron polarization was par-
allel to the average momentum transfer Q; y was set to be
perpendicular to x, but within the horizontal scattering



plane; and z was defined as vertical being perpendicu-
lar to x, y, and z is normal to the horizontal scattering
plane.

Given the selection rules by neutron scattering S, , is
always absent. The problem is then to extract S, , and
S, reliably. Using these combined selection rules we
note the following for the magnetic neutron intensities
(I) in the SF channel including incoherent background
(Bincoh):

IS'F,a: = SJ_,y + SJ_,Z + Bincoh7SF
IS'F,y = SJ_,Z + Bincoh,SF
Isp. =514+ Bincoh,sF (11)

and in the NSF channel,

InsFz = Bincoh,NSF
INSF,y = Sl,y + Bincoh,NSF
Insp: = S1,2 + Bincoh, NSF (12)
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Since the magnetic diffuse scattering does not over-
lap with the nuclear scattering we have not considered
feedthrough from one channel to another due to the in-
complete flipping ratio or misalignment of the spin with
respect to the momentum transfer. We have removed the
scattering around the nuclear Bragg peaks in this anal-
ysis. In an ideal experimental setup, 2 X Bipcon,NSF =
Bincon,sr, however we have treated SF and NSF scat-
tering separately to extract the individual cross section
for S;, and S, .. For example, from the SF chan-
nel, S,y = Isps — Ispy and S1 . = Isp. — Isp ..
From the the NSF channel, S| y = Insry — INsF and
S1,.=1INsF.— INsFz. Therefore, the required compo-
nents for S, , and S| . can be extracted independently
from both the SF and NSF channels and combined. This
method provides us a means of subtracting off the inco-
herent background from vanadium.
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