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The path integral formulation of quantum mechanical problems including fermions is often af-
fected by a severe numerical sign problem. We show how such a sign problem can be alleviated by
a judiciously chosen constant imaginary offset to the path integral. Such integration contour defor-
mations introduce no additional computational cost to the Hybrid Monte Carlo algorithm, while its
effective sample size is greatly increased. This makes otherwise unviable simulations efficient for a
wide range of parameters. Applying our method to the Hubbard model, we find that the sign prob-
lem is significantly reduced. Furthermore, we prove that it vanishes completely for large chemical
potentials, a regime where the sign problem is expected to be particularly severe without imaginary
offsets. In addition to a numerical analysis of such optimized contour shifts, we analytically compute
the shifts corresponding to the leading and next-to-leading order corrections to the action. We find
that such simple approximations, free of significant computational cost, suffice in many cases.

I. INTRODUCTION

The numerical sign problem is a major hindrance for the application of stochastic methods to certain physical sys-
tems, such as QCD at finite baryon density or electronically doped systems in strongly correlated condensed matter.
The problem refers to the extreme cost of numerically approximating integrals arising with a highly oscillatory inte-
grand, such as path integrals with complex-valued actions. Because partition functions are exponential in the action,
the numerical costs typically scale exponentially in the spacetime volume [1], pushing many physically interesting
systems beyond the reach of numerical investigation.

Methods that reduce the sign problem allow us to use our limited resources more efficiently and thus extend the
range of systems we can investigate. In cases when the offending term in the Hamiltonian that induces the complex
phase is small, one can rely on simple reweighting. For small systems or ground-state properties one can forego
stochastic simulations and instead use direct methods, such as tensor networks [2]. Complex Langevin is another
popular method to fight the sign problem, but a lot of technology is required to guarantee it converges to the right
distribution [3, 4]. Each of these methods have their own limitations, by no means fully solving the sign problem.

Here we focus on contour deformation to alleviate the sign problem. One transforms the integration domain of
the path integral to a more favorable manifold in the high-dimensional complex space where the sign oscillations are
reduced [4-13]. Such deformations are formally allowed as long as one does not cross any singularities of the integrand
and one preserves the homology class of the integral. There exist manifolds, so-called Lefschetz thimbles, where the
complex phase remains fixed. In theories where one thimble dominates, the sign problem is solved since the constant
complex phase on the thimble can be factored outside of the path integral. Even when multiple thimbles contribute,
each with a different but constant phase, the sign problem is not eliminated, but is expected to be improved. While
the locations of these thimbles are not known a priori they can be found by integrating holomorphic flow equations.
Unfortunately the numerical determination of the complete set of contributing thimbles is quite costly: mapping out
their full constellation is just as difficult as the original sign problem.

As the goal in our work is to alleviate the sign problem (as opposed to eliminating it), a natural question arises: given
finite computational resources, which contour deformations are most efficient for the problem at hand at alleviating
the sign problem sufficiently, meaning that observables can be extracted in a statistically meaningful and reliable
manner. In previous studies of the Hubbard model [13, 14] we trained neural networks (NNs) on flowed configurations
to parametrize an integration manifold called a learnifold [11, 15]. This deformation worked very well at alleviating
the sign problem for various doped Hubbard systems. In particular, we provided physical results of a doped Hubbard
model for carbon nano-systems up to 18 ion sites [13]. However this method still comes at the cost of generating
flowed training data and training a neural network. Here we study the simplest imaginable deformation: shifting the
integration manifold by a global imaginary constant offset. We find that optimizing the offset substantially reduces
the computational demands and often yields a contour deformation of equal potency.

A constant offset induces no Jacobian; keeping the method simple. Further, a constant offset does not require
modification of the Monte Carlo algorithm, nor does it require generation of training data and training of NNs. In
ref. [15], for example, it was shown for the Thirring model that a calculation on the tangent plane, a constant offset



that intersects the classical saddle point of the main Lefschetz thimble, is sufficient at alleviating the sign problem.
We have also used this deformation as a comparison to our neural networks in previous publications [13, 14]. For
the Hubbard model, however, we find that for certain values of the chemical potential, the tangent plane does not
meaningfully alleviate the sign problem. We will show how to incorporate quantum corrections to the saddle point,
thereby obtaining a better constant shift that corresponds to the effective action obtained by inclusion of 1-particle
irreducible terms. Even then there are cases where we resort to numerical optimization of the imaginary offset.

We study the fermionic Hubbard model. As opposed to the systems investigated in our earlier work [13], here we
also consider systems that are non-bipartite, such as the fullerenes Cyy and Cgg. In the following section we provide
the formal aspects of our method, providing derivations for the location of the classical and quantum-corrected saddle
points that we use to determine our constant offsets. In section III we continue with the description of our method
for numerically determining the optimized plane. We then demonstrate the efficacy of our methods by providing
numerical results of various Hubbard systems in section IV. We recapitulate in section V. To keep the presentation
reasonable, we place formal (and tedious) derivations in the appendices.

II. FORMALISM
A. The Hubbard Model

The Hubbard model describes the interacting behavior of particles on a lattice. In our case these are electrons on a
lattice of ions. It consists of a tight binding term and an onsite interaction representing electron-electron repulsion. It
takes into account external influences on the overall particle number, like doping or an applied voltage, via a chemical
potential p[16-22]. We formulate our theory in the particle-hole basis [23]
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where £ is the hopping parameter of neighboring lattice sites, U provides the strength of interaction of two electrons
sharing one lattice site, and ¢ is the local charge operator relative to half filling. Alternatively the sum over neighboring
sites can be represented with the hopping matrix K which is x times the adjacency matrix of the lattice. This option
also allows for individual hopping parameters. The sum in z is over all N, sites. The a (a') operator implements
particle destruction (creation) and a'a counts particles. Similarly the b (b') operators destroy (create) holes and bfb
counts them.

B. Finite lattices considered in this work

As we explain below, stochastic simulations of the Hubbard model suffer from the sign problem when the geometry
of the system is non-bipartite and/or a non-zero chemical potential is present. A lattice is bipartite when its sites can
be divided into two groups, such that each site has only neighbors of the other group. Another way to think of it is
that each closed path must traverse an even number of links. In this paper we will investigate both cases, with the 8-
and 18-site honeycomb lattices as bipartite examples and the Cyy and Cgg fullerenes as non-bipartite examples. The
8- and 18-site honeycomb lattices consist of 2 X 2 and 3 x 3 unit cells respectively and in this work are assumed to
have periodic boundary conditions. Cyg is a dodecahedron with 12 equal pentagons. Cgg is a truncated icosahedron
with 12 pentagons and 20 hexagons. The four lattice structures are visualised in fig. 1. All of the lattices we consider
are site transitive, meaning that symmetries of the lattice can map any site to any other site, an analog to translation
invariance.

C. The path-integral formulation of the Hubbard model

The expectation value of any quantum mechanical operator O can be calculated within the path integral formalism,

(0)=5 [Dooie)es (2)

where the partition function is

Z = /m)e*SW (3)
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FIG. 1: Spatial lattices considered in this paper.

and D¢ = limpy, 00 Hi\[” Hiv *d¢,, and S[¢)] is the action that defines the system. It is common practice to estimate
expectation values (2) with importance sampling
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drawing configurations ¢ from the probability distribution P by Markov Chain Monte Carlo (MCMC) methods
such as Hybrid (or Hamiltonian) Monte Carlo (HMC) [24]. For purely real actions it is straight forward to choose
P [¢] = e~ SI?1/Z. For generally complex actions S[¢] = Sg[p] 4 iS;[¢], however, one typically separates the complex
phase and absorbs it into the definition of the observable,

A <O exp(—i51)>
(0) - <exp(—i51)>RR (5)

where the subscript R indicates sampling according to the probability defined by the real part of the action, P[¢] =
e~Srl?l ) Zp. This process is called reweighting and it exactly produces correct expectation values (2) in the limit of
infinite statistics.

However, for finite statistics, the oscillating phase in the denominator of the reweighting (5), known as the average
phase,
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can be hard to numerically estimate. Stronger oscillation and its attendant cancellations become more severe for
larger system sizes and some parameters. We call the average phase’s absolute value

Z
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the statistical power and we use it to quantify the sign problem. When the statistical power is 1, the path integral is
sign-problem free; a value of 0 indicates the worst possible sign problem. While in a problem-free case the stochastic
uncertainties of expectation values from an ensemble of N, generated configurations scale with IV, C}gl / 2, with a sign
problem the statistical power effectively reduces the contribution of each configuration: the error scales with the
square root of the effective number of samples [4],

Negp = £? X Negg - (8)
Trotterizing the thermal partition function tr{e’BH }, linearizing the interaction with a Hubbard-Stratonovich

transformation with an integral over auxiliary fields ¢, and inserting resolutions of the identity in terms of Grassmann
coherent states, yields an action
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where the dimensionless parameters U = U x 8, & = k6 etc. are rescaled by the temporal lattice spacing § = /N;.
The fermion matrices M encode the particle and hole fermion loops exactly. There are a variety discretizations of the
fermion matrix that become exact and equal in the continuum limit [9, 23, 25]. We use the ‘exponential’ discretization
in the language of ref. [9]

Mm’t’,xt[i(ba :|:K, iﬂ] = Mx’t’,mt[i§ ¢] = (sz’,z(st’,t - [eXp (i}?)]z’,zei(_i¢m’t+ﬂ)Bt’6t’,t+1 (10)

where By,_;1 carries an extra —1 encoding the fermionic temporal antiperiodic boundary conditions. We do not
consider other discretizations in this work. We note, however, that when p # 0, this discretization does not suffer
from ergodicity issues described in refs. [9, 25].

We now consider deforming our original integral by complexifying the auxiliary field ¢ and deforming the integration
manifold. Cauchy’s theorem guarantees that this deformation leaves all holomorphic observables the same, as long
as the deformation does not cross any singularities and the deformation preserves the homology class. The statistical
power depends on the imaginary part of the action weighted by its real part and thus is not holomorphic, so it is
manifold-dependent. Some manifolds may tame the oscillations, especially when they resemble Lefschetz thimbles,
high-dimensional analogs of contours of steepest descent [11, 26]. We have previously trained neural networks to learn
the results of the holomorphic flow in a computationally tractable way [13, 14]. An even simpler deformation, that of a
constant imaginary shift in all components of ¢, can lead to significant alleviation of the sign problem while incurring
no additional costs to the HMC algorithm. In particular, ref. [11] showed that a constant shift that intersected the
saddle point of the main thimble, producing the so called ‘tangent plane’, sufficiently reduced the sign problem in
simulations of the Thirring model. We now consider the same constant shift to the tangent plane of the Hubbard
model.

D. The tangent plane of the Hubbard model

The holomorphic flow of a configuration ¢ is its image under evolution in a fictitous time ¢ by

d¢
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The saddle point that fixes the tangent plane is found by flowing the ¢ = 0 translationally-invariant configuration to
its fixed point. Because it is a fixed point the time derivative vanishes and the saddle point ¢. satisfies

94S[9]|p=p. =0 . (12)

In the graphene case this saddle point has the greatest weight [27] on the semimetal side of the quantum critical point

at U < 3.8 [28-34]. The saddle point ¢. has zero real part and, because the lattices we consider are site-transitive,

constant imaginary part which is non-zero when p # 0 on bipartite lattices and generically on non-bipartite lattices.
Leveraging the simplicity of ¢. = i¢y independent of space and time we can calculate the action

1
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where we used the Schur complement to simplify the fermion determinants and used the spatial independence of ¢q
to commute the auxiliary field terms past the hopping terms. Using logdet = trlog, transforming to the basis where
the hopping matrix is diagonalized, and requiring ¢. to be a fixed point (12) leads to

bo/o =~ > el (f x4t ¢0/5]) (14)

where the sum is over the N, modes of the hopping matrix K with noninteracting energy eigenvalue €;; we provide a
detailed derivation in Appendix B. Writing ¢ = 5/N; shows that this transcendental equation contains only temporal
continuum quantities, except for the combination ¢oN;, which will stay fixed as we go towards the time continuum
limit Ny — oo. We see that ¢g/U is bounded between —1 and +1 and can cheaply determine the imaginary offset
of the tangent plane ¢( solving this equation numerically. Figure 2 shows the behavior of the tangent plane for the
18-site honeycomb problem as a function of u for select values of U and . For large 5 where the tanh becomes a
sign function, the tangent plane has plateaus that are connected by constant slopes. The location of those depends
on the spectrum of the hopping matrix K; an example is shown in fig. 2.



1. Properties of the tangent plane in the p =0, f — oo limit

The imaginary offset vanishes ¢p = 0 so that the tangent and real planes coincide if the noninteracting energy
eigenvalues €, are symmetric about zero. This symmetry naturally occurs for bipartite lattices, such as the honeycomb
lattice, in the absence of chemical potential u = 0. For these cases ¢y = 0 for any inverse temperature (.

Moreover, in the 8 — oo limit the tanh functions become the sign function, and if there are equal numbers of
positive and negative noninteracting eigenvalues (not necessarily symmetric about zero), the sum also vanishes and
the tangent plane again corresponds to the real plane. Both Cyy and Cgy have non-symmetric spectra but Cggy enjoys
equally many positive and negative noninteracting energies. In Figure 2 we show how finite temperature smooths the
piecewise-linear § = oo tangent plane for the 18-site honeycomb lattice.
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FIG. 2: Tangent plane of 18-site honeycomb lattice. The vertical lines mark transitions where the argument of a
tanh that determines the tangent plane (14) switches its sign. At the beginning of a downwards slope in
B — oo the sign switches from —1 to 0 and at the end from 0 to +1.

In fig. 3 we compare the behavior of the tangent plane for varying U, u, 8, and different lattices, both bipartite
and non-bipartite. The results at y = 0 shown in this figure confirm our statements above. For the fullerene results,
which are non-bipartite, the choice of f = 10 is large enough that the resulting tangent plane at g = 0 is nearly
identical to the real plane.

2. Properties of the tangent plane in the uf — oo limit

Another interesting scenario is to consider the behavior of the tangent plane in the pyfS — oo limit. To understand
the behavior in this limit we start again with the action (9). With repeated application of Schur’s complement, we
can express (see ref. [9] for an explicit derivation)

N1 = . ~
log det M[+] = logdet (1 + F[+]) Fl£] = H [etK][eFidr)eth | (15)
t=0
where the Oth timeslice is rightmost and each term in [square brackets] in the product represents a spacexspace

matrix. Since the chemical potential term is proportional to the identity, we can bring it out of the product, so the
action becomes

2 N1 Ne—1
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FIG. 3: Tangent plane offsets (normalized to U) depending on the chemical potential u, for various systems and
parameters.

In the limit of asymptotically large Su the determinants simplify
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where we define ® = Zr,t ¢zt Since our hopping matrices have no self hopping tr{ K} = 0. Now solving for critical
points 95/9¢ = 0, we find the main critical point at constant field with ¢. = —iU. This demonstrates that the
tangent plane approaches —U in the large puS limit. Similarly, in the pufS — —oo limit one finds

S[¢]—£2+N B —i® 18
= o5+ NouB i@, (18)

and the tangent plane approaches +U.

The resulting tangent plane shift in this limit has important implications for our stochastic calculations. Simulating
on the tangent plane means using components of the field, ¢;, that are offset by —iU, i.e. ¢; — ¢; —iU V j. The



resulting action under this deformation becomes

o NU
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This means that the action on this flat contour is purely real in this limit. That is, the tangent plane completely
solves the sign problem in this limit. It is equivalent, up to some overall shift in the energy, to a quenched
calculation, with no fermion matrix. Later we show numerical results that confirm these findings.

E. Quantum corrections to the saddle point

The saddle point that defines the tangent plane corresponds to the critical point of the classical action. In quantum
field theory the location of this point shifts due to the presence of quantum fluctuations which, in our case, corresponds
to thermal fluctuations. We can estimate this shift by calculating the quantum effective action and determining the
extremum of this action, as is done in standard textbooks on QFT. This correction to the saddle point corresponds
to the inclusion of all one-particle irreducible (1PI) diagrams. Thus it represents a quantum (thermal) correction to
the classical saddle point, and the ensuing constant manifold that intercepts this point is expected to reduce the sign
problem. We assume that the maximum we find, when including higher order correction terms, will return an offset
that reduces the sign-problem even more than the basic tangent plane. To start, we assume that ¢. is the saddle
point in the presence of quantum fluctuations and apply the saddle point approximation about this point. That is,
we expand the action in powers of a small perturbation 7 about this point, ¢ = ¢. + 1. This gives

Sl6e +m =Sloc] + (n- V) ST + 5 (0 V) S[6] + O ()
=S[6c] + (1 V) 16 + 5m-Hsjey -1+ O(). (20)
Here we have made use of the Hessian,
(Hs161) grpr o = Ot 00t S[8])] o= - (21)
Since n is assumed small, we will omit the (9(7]3) terms. Furthermore because the critical point satisfies V.S[¢] b = 0
the linear terms also vanish. Hence the path integral simplifies to a Gaussian integral which we can do,
/ Dipe=SI9] o= Sloe] / DrypeimHsionn = =516 (detHgpyg) /2 = e~ Sentléel (22)
This allows us to formulate an effective action
Sene] = Slc] + 5 logdet Mg, (23)

The extremum of this action defines our 1PI-corrected spacetime-constant saddle point ¢. = i¢;. Note that without
the Hessian term we recover our original action and the extremum in this case is the saddle point of our leading order
classical action that defines the tangent plane (14). In comparison, our 1PI-corrected effective action (23) includes
the quantum effects at next to leading order (NLO). In Appendix C we show how to evaluate the Hessian (21) when
¢. = 101 a spacetime constant.

F. Excursion to infinite lattices

In this section we demonstrate on select lattices how to determine the tangent plane in the infinite-volume limit.
We provide two well known examples: the 2-dimensional square and honeycomb lattices. In the infinite volume limit
we can access every mode in the first Brillouin zone (B.Z.) and we can replace the sum over noninteracting energies
in eq. (14) with a momentum integral. For a 2-dimensional square lattice one has

1 / dk
PR _> s
Ny ; keB.Z. (2m)2

where k = (k;, ky) with —7 < k; < 7 (square B.Z.). The non-interacting energies are given by

e(k) = 2(cos(ky) + cos(ky)) . (24)



Making these substitutions to determine the tangent plane (14) leads to

ool =—U [ ot (;6 (k) + i+ %/ﬂ) . (25)

For the infinite honeycomb lattice the non-orthogonal lattice translation vectors and the two-band structure means
we must substitute

1 3V3 dk 1
—_ _) —_— — s
Ng zk: 2 Jrep.z. (2m)% 2 Z

o==+1

where the factor 3v/3/2 comes from the hexagonal geometry of the B.Z. and o runs over the two bands. The non-
interacting energies are [35, 36]

es (k) = £|f(K)| Fk) =1+ 22" cos (@) . (26)

So we find
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We solve the square-lattice (25) and honeycomb (27) relations numerically. In fig. 4 we show the solutions of ¢q
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FIG. 4: The zero-temperature tangent plane ¢ (normalized to U) for the infinite 2-D square lattice (left) and hon-
eycomb lattice (right) as a function of chemical potential p for various onsite interactions U, as labelled in
the figure.

for both the square and honeycomb system for select values of U. We see that ¢y remains smooth as a function of
chemical potential p, even in the limit of zero temperature (8 > 1). Also, in both cases, in the limit of asymptotically
large p we have ¢pg — —U.

III. NUMERICAL OPTIMIZATION METHOD

In many cases both tangent plane and NLO offsets lead to an improvement in statistical power, with NLO typically
providing modest improvement over the tangent plane (but not in all cases). However, a simple numerical investigation
shows that one can further improve the statistical power, in most cases by shifting beyond the NLO result. For
example, in fig. 5 we show the statistical power for the eight-site honeycomb system coming from a scan of various
offsets that include the real plane, tangent plane, and the NLO offset. The scan shows a singular peak in the statistical
power. However, this peak does not occur at either the tangent plane or the NLO offset. In all our investigations of
different systems to date we find similar behavior; namely, there is a singular peak in statistical power due to constant
offset. We refer to this offset that maximizes the statistical power as the optimized shift.

Because the greater statistical power means smaller required samples (8), the potential savings in computational
resources when simulating at the optimized shift in comparison to either the NLO or tangent plane can be orders of
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FIG. 5: Visualization of effect of an imaginary offset on the sign problem. This example shows the eight site honey-
comb lattice with Ny = 16, 8 =8, U = 2 and p = 1. The errorbands show the bootstrap errors of the first
and second derivative at the datapoint.

magnitude. However, determining the location of the peak from a simple raster scan in offsets is timely and inefficient,
since each point requires an HMC simulation with sufficient statistics to resolve the statistical power. Instead, we
formulate a search algorithm like Newton-Raphson, relying on the calculation of derivatives of the statistical power
using the current HMC ensemble to make a prediction for the location of the offset that corresponds to the peak of
the statistical power. We then iterate this procedure to converge to the peak.

Our algorithm requires the first two derivatives of the statistical power with respect to the imaginary offset ¢ from
the existing Markov Chain configurations,

-8
iy 4 S Doe
dgo Rdo dey [ Dpe5rv0
. ds ds,
— (e~ #5100 < R,¢>o> _ <6_SI’¢0 ¢70> 28
< s ddo / r.g, ddo / g4 2%)

d2 < 71’51,(7)0 _ d 7i511¢0> dSRvd)O _ 7SI=¢D dS¢0
2 \¢ >R,¢>g ~d <6 R,¢0 d ¢ d
deo bo ®0 / Rgo ®0 / R,g

_ <e—iSI,¢O> 2 <dSR,¢'0 >2 + <dQSR,¢0 - dSr,4, 2>
foo Ao/ r.g0 deo” déo /R,

2 2
.y <BSWO dS¢0> <dSR,¢U> i <es,,¢0 (d Sgo _ 4S5, )> (29)
d¢0 R, 0 d¢0 R,¢0 dqﬁo d¢0 R.do

We stress that the calculations of these derivatives rely only on a single ensemble. Ref. [37] points out that these
derivatives may be simplified and estimated with reliability even in cases with a sign problem. Practically, they enable
iterative procedures for a predicting the optimized shift. When the second derivative is negative we can get a good
prediction via Newton-Raphson

d (,—iS
%<e ¢ Iy¢0>
bo,iv1 = Poi — —3

d¢o?

R, 0,1
- . 30
<671$I'¢0>R¢0i ( )

When the second derivative is positive we work with the first derivative to approach the peak. As soon as there are
points with opposite first derivatives, their central value usually gets us into the region where the second derivative is
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negative or at least fairly close to it. Additionally we limit the searching region to the interval [—U, +U ]. In principle,
higher order derivatives can also be calculated and used to predict the location of the optimized shift though the
statistical errors in these terms grow. In practice we find that the procedure converges quickly when starting from a
region where the sign problem is light enough to calculate at least the first derivative. However it can fail when this
is not the case and it gets stuck when the statistical power is of the same order of magnitude as its uncertainty. A
more quantitative demonstration of this method will be given in section III A. A more advanced method might fit all
known measurements and derivatives to estimate the location of the peak.

When we are only interested in separate sets of parameters we have to rely on an analytic approximation as the
starting point. When we want to scan over one parameter sufficiently finely, we can do so iteratively starting from the
previous offset or a rescaled version of it. In this paper we rescaled it with the fraction of new and previous tangent
plane offset.

Figure 6 gives a cartoon showing the different offsets in comparison to the Lefschetz thimbles and conveys a
geometrically intuitive understanding as to why some planes do better than others.

Im{¢} Lefschetz Thimble

Optimized Plane

» Re{o}

FIG. 6: A cartoon of the different manifolds referred to throughout this work. The Lefschetz thimbles are drawn
to resemble contours of holomorphic flow applied to constant fields. The real plane, tangent plane, NLO
estimate (next to leading order correction) and optimized plane show the planar manifolds that we use as
our integration regions. The red dot marks the main critical point.

In fig. 7 we show the statistical power for an interesting range of chemical potentials and imaginary offsets. We
trace contours for the tangent plane, NLO offset, and the best offsets. The best case scenario would be a cheaply
determined estimate of the optimized offset for a given u. The statistical powers of the real-, tangent- , NLO, and
optimized planes are compared as a function of p in fig. 8. The key takeaways are that the tangent plane consistently
and drastically outperforms the standard algorithm at practically the same cost, and that the sign problem vanishes
when the system becomes saturated. Furthermore we see that we can reduce the sign problem for parameters where
the tangent plane is insufficient. For system sizes of interest these differences determine whether a system can be
calculated (with reasonable resources) or not. Note that the sign problem also gets worse with increasing 8 and U such
that even the optimized plane will eventually fail at finite g. This simple method is not suitable to fix the sign problem
across the board, it just leads to an efficient expansion of the calculable parameter space, which might or might not
include interesting physical phenomena, but definitely enables us to do better zero temperature extrapolations. For
stronger sign problems we have to rely on manifolds with more parameters, either with simple parametrizations or
with neural networks [13-15].

A. Benchmarks

In this section we demonstrate the convergence of our numerical optimization algorithm and present the resulting
increase of the statistical power. The examples refer to the eight site honeycomb lattice with Ny = 16, § = 8 and
U = 2. Figure 9 showcases the convergence with iterations from different starting points. While they would all
converge to the same offsets eventually, we observe that starting in a region with unclear first derivative, that is
dominated by statistical noise, turns the algorithm into a random walk, which can be observed in the real plane
example. This further highlights the importance of having good analytic starting points. Figure 10 shows the
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FIG. 7: The datapoints in this heatmap show the statistical power of the system as indicated by the colorbar at
different chemical potential u evaluated with HMC on a plane with an imaginary offset given by the y-axis.
The red and purple curve show our analytically determined offsets. The blue curve connects the offsets
with the greatest statistical power at each pu. The inset plot shows a slice of the heatmap to visualize the
connection to fig. 5. The system is the eight site honeycomb lattice with N; =16, 8 =8, U = 2.

significant improvements in statistical power that can be achieved by just a few iterations. We observe in both figures
that most runs starting from a reasonable guess converge and roughly agree with each other after just 3 iterations.
Here the improvements from tangent plane to leading order correction to iterative starting points can be best observed
by comparing the second iterations with each other and and in comparison to the converged result.

IV. RESULTS

In this section we provide physical observables determined by HMC with the introduced modifications. The
observables of our choice are the single particle correlation functions

Ci(7) = (ay(r)a} (0) ) (31)

where a and a' are particle ladder operators and k labels operators in definite the irreducible representations of the
lattice automorphism group. In the honeycomb case k labels operators with definite momentum; for the fullerenes k
labels representations of the icosahedral symmetry group. We also sum the local charges (1) to measure the global
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charge

Q= <qu> =N, 2> Ci(r=0). (32)
T k

To establish trust in the physical correctness of the algorithm we compare with the eight site honeycomb lattice for
which we have exact results from direct diagonalization. We find that the uncertainties of the standard real plane
HMC are much greater than the uncertainties of our more advanced methods. Especially for the eight site lattice
the real plane results do not agree with the exact solution while the calculations with an imaginary offset match it
very well. Above all the optimized offset resembles the exact solution with great precision. This plus the agreement
with the NLO, and often with the tangent plane as well, gives us confidence in the results of the larger systems. We
present the correlation functions resulting from our methods in fig. 11.

Figure 12 shows that for the same number of configurations the quality of the measured observables seems to match
the expected outcome from comparing the statistical powers, which can be found in fig. 8 and fig. 13. We see larger
statistical fluctuations with worse statistical power; the optimized method consistently performs best. Figure 12a
shows that most of the numerical results estimate the charge correctly (32) according to the exact results. The real
plane HMC underestimates its error systematically for large ranges of . Still, the optimized offset resembles the
exact result best; the tangent plane and NLO arguably offer comparable uncertainties for many parameter choices.
Figure 12d and fig. 13c show that our method has limits and not every sign problem can be conquered with a simple
constant offset. Also in certain areas of the other charge plots, we see that the optimization routine could fail when
the sign problem is very strong, causing a worse result than the NLO. An interesting observation is that where the

12
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FIG. 9: Numerically optimized offset after a given number of iterations. Iteration 0 marks the starting offsets.
This plot shows the convergence to the optimal offset and the value of a good starting guess. The itera-
tive method started from p = 0 and g = 6, meeting in the middle.

charge flattens the statistical power of the tangent and NLO planes peak.

V. CONCLUSION

Our results clearly show that the simple introduction of an imaginary shift of the integration contour can greatly
impact the severity of the sign problem in quantum field theory with practically no additional computation cost or
human effort required. We provide two analytic expressions for such offsets for the Hubbard model. Further a careful
tuning of these offsets while coming at a small cost can lead to even better outcomes, especially when a range of
parameters is to be explored. The reduction of the sign problem depends on the system and the physical parameters,
but can potentially make a difference of orders of magnitude which can be seen as an increase in measurement precision
at a fixed sample size or saving of computational resources on the way to achieve a certain desired precision. Even
though this does not eliminate the sign problem entirely, it extends the parameter space that is explorable within our
naturally limited resources and allows us to perform higher quality extrapolations.

In addition to the analysis of the method itself we provided observables to condensed matter systems which could
not be calculated before with lattice stochastic methods, going as far as the Cgp buckyball a stable synthesizable
carbon nanosystem. Further we found that in the limit of infinite chemical potential, which in case of the Hubbard
model refers to a completely filled/empty lattice, the sign problem vanishes at a certain offset stating the question if
this behavior could be seen in other theories as well. Our numerical optimization could lend itself to unsupervised
learning, driving towards maximizing the statistical power and minimizing its derivative (28).
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FIG. 10: Statistical power at numerically determined optimal offset, after a given number of optimization steps.
For each iteration we used 10000 HMC steps (+tuning).

There are some open questions remaining in regards to combining optimized offset with neural networks, that we
will address in the future. Is the optimized offset also the best starting point for generating training data? Does the
uplift of neural networks and optimized shift over the tangent plane correlate? Further we plan to investigate the Cgg
lattice in more detail, as our methods have opened the door to high quality measurements on these large systems that
are out of reach for exact diagonalization as well as HMC without sign problem optimization. We are developing a
library for these nanosystems calculations with the intention of making it publicly available so everyone can try out
our methods on the theory or model they are interested in.
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FIG. 11: Single particle correlation function for different lattices and calculated with different methods. All systems
were evaluated with V; = 32 at U = 2 and p = 1. Each data point was calculated from a markov chain
with 50,000 HMC configurations, where we measured on each 10*" to reduce autocorrelation, furthermore
we averaged over correlators guaranteed to be equal by symmetry. The exact solution in fig. 11a was de-
termined by exact diagonalization in the temporal continuum limit.

Appendix A: Statistical Power

In fig. 13 we show the behavior of the statistical power over the interesting range of p for the remaining lattices,
where we again compare the different offset methods. We also see in the plot that for non-bipartite lattices introducing
a small chemical potential can relieve the sign problem.

Appendix B: Detailed derivation of tangent plane

Starting from the action (9) we provide a detailed derivation the equation that determines the tangent plane (14).
As in the main text (15) let

Ni—1 . ' )
Fio=Flg, =K, =0 = [ £ fE = K] [erioerti] (B1)
7=0
where each term in [square brackets] is a space-by-space matrix and the product is from right (7 = 0) to left
(1 = Ny — 1). Then, using the Schur complement
det M[6, K, 1] = det (L + Flg, K, ) (B2)

and likewise for M[—¢, —K, —p]. Since the inverses exist for any configuration with finite action

oS
8¢w,t

_ %%t —tr{(1+F) 10, Fu) —tr{(1+F_)"10,, F_) (B3)
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configurations, where we measured on each 10*" to reduce autocorrelation. The exact solution in fig. 12a

was determined by exact diagonalization with N; = 16 discretization.

where the two traces correspond to the particle and hole fermion matrices (15).
Each auxiliary field only appears once in any given F, inside one entry of a diagonal matrix. So, differentiating F.

inserts FiP, where P, projects to site x,

Ni—1 t—1
9, Fs = lH £ [FiP.] Hff] (B4)
T=t 7=0

where the products go from right to left. Cycling the traces so that the projector is rightmost gives

%: ~¢mt+lZStI‘{[Hfi (1+Fy) [H fi] } (B5)

T7=0

where the sum over s runs over £1.
Plugging in the imaginary spacetime constant ¢ = i¢y means the auxiliary field factors are proportional to the

identity matrix,

1 = exp (£(K + 00 + ) (B6)
independent of timeslice 7. Since ¢q is space-independent we can sum on z and use the completeness > P, = 1.
Since N K = K and N ji = Bp,
(B7)

eS(BEK+Nido+Bp)
{ 1 + es(BK+Nigo+Bu) }

1
O—UNqbo—i-Zstr

se£l

and evaluating this relationship in the eigenbasis of K yields the tangent plane relation (14).
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FIG. 13: Statistical power for different lattices over a range of u. For all systems U = 2 and N; = 16.

Appendix C: Detailed derivation of NLO

To find the NLO constant imaginary offset we need to minimize the effective action (23) which requires computing
the Hessian

Hw’t’,xt = (8I’t’awt5[¢m¢:i¢1 : <Cl)

We start from the general single derivative (B3) and differentiate again. Without loss of generality we assume t' > ¢,
1
0s10011 S[6) = = baradie — Ztr{(]l +F) 05, 05, Fs — (1+F,) 7 (%/,,,, FS) (1+F,) (amlrs)} (C2)

The second derivative of F is much like the first (B4) but with a second projector P,/ inserted at time ¢'; the (F4)? = —1
regardless of sign choice.

N¢—1 t'—1 t—1
Dt Ot Fs = — l 11 ff] Po | T f2] Pe lH fﬁ] : (C3)
T=t 7=0

T=t'

In fact, this looks much like the two-inverse term, though that term has an inverse between the projectors,

N¢—1 t'—1 N,—1 t—1
(0,00 Fe) (L4 F) ! (0, F) = - [H ff-} Po Tl;[Ofﬁ [1+F)" [r_[t ff] Ps [H}f} - (0

T=t'
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Cycling the trace so that P, is rightmost and consolidating like factors gives

1 t—1 Ny —1 t'—1 t—1 Ny —1
aw’t’athM)] = 5535'15“ + Ztr [H f: (]l + FS)_l [ H f-:‘| Pa H f: []1 - [H f: []1 + FS]_l [ H f: Pa
s T=0 T=t' T=t T7=0 T=t
(C5)
Making repeated use of C~!B~1A~! = (ABC)~! we can re-express the term in the sum
t—1 N,—1 roo -1 N-1 771 t -1
[H fl+F™ [H =111 (fi)‘ll 1+ [] fﬁ] [ 11 (ff)‘ll
=0 T=t LT=t—1 =0 T=N;—1
Tt N—1 0 -1
= l IT oo jr+ 11 ff] [ 11 (f:)lu
LLT=N;—1 7=0 T=t—1
o -1
= l IT |+ (Co)
LLT=t—1

where the products of f~'s count down from right to left and wrap from 0 to N; — 1. Inserting convenient products
equal to the identity to use the result (C6) twice gives

1
az’t/azt‘s[¢] :Eém’mét’t (07)
t -1 t t'—1 t
el I 00| | TT 0o | T2 || 11 00
s T=t—1 T=t'—1 T=t T=t—1
Casting the inverse factors after P, into the denominator we arrive at

t -1 t -1
1+ ] (ff)”] [ 11 (fi)‘ll P | II £

T T=t'—1

t—1 7!
1
Ourvr Oy S[P] = Eam,zét,t +) tr 1+ ] f;‘_‘] P,p, (C8)
s T=t

a convenient general form for arbitrary ¢.
To evaluate the effective action (23) and find the NLO imaginary offset we set ¢ = i¢h; a spacetime constant. Like

before (B6), the auxiliary field terms become proprotional to the identity matrix and we can group terms into powers
of

fF=fF=expE(6K +6pu+ 1) (C9)

which has the nice property (f*)~! = fT so that we may treat the sign label as a true exponent. Defining At =t/ —¢
we simplify to

1 - _
Hx/t’,wt = 8w't/8wt5[¢]‘¢:i¢l - Eax/xigt/t + Z tl"{ []1 + fﬁSNt] ! fﬁSAtPg;’JHFSAt []1 + f+SNt] ! PL} (CIO)

Since the hopping amplitudes are symmetric K = K |, the matrices f (C9) are too f = f'. Moreover, the projectors
are symmetric P = P, Because the sum is over s € {£1}, the signs and inverses conspire so that the two traces are
over a matrix and its transpose, and are therefore equal. So, we can consolidate the traces and use the projectors to
isolate needed matrix elements

1
Ha:’t’@t = Eéw’a:(st’t + Qtr{(]l + f—Nf,)—lf—Ath,f+At(]l + f+Nt)—1P$} (011)
1 CNey—1 g _
— Eam,gﬂat,t F2 (M4 )T [T N (C12)

We may quickly evaluate the matrix elements by a unitary transformation from the eigenbasis of K,

6:|:At(6ek+¢1+§,u)

; Uz 1 + etBlert+o1/6+p)

[fEA 4 =) = Uke UTKU = ey, (C13)
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We emphasize that these results rely on many simplifications offered by a constant spacetime offset ¢ = i¢y. However,
nearly identical simplifications provide a similar evaluation for configurations with a different constant field on each
temporal slice.

Rather than compute derivatives of the action expressed with logdet(1 + F1) (B2) one may directly study
log det My instead. In the case of constant field we may diagonalize M with a straightforward unitary Matsubara
decomposition

knot = Uz [/ Ny @On = (2n + 1)1 /Ny. (C14)
One finds a structurally similar and numerically equal expression for the Hessian in terms of matrix elements T’
1
Hz’t’,zt = <0 — 1> 5r/,rét/,t — T+;zt,m’t’T+;x’t’,mt — T—;?Et,.’t’t/T—;I’t',:ﬁt (015)
+(dep+opt1+idn)
_ t €
T:t;z/t/7zt - Z 't kn 1— ei(5€k+5ﬂ+¢1+i@n) kn,xt- (016)
kn

We have numerically verified that these two formulations yield the same Hessian.
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