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A current bottleneck in accurately predicting the impacts of urban emissions on sec-
ondary pollution, including ozone and secondary organic aerosol, is the quantification
of oxygenated volatile organic compounds (OVOCs). In this work, a voltage scanning
(VS) method for quantifying OVOCs, utilizing collision-induced dissociation, is de-
veloped using the VOCUS chemical ionization mass spectrometer operated with am-
monium as reagent ions. The method is optimized in laboratory studies and tested in
the most challenging environment aboard a scientific aircraft during the AEROMMA
2023 campaign to quantify OVOCs in plumes over the Chicago metropolitan area.

Voltage scans are optimized to produce for the first time outcomes down to within a
5-second time resolution. Several OVOCs are quantified that originate from unconven-
tional emerging pollution sources in urban air including cooking and daily household
chemicals, in particular solvents and fragrances. Furthermore, the VS method is used
to successfully quantify oxidation products within these emissions, notably organic
nitrates, traditionally difficult to calibrate. Importantly, we determine the sensitivity
of a prevalent organic nitrate in urban air, laying the foundation for refining chemical
transport models. This study therefore demonstrates the voltage scanning method’s
versatility and effectiveness in quantifying complex compounds during field measure-
ments, particularly in urban environments.
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1. Introduction

1.1. Air Quality and Climate Change
The Earth’s atmosphere consists of gaseous molecules that are kept around the solid
landmasses and liquid oceans of the planet by the gravitational forces of the Earth
itself. This mixture is mostly comprised of molecular nitrogen (78 % N2) and oxygen
(21 % O2) as well as Argon (1 % Ar). Besides these compounds, there are varying
amounts of water vapor (up to 3 % H2O) present, depending on the location. Roughly
the last 1 % of the atmosphere is made up of so-called trace gases. These trace gases
exhibit lower atmospheric abundance in comparison to the previously mentioned con-
stituents. Still, they can have a substantial impact on the local and global atmospheric
system, contributing to notable air quality impacts and influencing climate change.
[1].

The industrialization of the past two centuries, coupled with an immense increase
in the usage of fossil energy sources, has drastically increased the impact humanity
has on the global climate by increasing the contribution of trace gases to the atmo-
sphere. The rapid increase of greenhouse gases, which contribute to warming effects,
and the increase in volatile organic compounds (VOCs) bring changes in the climate,
already evident globally [2]. VOCs act as precursors to aerosol and cloud formation,
resulting in cooling effects. The rate at which these climate changes occur is highly
likely to surpass the human capacity for rapid and effective adaptation, potentially
leading to economic, social, and existential challenges for millions of individuals. How-
ever, significant uncertainties currently exist, particularly in the connection between
emissions and the chemical evolution of VOCs that can impact cloud formation and,
consequently, the planet’s energy budget through sunlight reflection.

Parallel to industrialization, the growing human population has led to a rising
number of individuals residing in urbanized environments [3]. In polluted areas, air
quality significantly impacts the well-being and health of inhabitants [4]. A major
health risk arises from high levels of ozone (O3)[5] and aerosol particles, specifically
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1. Introduction

particulate matter smaller than 2.5 µm (PM2.5)[6]. Studies have shown that breathing
air with high ozone concentrations can harm the human cardiovascular system, leading
to inflammation, and cellular and DNA damage [7]. It is noteworthy that ozone is
secondary in nature, i.e., formed via atmospheric chemical reactions of emitted trace
gases, and as such, its levels are dependent on the quantities of VOCs and nitrogen
oxides [8]. Moreover, PM2.5 are one of the largest human health hazards globally.
They contribute to health impacts due to the incapability of the human respiratory
system to filter them out of the inhaled air. As a result, they can accumulate in
the lungs, leading to inflammation [9]. Urban aerosols can be directly emitted by
anthropogenic sources as primary organic aerosols (POA). However, recent studies
show that a significant fraction of urban aerosol is secondary, with secondary organic
aerosol (SOA) being a driving health impacts in urban air [10] [11] [12].

Understanding SOA and ozone formation requires investigating the ever-changing
and complex composition, chemical reaction pathways, sources, sinks, and interac-
tions of these pollutants and more importantly their organic trace gas precursors and
their oxidation products in urban air. These oxygenated volatile organic compounds
(OVOCs) are only partially emitted directly, and formed to a large degree by oxi-
dation of VOCs in the atmosphere. Studying these regional systems is essential not
only for enhancing air quality, but also for connecting with the broader context of the
global climate and the previously stated issues associated with climate change.

1.2. Changing Emissions of our Complex Environment
In urban areas, such as cities and metropolitan regions, human-caused emissions
heavily impact the total emission budget [10]. For a long time, the primary sources of
emissions have been mostly combustion engines [13] related to traffic and industrial
activities.

To reduce emissions from combustion processes, several effective measures have
been put in place over the past few decades [14]. Improvements in catalysts and
overall engine efficiency have reduced the pollution from conventional combustion
engines [15]. Policies designed to reduce emissions from these sources have not only
resulted in the enhancement of combustion engines but have also triggered the use
of alternative, environmentally friendly energy sources, including de-fossilized fleets.
These policies have led to an overall decrease in the impact of pollution caused by
traffic, and are expected to diminish emissions derived from combustion further in the
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1. Introduction

future. While such mitigation strategies are implemented across numerous regions
globally, it’s important to note that the improvements are not universal, and there
exist substantial variations in the scale of improvement among different countries,
cities, and urban areas.

Combustion sources primarily emit constituents such as CO2, water, and a diverse
variety of VOCs [16] as well as NO and NO2. VOC emissions are not exclusive to
combustion processes, but are also emitted by multiple other anthropogenic (e.g., [17])
as well as biogenic sources [18]. Recent studies show that the reduction of combustion
emissions has led to the emergence of other pollution sources such as volatile chemical
products [19], cooking [20], and construction activity emissions e.g., asphalt [21].
VOC emissions from volatile chemical products include household chemicals that
consumers use in their everyday lives, such as cleaning agents, hygiene and cosmetic
products, paints, insecticides, and pesticides. Recent novel findings indicate that
volatile chemical products have emerged as the largest source of petrochemical organic
emissions prevailing over traffic in densely populated cities in the US. In a pilot study
performed in New York City during a heatwave, it was shown for the first time that
volatile chemical products account for over half of the anthropogenic organic emissions
[22],[23] and enhance the formation of ground-level ozone [24].

Volatile chemical products and other urban gas-phase organic emissions can un-
dergo diverse chemical reactions to form lower-volatility products that either condense
into existing particles or form new particles, contributing to the SOA mass. However,
the contribution of volatile chemical products to SOA pollution is unknown. As shown
in Figure 1.1, a long-standing open question has been why chemical transport mod-
els underpredict urban SOA when compared to field observations [25–38], with the
majority of models highly simplifying SOA formation and pointing towards a missing
source that can contribute to SOA pollution. A major reason for the underestimation
of urban SOA could be missing anthropogenic sources of VOCs in the inventories of
the models that could have a high SOA potential. Such missing VOC precursors could
be attributed to understudied emission sources from cooking, asphalt emissions, and
more importantly from chemical consumer products [19].

To tackle the challenge of finding and quantifying these emission sources and their
air quality impacts, large-scale monitoring of emissions as well as targeted measure-
ments in, around, and above urban areas are necessary. A variety of flexible, field-
deplorable scientific instruments is needed, to obtain reliable data on concentrations
of gas and particle phase compounds, covering a wide range of compound classes,
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6543210.8

knowledge gap

observed to modeled anthropogenic SOA

Figure 1.1.: Knowledge Gap between atmospheric models and observations:
Ratio of the observed to modeled anthropogenic secondary organic aerosols, as re-
ported in [25–38]. The Box plot shows the discrepancies reported in the studies and
the purple area marks the average knowledge gap.

while still being able to measure with high time resolution and specificity to fully
understand emission sources as well as VOC and aerosol dynamics and chemistry.
While instrumentation to quantitatively measure VOCs that originate from combus-
tion such as aromatics has been successful, the quantification of oxygenated VOCs,
OVOCs, with complex functionality expected from volatile chemical product emis-
sions is still in its early stages.

1.3. Instrumentation used for Emission Measurement
To capture a comprehensive picture of the atmospheric composition and the underly-
ing chemical processes, it is essential to conduct measurements encompassing a wide
range of compounds of different functionalities and corresponding volatilities. To com-
prehend the formation of SOA, it is necessary to not only detect but also quantify
the potential gas-phase organic and inorganic precursor compounds as well as their
oxidation products. Therefore, it is imperative to measure compounds with varying
masses, functional groups, and oxidation states.

Each instrumental technique utilizes different properties of the observed compounds
to collect information on their chemical and physical characteristics. While spectro-
scopic instruments observe the characteristic physical interaction of an aerosol or
molecule with electromagnetic radiation [39], mass spectrometry techniques utilize
the chemical properties of the molecules. In mass spectrometers, sampled molecules
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1. Introduction

are ionized, and subsequently separated and measured by their mass-to-charge ratio.
The mass-to-charge ratio m

z is the compound’s mass m divided by the electrical charge
gained during ionization, often referred to as z or q. m

z can be referred to as u
e using

the units of the unified atomic mass (u) to the elementary charge e=1.6×10−19 C.
Since the instrument used in this study dominantly charges molecules with only one
positive charge, the charge q is assumed to be just e [C], and consequently m

z will be
expressed in atomic mass units, u, for ease of reading.

Mass spectrometers are a powerful tool for the analysis of ambient air with both
high temporal and mass resolution [40]. Various ionization methods are used to
ionize the molecules present in the sampled air. Subsequently, these ionized molecules
are subjected to mass separation within a mass-to-charge ratio discriminator and
quantified by a detector system. In general, most mass spectrometers do not provide
insights on the molecular structure, and thus signals of isomers are indistinguishable
[41].

There are different ionization methods used in mass spectrometry and can be clas-
sified into two categories: hard and soft ionization methods. Hard ionization methods
typically cause fragmentation of the sampled molecules, while soft ionization methods
conserve the structural integrity of the molecules. Electron impact ionization is an
example of a hard ionization method in which high-energy electrons collide with the
analyte molecules, which are the target molecules in the sampled gas [42]. The colli-
sion leads to the breaking of chemical bonds in the analyte, resulting in the formation
of ionized fragments. Different compounds have different fragmentation patterns, and
the information regarding these patterns, obtained through calibration measurements,
can be used to determine the original parent molecules. The strength of this method
lies in the possibility to measure an extensive mass range; however, the primary chal-
lenge resides in the complex analysis and identification of parent molecules, which
remains its most significant limitation.

Soft ionization methods predominantly preserve the structural integrity of the ob-
served molecules. A common soft ionization method is chemical ionization mass
spectrometry [43]. In this approach, reagent ions are generated in an ion source.
These ions themselves are not the focus of the measurements, but rather serve as a
means to ionize the analyte molecules. When these reagent ions are mixed with the
sampled molecules within a reaction chamber, they react with the analytes resulting
in the formation of clusters. These clusters bear the charge of the reagent ion and
the combined mass of both the analyte and the reagent ion.

6



1. Introduction

After ionization, a mass discriminator separates the ions spatially by their mass-
to-charge-ratio. Various types of mass discriminators are used, some of which utilize
magnetic fields to separate the ions [44]. In such sector field mass discriminators,
an electric field is applied to accelerate the ions and then the accelerated ions travel
through a perpendicular magnetic field. The magnetic field B acting on the moving
ion with the velocity v and charge q results in a Lorentz force FL on the ion, altering
its trajectory. Since this force and thus the strength of the acceleration a is dependent
on the mass m of the ion, ions of different masses will be spatially separated.

FL = q (E + v ×B) =m ⋅ a (1.1)

An array of detectors can then count the ions hitting individual detectors, and with
proper calibrations, these counts are assigned to certain mass-to-charge ratios.

Time-of-Flight-mass-spectrometers (TOF) use an electric field to accelerate the ions
[45]. They are accelerated as the electric field energy Eelec is converted into kinetic
energy Ekin.

Eelec = Ekin (1.2)

qU = 1
2m ⋅ v2 (1.3)

Ions with higher mass m are moving at a slower speed v within the electric field
governed by the applied voltage U. As these heavy ions increasingly lag behind, the
longer the path they travel gets. This achieves the spatial separation of ions parallel
to their trajectory, allowing a detector to count the ions at the end of the flight path.
The time it takes an ion to cover the distance to the detector can be correlated to
its mass-to-charge ratio, provided the detector is accurately calibrated. Reduction of
collisions between ions and their interactions with remaining neutral molecules within
the TOF, is achieved by operating the instrument at low pressures.

After mass separation, a suitable detector counts the ions. The detector is designed
to generate an electrical signal that is proportional to the ions hitting it. Such an
electrical signal can be a change in voltage or current. Subsequently, the signal is
recorded and digitized by a computer system for further data analysis.

Mass spectrometers have found extensive application in the field of atmospheric sci-
ences, primarily owing to their exceptional capability to measure VOCs. The scientific
need to expand their capabilities to detect a broader range of chemical compounds,
even at concentrations as low as single parts per trillion, has driven significant ad-
vancements in recent decades.
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1.4. Advances in Mass Spectrometry
Over the last twenty years, many advances have elevated mass spectrometers as an
essential tool in today’s atmospheric sciences. Significant progress has been made
in the development of field-deployable mass spectrometers, accompanied by enhance-
ments in their time resolution and measurement speed. Notable advances have been
achieved, particularly with chemical ionization mass spectrometers (CIMS) to improve
detection coverage and sensitivity.

No single instrument can comprehensively measure all gas compounds present in the
sampled air, especially in a field environment, characterized by numerous unknown
and uncertain sources as well as complex atmospheric chemistry. The introduction
of new reagent ions has expanded the ability to measure volatile compounds across a
wide range of volatility and oxygenation levels.

However, as highlighted in Figure 1.2 the use of certain reagent ions in the CIMS
instrument restricts measurement to specific compound classes [46]. This is because
not all analyte molecules in the sampled air bind to all reagent ions. Each chemi-
cal ionization method exhibits varying sensitivity towards different compound classes
and may not ionize certain classes altogether. For the analysis of VOCs, one of
the most prominent methods is Proton-Transfer-Reactions Mass Spectrometry (PTR
MS), where the reagent ion is a hydron (H+) [47], transferred to the analyte by a
reaction with H3O+. While PTR performs well for VOCs with low oxidation states,
it is not sensitive to higher oxygenated molecules that can play a key role in SOA
formation. To expand the detection to more oxygenated gas molecules different ion-
ization methods are required. Common examples of ions utilized in CIMS are: NO3

– ,
I−, CF3O– , CH3C(O)O– , CH+5 from Methane ionization, F−, Cl− and Br− [41]. In
recent years, chemical ionization with the ammonium ion NH+4 has been a focus of
research and development [48] [49] [50] to detect oxygenated compounds of increased
functionality.

Furthermore, recent developments allow fast switching between multiple reagent
ions with a single instrument. This innovation offers the distinctive capability to
analyze entirely different VOC compound classes and volatilities within minutes.

In addition to broadening the range of detectable compound classes, significant
efforts have been directed toward instrument enhancements aimed at improving sen-
sitivities and mass resolution. Advances in the construction of ion molecular reaction
chambers (IMR) have led to reductions in wall losses [51] [52].
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Figure 1.2.: Qualitative representation of the state-of-the-art instrumenta-
tion to measure gas-phase components: The volatility range and oxidation state
of carbon for compounds detected by each instrument in the gas phase from highly
volatile to extremely low volatility organic compounds.

One instrument utilizing the IMR advances, flexible reagent ion switching and pos-
sibility to measure with NH+4 reagent ions is the VOCUS instrument developed by
TOFWERK [53] and Aerodyne Research [54]. With this instrument, it is possible
to measure many OVOCs in high mass resolution. The quantification of these mea-
sured signals is still challenging and reliable quantification methods are needed. This
development is still in early stages and has been primarily tested in laboratory envi-
ronments.
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2. Aims and Objectives

The primary goal of this work is to develop a quantification method for oxygenated
volatile organic compounds (OVOCs). Since OVOCs have the potential to form ozone
and secondary organic aerosol (SOA) their quantification is highly relevant in urban
environments, as both ozone and SOA pose a health risk. Additionally, SOA play a
major role in the global climate system and effect global warming processes.

With the VOCUS instrument using NH+4 ionization, measurements of compounds
that cover a wide volatility range, including higher mass OVOCs are possible at high
time resolution. Due to insufficient calibration methods and standards, the evaluation
of measured signals of many of these compounds can only be done qualitatively. In this
work, a Voltage-Scanning (VS) technique is developed and optimize, utilizing collision-
induced-dissociation processes, to quantify OVOCs, especially those that have not
undergone typical calibrations. This includes dependencies of the VS performance
on the OVOC concentration levels, as well as the optimization of the methods’ time
resolution for field applications.

To validate the developed VS technique, field measurements are conducted dur-
ing the AEROMMA 2023 summer campaign in a collaboration between the Institute
IEK-8 of the “Forschungszentrum Jülich”(FZJ) and the “National Oceanic and At-
mospheric Administration” (NOAA) team. These measurements are performed under
the most challenging conditions aboard the NASA DC-8 research aircraft and allow
for the application of the VS method during real-time measurements in a complex
field environment. For the first time, the potential of this method in estimating the
sensitivity of unforeseen, uncalibrated, and unidentified compounds is investigated in
such intricate field environments.
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3. Instrument Characterization and
Optimization

3.1. VOCUS Principle of Operation
The VOCUS CI-TOF is a chemical ionization (CI) mass spectrometer using a time-of-
flight (TOF) mass discriminator [51]. The instrument and related software are man-
ufactured and developed by the TOFWERK AG in Switzerland [53] and Aerodyne
in the US [54] and represent a state-of-the-art solution for real-time measurements of
VOCs.
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Figure 3.1.: VOCUS schematic showing the trajectory of a reagent ion (orange) as
it is guided through the ion-molecular-reactor (IMR), where it clusters with an an-
alyte molecule. Subsequently, the ion travels through the big-segmented-quadrupole
(BSQ) then proceeds into the long time of flight mass discriminator (LTOF) for mass
separation to finally reach the detector.

Figure 3.1 illustrates the operational principle of the VOCUS instrument. Initially,
molecules are ionized within the ion-molecular-reactor (IMR) through a reaction with
reagent ions produced in the ion source. Subsequently, these charged molecules travel
along the ion path through the big-segmented-quadrupole (BSQ) into the long time
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of flight mass discriminator (LTOF), eventually reaching the detector.

int. standard

NH3
H2O

cal gas
zero air

ambient air

Figure 3.2.: Ion Source schematic. In the upper section, various analytes such
as ambient air, calibration gas, internal standards, and zero air can be introduced,
mixed. This segment is connected directly to the IMR’s inlet via a central capillary.
The lower part comprises two electrodes (shaded in light orange) with an applied
voltage within the ion source. Reagent ion precursors, namely NH3 and H2O, can
be introduced to undergo ionization through the discharge plasma of the capacitor.
The resulting reagent ions are then channeled towards the IMR, where they combine
with the analytes.

In the following, each segment of the VOCUS instrument is described in more detail.
Figure 3.2 shows a schematic of the inside of the ion source. The ions for chemical
ionization are produced in a low-pressure discharge source consisting of two conical
electrodes that generate a discharge plasma when high enough voltages are applied.
Reagent ion precursors are introduced into the ion source through inlets on the side
as shown in Figure 3.3.

Measurements can be done in different chemical ionization modes with correspond-
ing reagent ions. While measurements in proton-transfer-reaction (PTR) mode are
possible, measurements using ammonium ions (NH+4) for ionization have been used
in many recent studies to detect more oxygenated molecules and are also used here.
To generate ammonium ions, a liquid solution of pure water and a liquid solution
consisting of 1 % ammonia in water are employed. The equilibrated gas-phase am-
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NH3
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H2O
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Figure 3.3.: Ion Source Inlets: The front cover of the VOCUS ion source. Through
the main inlet, sampled air is introduced. Calibration gas and internal standards are
introduced through the bottom inlet and mixed with the sampled air before being
pumped into the IMR. The overflow line prevents pressure build-up. The ion source
itself is powered by the voltage supplies left and right. NH3 and H2O are introduced
through the two inlets directly into the ion source, where they mix and become ionized
with the NH3 line directly behind the overflow line.

monia and water over the liquid phase of the solutions are pumped via Teflon lining
into the ion source, with flows controlled by two separate mass flow controllers. The
gas-phase ammonia and water are introduced into the ion source through a stainless
steel capillary, saturating the air inside the ion source. The exact ratio between these
two inflows depends on the age of the ammonia solution and environmental condi-
tions, mainly the ambient temperature and the temperature of the transfer lines and
reservoirs. In an aged solution, the concentration of ammonium reduces over time and
consequently a higher flow is necessary to reach the correct reagent ion distribution in
the IMR. For changes in environmental conditions, such as temperatures, ammonium
concentrations in the gas phase of the solution can vary. The mixing ratio of water
vapor to the 1 % ammonia solution is usually around 10:1, but is regulated manually
to yield optimal conditions, described in more detail in Section 3.3. To stabilize the
system and minimize temperature dependencies, the water reservoir, the water and
ammonia lines, and the ion source are heated. The ion source in particular is heated
to a constant temperature between 40-50 ○C to reduce the condensation of ammo-
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nia on the electrodes of the ion source, as shown in Figure 3.6. While heating the
ion source reduces condensation, it also introduces more energy into the system that
could promote discharge events by increasing the kinetic energy inside the ion source.
Temperature optimization is, therefore, necessary to reduce the risk of condensation
while limiting any potential discharges. It should be noted that even at optimum
temperature conditions, the ion source still shows corrosion signs during measure-
ments, leading to a reduction in performance and potential ion source discharges.
The corrosion primarily results from the introduction of ammonia. Therefore, regular
cleaning of the ion source is necessary when operated in ammonium mode.

In the ion source, water and ammonia molecules undergo ionization, resulting in
the fragmentation of certain water (H2O) molecules and the formation of hydronium
(H3O+), hydron (H+) and ammonium (NH+4) (Equation 3.1). In order for these
reactions to occur efficiently, excess water molecules must be present. Furthermore,
first-generation ions undergo cluster formation chemistry with water molecules and/or
ammonia molecules, as described in Reaction 3.2 and 3.3. Predominantly H2ONH+4 ,
H2OH3O+, and NH3NH+4 clusters are formed. For ideal conditions, the H2ONH+4
cluster should dominate, as it is the cluster required for the ionization chemistry of
the analyte molecules. Higher order clusters with more H2O and/or NH3 added are
also detectable.

H3O+ +NH3 ÐÐ→NH+4 +H2O (3.1)

NH+4 + n ⋅H2O +m ⋅NH3 ÐÐ→NH+4 ⋅ (H2O)n ⋅ (NH3)m (3.2)

H3O+ + n ⋅H2O +m ⋅NH3 ÐÐ→H3O+ ⋅ (H2O)n ⋅ (NH3)m (3.3)

n, m ∈ N (3.4)

The generated reagent ion clusters are guided into the ion-molecular-reactor (IMR)
by a pressure and voltage gradient. In the IMR the reagent ions are mixed with
the sampled analyte molecules. These analytes can be either introduced through the
big central inlet at the front of the VOCUS instrument, which is used for ambient
measurements, or can be introduced through one of the 3 analyte inlets at the side
of the IMR (see Figure 3.3). A VOC gas standard is connected to one of these
ports for calibrations. Internal standards can be introduced through the second port,
introduced at a constant flow of low concentration throughout all measurements to
facilitate mass calibrations of the mass spectrum.
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The ions travel through the IMR that consists of a drift region in between a
quadrupole setup. An applied alternating current on the quadrupole guides and fo-
cuses the ions inside the quadrupole. Here the ionization chemistry takes place. The
preferred reaction is a ligand switching reaction between the ammonium water cluster
H2ONH+4 and an analyte molecule A. If the affinity for the ammonium cluster of
the analyte is higher than the affinity the water molecule has, the ligand, here the
ammonium, can switch over to the analyte molecule.

H2ONH+4 +AÐÐ→ANH+4 +H2O (3.5)

Compared to the direct reaction with an ammonium ion, the ligand switching
is a much softer ionization and reduces the risk of fragmentation of the analyte.
This occurs because the energy generated by the ligand switching is only equivalent
to the difference in binding energy between the analyte ammonium cluster and the
water ammonium cluster. After traveling through the IMR region, the newly formed
clusters pass the electrode at the back of the IMR and are guided further into the
instrument by another voltage gradient. They pass the IMR back electrode and
another skimmer electrode to enter the big-segmented-quadrupole (BSQ) region of
the instrument. BSQ and IMR have separate pumping paths, and thus the BSQ
should mainly contain ionized molecules. This second quadrupole segment further
focuses the molecules before they pass a set of lenses to reach the long-time-of-flight
mass discriminator (LTOF). The BSQ primarily filters out low-mass ions to minimize
the number of reagent ions that do not react with analyte molecules and reach the
detector, thus reducing stress on and protecting the detector.

A TOF separates the clusters by mass due to their mass dependent inertia in the
applied electric field as shown in Figure 3.4. Heavier clusters reach lower speeds and
hit the detector later. Additionally, the TOF of the VOCUS instrument is built as a
long-time-of-flight mass discriminator (LTOF). A pulser of the LTOF accelerates the
clusters towards a reflector. The pulser generates an electric field for a short time,
repelling the charged molecules. They travel through the LTOF and fly into a counter
field generated by a reflector. This segment is positively charged and reflects the ions
again. Ions with higher impulses make it deeper into this reflector. The impulse they
carry is primarily defined by the mass of the compound, but secondarily by the speed
that the molecule had at the beginning of the LTOF parallel to the electric field. With
the reflection field, the dependency on these speeds and thus the initial kinetic energy
of the ions can be eliminated, narrowing broadening effects for measured signals of
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ions with the same mass. This enhances the resolution of the system further. After
the ions are decelerated, they accelerate again away from the reflector toward the
anode, where the detector is located.
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Figure 3.4.: LTOF schematice: Three sequential snapshots (left to right) showing
the trajectory of three analytes with distinct sizes (orange) charged by a reagent ion
(dark purple). The clusters are accelerated towards the reflector and subsequently
directed toward the detector. Throughout their travel, they are spatially separated
by mass and are ultimately detected at different times by impacting the detector.

Once the ions have passed the LTOF of the instrument, they hit the detector, which
is made up of two multichannel plates (MCP) as shown in Figure 3.5. These plates are
stainless steel electrodes with multiple tubes (channels) drilled through them. Each
of these tubes functions as an electron multiplier. When the ion impacts the wall of
a channel, electrons are knocked out of the wall. Since a voltage is applied to the
plate and the electron multiplier channel, the emitted electrons become increasingly
accelerated down the channel. The repeated impact of electrons against the channel
walls releases additional electrons, leading to the emission of an electron cascade at
the opposite end of the channel. For each impacting ion on the upper side of the
MCP, several orders of magnitude greater numbers of charge carriers are emitted,
thus amplifying the signal to an extent where its detection becomes possible. For
further amplification, a second plate is mounted behind the first plate. The electron
cascade produced by the first plate subsequently strikes the second plate, initiating
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a second cycle of cascades. The final cascade hits an electron collector, that converts
the impacts into an electrical signal. Several extractions are performed per second

Figure 3.5.: Multi-Channel-Plate schematic: The MCP is a metal plate on which
a voltage is applied. In the plate are numerous drillings, functioning as electron mul-
tipliers. An exemplary representation of an electron multiplier (purple) is shown on
the right. An electron hitting the wall of the multiplier knocks out several additional
electrons, resulting in an electron cascade.

and then averaged to obtain a data point. Acquisition times of up to 10 Hz are used in
this work. Per acquisition several extractions are performed and averaged. The mass
range of measurement are set from 0 to 500 u, while the lower end is predominantly
cut off by the quadrupoles, yielding reliable data starting at a mass-to-charge-ratio
of around 30-40 u. The measured electrical signal is digitized and processed through
the Acquility and TofDaq software from TOFWERK [53]. For mass calibration, peak
fitting, and baseline corrections, the TOFWARE software by TOFWERK [53] is used.
The time series of the measured, peak fitted, and integrated signals are processed
further by Python scripting written as part of this work.

3.2. Minimizing Discharges in the Ion Source
A major challenge encountered during the operation of the VOCUS instrument is the
discharging of the ion source. Such discharges would trigger an instrument interlock,
halting the ion source current, thereby stopping the analyte ionization, and conse-
quently the VOCUS measurements. In addition, frequent discharging can further
increase the accumulation of residue on the ion source electrodes, requiring cleaning.
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Figure 3.6.: Corroded Ion Source: Inside part of the front electrode of the ion
source after dismounting it. The corrosion, observed when operated with NH+4 ions,
is visible. The three inner holes on the right, inside the source, are the inlets of the
reagent ion precursor molecules.

Cleaning the ion source takes 2–3 hours, depending on the degree of corrosion, and
involves returning the vacuum to ambient pressure, which may result in an increased
instrument background once it is reassembled. To measure continuously for days or
weeks during a field campaign, the ion source must remain operational throughout
the campaign. Therefore, it is crucial to find a solution that can mitigate these re-
strictions. Additionally, reassembling the ion source may potentially result in leaks,
requiring meticulous testing and resulting in even more instrument downtime.

Troubleshooting, performed as part of this work, revealed a noticeable correlation
between the discharge frequency and the variable ammonia flow. Additionally, ambi-
ent temperature played a role in influencing the discharge frequency, with cooler air
leading to more frequent discharges. To mitigate the risk of corrosion and discharges,
a heating system is implemented for the ion source and the front section of the IMR.
A heating band is affixed around the exterior of the ion source and is insulated with
mats and aluminum foil. To maintain stable conditions throughout the operating
time and prolong the lifetime of the ion source, a constant temperature of at least
40○C, up to 50○C, is maintained for several hours before operation. This substantially
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extended the duration before the ion source showed noticeable signs of discharging,
and the VOCUS instrument could be operated continuously in ammonia mode for
several weeks before any corrosion signs negatively affected the performance.

3.3. Optimization of the Primary Reagent Ions
Distribution

Enhancing the primary ion distribution is crucial for improving the VOCUS instru-
ment’s sensitivity to the molecules specified for detection. High counts of the desired
reagent ion cluster relative to low counts of all other competing ion clusters have to be
achieved in measurements. Following the IMR reactions in Equation 3.1, 3.2 and 3.3,
reagent ions can be H2OH3O+, H2ONH+4 , and NH3NH+4 , as well as higher cluster
ions. To ensure that the reaction pathway in Equation 3.5 is prevailing, the dominant
ion should be the H2ONH+4 cluster. The peak of the H2ONH+4 cluster is located at
a mass-to-charge-ratio of 36.04 u. Two other significant reagent ion clusters are mea-
sured. NH3NH+4 at mass-to-charge 35.06 u and H2OH3O+ at mass-to-charge 37.03 u.
If the latter concentrations are high, the mass spectrum of an ambient measurement
becomes significantly more complex. This is because the main ionization might not
be the ligand switching reaction, ionizing the analyte with only an NH+4 , but ioniza-
tion by H+ H3O+, NH3NH+4 , and clusters formed by these three ions with additional
H3N and/or H2O molecules in the cluster. This leads to single compounds in an
ambient sample being ionized by many pathways, thus contributing to the increase
of multiple mass-to-charge-ratios for one analyte molecule within a mass spectrum.
Such unclean chemistry complicates the evaluation of the data and the attribution of
compounds to the observed peaks.

In the NH+4 mode, most of the instrument parameters, especially the voltages of
all the components, can be optimized by tuning scripts provided by the manufacturer
TOFWERK. Other parameters must be regularly optimized to maintain effective ion-
ization schemes and generate signals with low background levels (see Appendix A.1).
For measurements in NH+4 mode, the IMR front voltage is chosen to be 450 V or less,
with the IMR back being kept at 0 V. The pressure inside the IMR is automatically
regulated to a set value. This value is chosen between 250 and 300 Pa. The flows of
H2O gas is tuned in the range between 10-25 sccm and the flow from the ammonia
solution is kept in the range between 1-3 sccm, highly dependent on the age of the
solution.
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Figure 3.7.: Optimum Regimes of Primary Reagent Ion Distributions: The
ratio between the NH3NH+4 to H2ONH+4 is plotted against the ratio between the
H2OH3O+ to H2ONH+4 . The optimal range as recommended by [50] is marked in
light purple and is in agreement with the calibration data results from this study
(orange).

To optimize the conditions achieved in tuning the flows, IMR pressure and voltages,
the work presented by Xu et al. [50] serves as a guide. In Figure 3.7 two ratios
between the three main clusters H2ONH+4 , NH3NH+4 and H2OH3O+ are plotted
against each other. For optimized conditions, the signal of the H2ONH+4 cluster
should be at least 5 times larger than the H2OH3O+ and NH3NH+4 cluster signals.
After the FZJ VOCUS instrument optimization, the ratios fall within the same range
as the signal ratios reported by Lu et al. [50] providing confidence in the primary
reagent ions distributions used.

3.4. Ionization Pathways
With the ion source producing various ion clusters, it is crucial to determine the
dominant ionization pathways for compounds of different chemical classes. To achieve
this, compounds of different functionalities are introduced into the system by injecting
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Figure 3.8.: Fractional Contribution of different Ionization Pathways: Frac-
tion of the relative signal to the total signal obtained from various ionization pathways
for each analyte ion. The compounds are arranged in increasing order of the VOCUS
instrument’s sensitivity to the NH+4 cluster.

a continuous flow of a calibration gas standard. Details on the gas standards used
can be found in Appendix A.3. Ionization occurs as described in Equation 3.6 with
A being the compound of interest and R+ being the reagent ion including ionization
by NH+4 , H+, H3O+, H2ONH+4 , H2OH3O+, as well as higher water clusters.

A +R+ + n ⋅H2O +m ⋅NH3 (3.6)

n +m ≤ 4

n, m ∈ N

Figure 3.8 summarizes the fraction of each ionization pathway for each compound
including ionization by all the above reagent ions.

The ionization is dominated by the NH+4 reagent ion cluster for the ketones, includ-
ing nopinone, methyl vinyl ketone (MVK), and acetone by over 90 %. High fractional
contributions are also achieved for the aldehydes, including butanone, pentanone,
and acetaldehyde. Acetonitrile being the only nitrile in the calibration gas standard
also shows a dominating NH+4 cluster signal. For alcohols, including butanol and
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methanol, a difference is noticeable. While butanol is dominated by the NH+4 ioniza-
tion, methanol is mainly ionized by H3O+ and H2OH3O+. This is because methanol
is detected in the lower mass range, where the BSQ cut-off impacts the detection
efficiency of compounds, thus highlighting the instrument’s limitations rather than
ionization inefficiencies. However, compounds that are more challenging to ionize
with NH+4 and, therefore, have low sensitivities, exhibit the competing contribution
of other reagent ions. This includes α-pinene where a high portion forms a cluster
with only the H+ ion, as well as the aromatic compounds, namely toluene, xylene,
and chlorobenzene, that are primarily ionized through proton transfer reactions.

The method development and optimization presented in this work is carried out
using the FZJ VOCUS instrument. However, data collected from the NOAA VOCUS
instrument is also included for a later case study. To justify this approach, the
instruments are compared in Appendix A.2.
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4.1. Development of Standard Operating Procedure
for Calibration and Field Measurements

To accurately assess field data, it is imperative to implement standard operating pro-
cedures (SOP) that guarantee the integrity of the data collected and enable efficient
processing of raw information. One routine procedure involves adjusting the MCP
voltage of the VOCUS instrument, so that the response of ion cluster impacts is
aligned with the detector and properly converted into a detected signal that can be
processed. This is performed, using software provided by the manufacturer, but is
performed in regular intervals to ensure that aging of the MCP is well compensated.

In field measurements, it is necessary to attribute a portion of the measurement time
to calibrations and background measurements. During a background measurement,
the instrument is solely exposed to zero air consisting of a mixture of nitrogen and
oxygen resembling the ratios found in the standard atmosphere. These measures
effectively prevent atmospheric air from entering and contaminating the instrument’s
readings, thus leading to the evaluation of the instrument’s pure background. For
precise quantification of compounds in ambient air, background measurements are
deducted from the data.

In a calibration measurement, the instrument main inlet (see Figure 3.3) is purged
with zero air while a controlled flow of gas is introduced through a separate inlet from
a cylinder containing known concentrations of a mixture of calibration gases (see Ap-
pendix A.3). These gases are relevant VOCs over a wide range of sensitivities. During
a calibration, automatic regulation of the calibration flow introduces varying known
concentrations to the instrument. Figure 4.1a shows the calibration measurement of
acetone following a standard operating procedure. The time series shows the mea-
sured acetone signal after final processing including peak fitting of the mass spectra,
integration, baseline, and background correction. The calibration steps are the main
part of the calibration, marked in Figure 4.1a by the thin purple lines. In the first
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(a) (b)

Figure 4.1.: Conventional Calibration Operation Procedure: (a) calibration
measurements of acetone at different concentration steps. Marked in dark purple are
the calibration averaging periods. The first period is a background period with no
calibration gas added. (b) The averaged data of the calibration steps are plotted and
fitted with a line. The resulting slope indicates the sensitivity of the instrument for
the compound (97.8±2.9 cps/ppb).

step, a high flow is set that corresponds to high concentrations of acetone. After a
fixed time, this flow is reduced to lower values and therefore lower concentrations.
This is repeated for several steps to obtain the linearity and stability of the cali-
bration and therefore the derived sensitivity. The expected concentrations are then
plotted against the averaged signal intensities of the time series measured during the
calibration steps. Figure 4.1b shows a linear fit through the averaged data points that
yields the sensitivity of the instrument for the calibrated compound. The sensitivity
unit is expressed as counts-per-second per parts-per-billion (cps/ppb). The selected
time intervals for averaging each calibration step should be of sufficiently lengthy to
ensure that the averaged values accurately represent the signal. Furthermore, this
averaging should be done for periods when concentrations have stabilized. Arbitrar-
ily short timescales can lead to underestimated concentrations, particularly for sticky
compounds with longer equilibration times within the instrument.

The instrument operated in the field and calibrated during this work is the NOAA
VOCUS discussed in more detail in Chapter 5. Calibrations of the VOCUS were
performed by the Jülich and NOAA teams at regular intervals to ensure the stabil-
ity of the instrument. More details on the calibrants used during the AEROMMA
(Atmospheric Emissions and Reactions Observed from Megacities to Marine Areas)
campaign can be found in Appendix A.3. In brief, to reduce data loss and ensure
the optimum data quality, calibrations were performed before and after the flights,
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and in some cases during transition periods from the airbase to the measurement
targets. Overall, the instrument showed reasonable stability through the calibrations
over several weeks. Although the instrument was calibrated for a comprehensive
list of relevant VOCs, this list was still limited, and not all compounds measured
in ambient air were calibrated. Particularly challenging are unknown or unexpected
compounds, as well as compounds that pose difficulties for calibration, e.g., sticky
functional molecules that are challenging to equilibrate in the instrument lines. This
motivates the development of a method to quantify uncalibrated compounds in the
field with high precision, and high time resolution even at low ambient concentrations.

4.2. Collision Induced Dissociation to estimate
Instrument Sensitivities

To estimate the sensitivities of compounds without doing a conventional calibration,
the collision-induced dissociation method can be used, referred to as Voltage Scanning
(VS). This method is discussed in detail by Zaytzev et al. [55] and the implementation,
and optimization are the primary focus of this work. This method relies on the
principle that an instrument’s sensitivity to an analyte molecule is proportional to
the bond strength between the analyte and the reagent ion. To probe the strength of
the cluster bond, the kinetic energy of the cluster is increased continuously until the
cluster breaks apart due to collisions with other molecules. In reality, many molecules
of the same chemical species, detected at the same exact mass, are measured in a
single extraction. The dissociation process of these molecules becomes statistical,
and energies are interpreted as energy distributions around a mean energy. Every
cluster that is dissociated due to the increased kinetic energy will not be measured by
the detector. The decay of the measured signal can be used to get a measure of how
strong the analyte reagent ion clusters are bound. An analyte molecule that binds
stronger to the reagent ion will result in a lower decline in the signal. To make the
comparison of different molecules possible, the value of the kinetic energy at which
the signal is reduced by half is used. These kinetic energies at 50 % signal strength are
denoted as ∆E50

kin. Associating ∆E50
kin of each compound to the sensitivity obtained

from conventional calibrations yields a correlation between ∆E50
kin and sensitivity.

This correlation can be used to estimate the sensitivity of an uncalibrated compound,
by interpreting its ∆E50

kin value in the field relative to the ∆E50
kin values of known

calibrants.
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To implement the VS method, the area between the back electrode of the IMR and
the front skimmer of the BSQ is selected for adjusting the electric field and, conse-
quently, the kinetic energy of the clusters. As a result, the ionized molecule clusters
are increasingly accelerated. The main driver of this dissociation is the collision of
the clusters with neutral molecules of the buffer gas inside the drift area. The neu-
tral buffer gas does not experience acceleration within the field, leading to increased
collision frequency with clusters as the electric field strength rises. This results in
higher kinetic energies for analyte-reagent clusters and, consequently, more vigorous
collisions. The field strength is gradually increased by tuning up in parallel the IMR
front and IMR back electrode. This maintains the voltage gradient within the IMR,
but alters the gradient between the IMR’s back electrode and the BSQ skimmer.

4.2.1. Kinetic Energies of Ion Clusters in electrical Field

To provide a more comprehensive physical description and enhance our understanding
of the molecular kinetics within the VS region, data regarding the applied electric field
and the observed analyte-reagent-ion clusters are translated into an estimated mean
kinetic energy value carried by these clusters.

The mean kinetic energy in center of mass frame < Ecm
kin > (Equation 4.1; [56]) of

the cluster formed by the analyte molecule with mass ma and mean velocity < va >,
and the charged reagent ion, with the mass mr and mean velocity < vr >.

< Ecm
kin >=

1
2

mamr

ma +mr

(< va >2 + < vr >2) (4.1)

While the neutral analyte molecules carry no charge and are thus not accelerated
by the applied electric field, their mean kinetic energy < Ea

kin > (Equation 4.2) is
only composed by the thermal energy in the three translational degrees of freedom,
neglecting rotations, vibrations, and other excitations, described by the Boltzmann
constant kB and temperature T inside the scanning region.

< Ea
kin >=

1
2ma < va >2= 3

2kBT (4.2)

In contrast, the kinetic energy < Er
kin > (Equation 4.3; [57]) of the primary reagent ion

NH+4 , which is assumed to carry a charge of e in C (e = elementary charge) consists
of the thermal energy (the same way as for the analyte molecules), the kinetic energy
generated by the electric field, contributing as 1

2mrvrd
2 with the drift velocity vrd
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and the collision kinetic energy, resulting from collisions with the neutral buffer gas
molecules that has been estimated to be 1

2mbvrd
2 while mb is the mass of the buffer

gas [57]. For the analyte molecules, no relative velocity to the buffer gas is assumed
and consequently collisions with the buffer gas are neglected.

< Er
kin >=

1
2ma < va >2= 1

2mrvrd
2 + 1

2mbvrd
2 + 3

2kBT (4.3)

Using the first part of Equation 4.2 and Equation 4.3, Equation 4.1 can be written as
Equation 4.4 and thus as well as Equation 4.5 when using the knowledge about the
respective kinetic energies stated in the second part of Equation 4.2 and Equation
4.3. Equation 4.5 can be further reduced to Equation 4.6.

< Ecm
kin >= < Er

kin >
ma

ma +mr

+ < Ea
kin >

mr

ma +mr

(4.4)

< Ecm
kin >= (

1
2mrvrd

2 + 1
2mbvrd

2 + 3
2kBT) ma

ma +mr

+ 3
2kBT

mr

ma +mr

(4.5)

< Ecm
kin >=

ma

ma +mr

(1
2vrd

2 (mr +mb)) +
3
2kBT (4.6)

With vrd = Z ⋅E [55] and the electric field, E = U
d Equation 4.7 is derived. With

U being the applied voltage difference in the scanning region and d the length of the
scanning region, which is the region between the electrodes.

< Ecm
kin >=

ma

ma +mr

(1
2 (Z

U
d
)

2
(mr +mb)) +

3
2kBT (4.7)

For the ion mobility, Z Equation 4.8 [55] is used with p and T being the pressure
and temperature inside the scanning region, while Z0 is the reduced ion mobility. The
ion mobility describes the ability of a charged particle to move through a medium.

Z = Z0
101300 Pa

p

T

273 K
(4.8)

The reduced ion mobility Z0 is given by Equation 4.9 [58] where a, b, and c are
empirically derived constants by Steiner et al. [58].

Z0 = a (mr +ma)b + c (4.9)

While the conversion method introduced by Zaytsev et al. [55] has gained widespread
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acceptance in the scientific community, it is important to acknowledge that a minor
error occurred in the derivation due to a citation mistake that was found in this
work. Equation 4.7 differs from the original formula by Zaytsev et al.[55] only in the
prefactor ma

ma+mr
, which is used as mb

mb+mr
, citing incorrectly results by McFarland et

al. [56], where the center of mass kinetic energy is derived as presented here. While
this error affects only a prefactor and its impact is rather small, it keeps the factor
at a constant value, while physically it should scale with the mass of the analyte ion
ma resulting in slightly different kinetic energies for higher mass compounds.

In addition, it should be noted that determining the ion mobility Z accurately can
be challenging, especially when taking into account that the reduced ion mobility
factor Z0 is empirically derived by Steiner et al. [58] by combining 10 data points
from this study together with several studies by Larriba et al. [59], Ku & Fernandez
de la Mora [60], Kilpatrick [61]. Although the agreement of the fit for higher masses
(1000 u) is rather good, it is much less accurate for masses below 100 u, characterized
by increased fluctuations and a limited number of data points. For many studies
of VOCs, the range of masses of interest commonly lies below 400 u. Since the fit
parameters a, b, and c are stated without errors and the fit is validated by only a few
data points at the lower mass range, the precision of the conversion formula has to
be taken cautiously. This is even further amplified by the fact that the ion mobility
Z scales quadratic in the conversion shown in Equation 4.7.

A Gaussian error propagation is presented in Appendix A.4. With the error values
for a, b, and c unknown, a proper error estimation is challenging. Consequently, error
propagation is not chosen to be the indicator of evaluating fitted data in the coming
sections.

4.2.2. Implementation and Scripting

VS is performed using the instrument software Acquility [53] for measurements in
Germany and a custom LabVIEW program during the AEROMMA mission in the
US. The VS is set up by choosing a voltage scanning range, defined as ∆Utotal (Volts)
that depends on the chosen voltage step size ∆Ustep (Volts/step), the voltage step
frequency f (steps/seconds) and the total time t of the whole scan (seconds).

∆Utotal =∆Ustep ⋅ f ⋅ t (4.10)

The VOCUS instrument records both the set value and a readout value of all
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applied voltages within the measurement data files. The data structure is designed in a
manner that the instrument parameters, such as voltages, are recorded less frequently
than the mass specta. This approach enhances writing efficiency and reduces file
sizes. Additionally, the values of both the set and readout voltages show delays not
matching the observed mass spectra decays (see Appendix A.5). The observed signal
decays in the mass spectrum are observed almost instantaneously, whereas the readout
values exhibit a delay of several seconds and occasionally show stagnation and jumps.
Hence, in this study, we assume that the scripting occurs instantaneously, and the VS
voltages are calculated based on the elapsed scanning time rather than the written
values. This assumption is essential given that the written values show drastic jumps
and lags further discussed in Appendix A.5.

The elapsed time values are converted into voltages, using Equation 4.10 and sub-
sequently converted into changes in kinetic energies as described in Section 4.2.1. The
temperature T and pressure p in the region are regularly monitored and assumed to
be constant. This further reduces the computational time required to process a VS
and the dataset’s file size.

4.2.3. Estimation of the Kinetic energy at half decayed Signal

Figure 4.2 shows an exemplary data set of three compounds from a VS performed
during a calibration. The signal intensity is background corrected and normalized to
the maximum intensity measured during the VS period in the data set of interest.
These values are then plotted against the kinetic energies, which are converted as
described in Section 4.2.1.

To make the decays of the different data sets comparable, the value ∆E50
kin is derived

for each data set of interest during a VS. This generates a characteristic parameter for
each compound’s decay rate relative to its signal at 50 %. One method to acquire a
value for ∆E50

kin is to simply select the data point that is closest to half of the intensity
at the specified ∆E100

kin , with ∆E100
kin being the change in kinetic energy at 100 % of the

measurement signal at the start of the VS. While this technique is computationally
efficient, it is susceptible to errors. In a noisier measurement, the selected data point
could potentially be an artifact resulting from the noise. Moreover, the density of
data points is relatively low for rapid VS measurements, increasing the probability
of biases in the chosen ∆E100

kin . Using a fit function to approximate the behavior of
the observed decays is a more accurate approach that minimizes the uncertainties. A
function is fitted to the dataset, with the initial ∆E100

kin corresponding to time zero of
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Figure 4.2.: Examples of Voltage Scanning Curves: Three examples of VS curves
using different calibration compounds that highlight the range of possible responses
to the VS method. The intensity of the data (orange) is normalized to the highest
and lowest values of the observed data set. A Gaussian fit and the associated ∆E50

kin

and ∆E100
kin values are displayed in purple. The same approach is followed for a double

sigmoidal fit and its results are in dark purple.

the VS where no additional kinetic energy is applied. ∆E50
kin is then calculated using

the inverted fit function at half of the initial ∆E100
kin .

In the examples shown in Figure 4.2, it is apparent that the signal for certain
compounds can exhibit an initial increase before subsequently declining. The variation
of voltages inside the instrument appears to affect not only declustering, but also other
aspects of the instrument’s measurement efficiency. This suggests that a stronger
electric force may lead to an improved focusing of certain clusters into the BSQ. It
is observed that these rising signals generally only appear for higher mass clusters,
highlighting potential mass dependencies influencing the VS outcome.

Two distinct functions are proposed and implemented as fitting functions in this
study. One function is a Gaussian normal distribution with the Equation 4.11 fitting
the observed signal intensities Int as the dependent variable and the independent
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variables Int0 as the base intensity, ∆Ec
kin as the center and w as the width of the

distribution.
Int = Int0 +A ⋅ e(−

−((∆Ekin−∆Ec
kin)

2

2⋅w2 ) (4.11)

This equation performs effectively under various conditions, requiring four parameters
Int0, A, ∆Ekin, and w. This fit is relatively fast and can be effectively applied to
a larger number of scans. However, the fit does not ideally describe the physical
processes. A more accurate fit, which takes into account physical factors that can
influence the VS better, can be achieved using a double sigmoidal fit (Equation 4.12),
consisting of a falling and a rising sigmoidal function.

Int = Intmax ⋅
1

1 +A ⋅ ea⋅∆Ekin
⋅ 1
1 + B

eb⋅∆Ekin

(4.12)

The descending sigmoidal function can be interpreted as a representation of collision-
induced dissociation, which is the process of interest. On the other hand, the ascend-
ing function may indicate potential mass-dependent focusing effects, combined with
other factors that could lead to an increase in the signal. The second fit function
reaches even better agreement with the data and offers greater flexibility, particularly
in VS measurements of compounds characterized by a distinct ascending phase. This
function depends on 5 fitting parameters (Intmax, A, a, B and b) and requires 5 times
more computational time compared to the Gaussian fit. Additionally, the function
cannot be analytically inverted, and an extra fitting step must be added to the script
for estimating the ∆E50

kin value further increasing computational times. In the up-
coming sections, the employed fit will always be specified. Regardless of the selected
fit, a minimum of 50 data points per VS is chosen to guarantee adequate data fitting
conditions.

Although the double sigmoidal fit captures various factors influencing the VS
trends, future research is encouraged to unravel and characterize the mechanisms
behind the ascending and descending signals observed in the fitting function. While
such understanding may aid in mitigating mass-dependent interferences and enhanc-
ing VS outcomes, it is not the primary focus of this study.
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4.2.4. Correlating Result to calibrated Sensitivities

To quantify VS results and convert ∆E50
kin to sensitivities, it is essential to perform

VS during conventional calibrations. Compounds selected for calibrations need to
cover the entire sensitivity range of the instrument and serve as reference points for
evaluating VS results for compounds of unknown sensitivities. A VS measurement
with calibration compounds injected into the instrument results in generation of core-
sponding ∆E50

kin values as discussed in Section 4.2.3. Calibration sensitivities, derived

Figure 4.3.: Correlation of ∆E50
kin to Sensitivities: Averaged Sensitivities from the

NOAA VOCUS instrument (Table A.2) are plotted against the results of a calibration
VS during the AEROMMA campaign flight. A sigmoidal fit (purple) is applied to
the calibration compounds marked in orange. Methacrolein, Isoprene, and Styrene
are not included in the fit but are displayed to highlight possible outliers.

following Section 4.1, are then plotted against the ∆E50
kin values. A dependency is

described by Equation 4.13 which is fitted to the dataset. The dependent variable
sensitivity Sens (Equation 4.13) is described as a function of the independent vari-
ables Sensmax describing the maximum sensitivity of the instrument, the center of
the slope ∆E50center

kin , a factor for the width of the slope area E50width
kin and an offset for

a minimal sensitivity Sensmin.

Sens = Sensmax ⋅
1

1 + e

∆E50
kin
−∆E50center

kin
E50width

kin

+ Sensmin (4.13)
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In Figure 4.3 an exemplary data set is shown following calibrations performed before
a flight over Chicago during the AEROMMA campaign. Averaged calibration sensi-
tivities are plotted against their ∆E50

kin values. A sigmoidal curve is fitted, omitting
certain compounds that exhibit significant deviation from the anticipated behavior.
Such compounds, including styrene, isoprene, and methacrolein as well as other aro-
matics, display considerably higher ∆E50

kin values than predicted by the fitted curve
from their sensitivities. The cause of this variation is linked to classes of compounds
that are less responsive to collision-induced dissociation and suffer from low sensitiv-
ities, but are also influenced by multi-reagent ion charges, as shown in Figure 3.8. To
ensure that ambient concentrations are not overestimated, compounds that strongly
deviate from the curve are currently excluded and a higher sensitivity threshold fit
is chosen. Such fit could lead to an overestimation of sensitivities and consequently
an underestimation of the concentration of certain compound classes in ambient air.
Given that such compounds typically exhibit low sensitivities and their signals are
weak, an overestimation of their sensitivity would further suppress these signals. On
the contrary, if the sensitivity for these compounds was underestimated, the concen-
trations in the sampled air would be overestimated with possible biases in evaluating
their air quality impacts.

In future research, it will be vital to investigate the VS response to diverse com-
pound classes in order to identify which molecules in ambient air may be underesti-
mated when using this method. Such research will contribute to precisely quantifying
compounds with a wide range of functionalities. In the current study, our emphasis is
on compounds that correspond to the fitted upper sensitivity limits and are responsive
to NH+4 chemical ionization.

4.2.5. Error Propagation and Uncertainties of the VS Method

To evaluate the precision, accuracy, and dependability of the VS method, several
sources of uncertainty are examined. The conversion of the measured time series
into kinetic energies, as outlined in Section 4.2.1, presents various challenges. Errors
for the measured instrument parameters, including temperature and pressure, are
rather low, due to high stability and constant PID (Proportional-Integral-derivative)
controlling. However, the uncertainty of the applied voltages and the assumed ion
mobility are found to be the main drivers of error. For the set voltage, the primary
sources of uncertainty are the readout and alignment challenges. For the ion mobility,
on the other hand, the formula used is based on empirical data derived by Steiner
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et al. [58] from a dataset with rather low density in the mass range relevant for this
study. Nevertheless, the parameters used in the fit derived by Steiner et al. [58]
describe the data in the study relatively well, but the lack of proper documentation
of errors makes it challenging to validate their accuracy. Given that both the applied
voltage change and the ion mobility scale quadratically into the conversion function,
their errors can have a great impact.

In an example calculation for a VS of nopinone, the Ekin value corresponding to
80 V is determined using the Gaussian error propagation presented in Appendix A.4.
At 80 V, approximately half of the signal has decayed. Assuming a voltage error of
±5 V, a temperature error of ±2 K, a pressure error of ±0.1 Pa, an error of ±0.5 mm
for the length of the scanning region and no error at all for the reduced ion mobility,
the calculated value falls to Ekin = 1.5±0.6(44 %) eV that represents a lower limit of
the propagated error. However, when introducing uncertainty for the reduced ion
mobility, the error of Ekin increases rapidly, challenging the validity of employing
Gaussian error propagation without a more in-depth examination of Steiner et al.’s
fit results. It is worth noting that further simplification of the error propagation of
Ekin is possible, as discussed in Appendix A.7. Since Ekin correlates to the square of
the applied voltage change U2, fitting the VS signal against U2 can not only reduce
error propagation uncertainties but more importantly decrease computational time.

In this study, the quality of the fitted VS function data and observed noise levels will
be used to assess errors, rather than relying on error propagation during conversions.
For the uncertainty of the fits used for the decaying signal of VS measurement, the
coefficient of determination (r2) is used as the primary indicator of the quality of the
resulting ∆E50

kin value (see Appendix A.6). Fits with an r2 exceeding 0.98, during for
example high-intensity calibration periods, are considered reliable and are frequently
observed. However, for compounds with noisier VS results, a poor signal-to-noise
ratio in the data set limits the quality of the fit and results in a lower r2 value. In this
study, fits with r2 lower than 0.3 are excluded from further analysis and only ∆E50

kin

derived from well-fitted fits are taken into account for further evaluation. To mitigate
the possibility of erroneous data interpretation during complex field measurements,
multiple VS measurements are conducted to enhance the accuracy and statistical
robustness of the observed trends.
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4.2.6. Declustering into lower Order Clusters

The signal of a A⋅NH+4 cluster, where A is the analyte molecule and NH+4 is the
ammonium reagent ion, occasionally displays an initial rise at the start of a VS mea-
surement, as demonstrated for nopinone in Figure 4.2. A higher order cluster, such as
A⋅H2ONH+4 , where an additional water molecule is added to the cluster, is measured
at a higher mass to charge ratios in the mass spectrum. As the voltages increase
during the VS, the kinetic energies of the molecules rise, and one water molecule
can dissociate from the cluster, resulting in the formation of a lower-order cluster of
A⋅NH+4 . This would result in an increase in the signal measured at the mass of the
lower order cluster. To investigate, we utilize the calibration compound nopinone as
an illustration of a compound with extended rising periods during VS measurement
and heightened sensitivity. In Figure 4.4 these measurements are shown as a func-
tion of tuned voltage ∆U against normalized intensity. When comparing the data set

Figure 4.4.: Declustering of higher Order Nopinone Clusters into lower Or-
der Clusters: Intensities of the VS measurement for the different Nopinone clusters
highlight the negligible influence of declustering. Voltages have not been converted
into kinetic energies to highlight the response.

of the Nopinone⋅NH+4 cluster and the Nopinone⋅H2ONH+4 cluster, a nearly identical
pattern is observed. The Nopinone⋅H2ONH+4 exhibits the same rising trend at the be-
ginning of the VS and starts dropping off around the same ∆U as the Nopinone⋅NH+4 .
Additionally, the Nopinone⋅H2ONH+4 signal is 60 times smaller than Nopinone⋅NH+4 ,
making it even more unlikely for this mechanism to be of relevance. Other clusters of
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even higher order or clusters with added NH3 molecules are also observed, but only
show signal strengths orders of magnitude lower than that of the Nopinone⋅H2ONH+4 .
In conclusion, declustering or fragmentation of other compounds and clusters with
higher mass is unlikely to explain this increasing phenomenon.

4.2.7. Voltage Scanning Optimization

To ensure the effectiveness of the VS methodology during field experiments, it is
imperative to minimize scanning time while still achieving satisfactory outcomes at
different signal intensities. This holds particular significance for the utilization of the
VS method in demanding environments, like the rapidly shifting conditions encoun-
tered during an aircraft measurement campaign.

A series of measurements is conducted to test and determine optimized VS setup
parameters. For these measurements, calibration gas is injected into the instrument
at four different flow rates and thus four different concentration levels. In each of these
concentration steps, six VS measurements are performed at a 10 Hz step frequency,
matching the acquisition frequency of the instrument during aircraft campaigns. To
reduce the total scanning time while maintaining a total scanning range of 120 V, the
step size is reduced for each of the 6 VS measurements, thus reducing the number of
data points collected per VS.

In Figure 4.5 exemplary VS results for the calibration compounds nopinone and
acetonitrile are shown. The spread of the measured ∆E50

kin values increases notably
for faster scanning speed. For nopinone, the spread widens significantly only for
scans faster than 1.5 s, while for the acetonitrile only the scan of 6 s shows reasonable
stability across the different measurements. Notably, there is no clear trend observable
for the concentration dependency of the VS results. This is expected, as the VS
should only provide decay rates of relative magnitude and should not be influenced
by the total signal, provided that the signal is strong enough to conduct a proper VS
initially. A noticeable rise in the average ∆E50

kin for both compounds is observed for
faster VS. This can be explained by challenges related to the readout and alignment
of the set voltages during the VS that are expected to increase as the total VS time
decreases. Given that the sensitivity function in Figure 4.3 will change under different
VS conditions and different instrument setups, we highlight the necessity to always
optimize the VS method for each instrument in use. Ambient VS measurements
should be evaluated, using the exact same conditions to avoid biases related to VS
time-dependent variabilities as highlighted in Figure 4.5.
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Figure 4.5.: Voltage Scanning Performance at Various Concentrations and
Time Resolutions: Results obtained from a series of Voltage Scanning experiments
conducted at different speeds and calibration gas flows, with marker size indicating
the flow rates. The compounds used for the tests are Nopinone and Acetonitrile,
representing high and low sensitivity compounds, respectively. The measurements
were carried out with a 10 Hz acquisition and scripting frequency, and the step size
for each scripting step is indicated in the legend.

In measurements using only zero air, without the introduction of calibration gas
or ambient air, it is apparent that a high instrument background can complicate the
interpretation of the resulting ∆E50

kin. This is particularly challenging when interpret-
ing ambient measurements at very low concentrations that compete relative to the
background signal. To minimize such influences on the VS results, it is important to
reduce the instrument’s background as much as possible. This can be achieved by
optimizing the vacuum system, reducing any leakages, utilizing high-purity gases and
solutions, and ensuring precise tuning of the detector (see Appendix A.1).

Overall, the optimization of the VS method carried out in this study reveals for
the first time that it can be streamlined to just a few seconds while maintaining
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its reliability and reproducibility, even at lower concentrations. Consequently, this
method can be of great value in field measurements, including complex airborne
investigations, allowing for the quantification of oxygenated compounds with unknown
sources for the very first time.
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5. Implementation of Voltage
Scanning during AEROMMA
Campaign

The VS technique has the unique potential to estimate sensitivities of unknown or
uncalibrated compounds in a complex field environment. With the objective of this
work so far being the testing and optimization of the VS method, the following section
will highlight an implementation example of the VS method during the AEROMMA
campaign in 2023.

The AEROMMA (Atmospheric Emissions and Reactions Observed from Megaci-
ties to Marine Areas) campaign took place in the summer of 2023. For a period of
more than two months, the NOAA Chemical Sciences Laboratory team, with the sup-
port of international partners including Forschungszentrum Jülich GmbH, conducted
measurements using the NASA DC-8 scientific aircraft. During the initial phase of
the campaign, the measurements focused on oceanic emissions of sulfur compounds,
while in the subsequent phase, urban environments were the primary target. Several
instruments capable of measuring particle and gas phase compounds were deployed
to probe the plumes from marine areas as well as from various US and Canadian
megacities and metropolitan areas, including Los Angeles, New York, Chicago, and
Toronto. A major emphasis of the AEROMMA mission is not only to identify and
measure VOC emissions and their sources, but also to advance our understanding of
the potential for these emissions to contribute to the formation of secondary pollution,
including SOA and ozone. In the following, focus will be given on the AEROMMA
VS results from the NOAA VOCUS instrument operated by the Chemical Sciences
Laboratory team in collaboration with scientists from Jülich.

The VS method is implemented to minimize data loss in ambient measurements
while still ensuring high-quality VS results following the optimization results of this
study. The total scanning range for a VS is set to 100 V, a scanning frequency of
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10 Hz matching the instrument acquisition speed is used, resulting in a total scanning
time of 5 s (2 V/step). The scans were conducted at regular intervals using automated
software scripts, as well as through manual initiation, to ensure the quantification of
compounds when the aircraft is flying over urban plumes.

In this work, one of the flights conducted over the Chicago area is selected for
exemplary detailed analysis. An example compound is thoroughly discussed, with a
particular emphasis on the implementation and performance of the VS technique.

5.1. AEROMMA Flight over the Chicago metropolitan
Area

To demonstrate the effectiveness of the VS technique, the flight over the Chicago
metropolitan area on August 1st, 2023, starting and ending at the airbase in Dayton,
is chosen for further analysis. This flight is selected as an ideal case study since
16 ambient VS measurements were conducted over 9 hours of ambient measurements
(starting at 8:45 local time), with a significant fraction occurring during high-intensity
urban plumes.

Figure 5.1 shows several maneuvers including upward and downward spirals per-
formed in close proximity and downwind of Chicago as well as over industrial highly
polluted areas in the region. Additionally, the time series of the ion cluster at the
mass-to-charge-ratio of C2H6O2⋅NH+4 is presented. This compound is likely ethylene
glycol, which is considered of potential urban origin due to its strong correlation with
nitrogen oxides (r2=0.8), which are typically emitted from combustion sources. In the
C2H6O2⋅NH+4 time series, 10 periods of high signal intensities are observed. These
are considered primarily urban plumes of interest, displaying increasing signals for
multiple compounds throughout the mass spectrum.

To find and isolate potentially relevant compounds from urban emissions, the av-
eraged mass spectra during these plume periods are calculated. These spectra are
then compared to average spectra during a background period marked as BG in dark
purple, as shown in Figure 5.1. This background period is not associated with the
instrument background; instead, it represents the chemical composition of air outside
urban plumes, measured at low altitudes within the boundary layer, characterized by
low signal intensities. It should be noted that although there appear to be intervals
with less variability and weaker signals, these are simply transit periods when the
aircraft is operating at higher altitudes, and thus, not collecting notable information
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relevant to the goals of the campaign. By comparing low and high pollution periods,
several compounds are isolated that show a significant increase in signal within ur-
ban plumes. The C2H6O2⋅NH+4 time series in Figure 5.1 represents one of the most
prominent compounds enhanced in urban plumes.

In the following, the performance and potential limitations of the VS technique for
compounds enhanced in urban air will be discussed. Focus is given on C2H6O2⋅NH+4
with the highest average urban increase of around 390 cps, attributed to ethylene
glycol, a chemical used in antifreeze product, coolants, paints, and inks.
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Figure 5.1.: AEROMMA Flight over Chicago: In the upper plot, the flight path
is shown, where the line width corresponds to flight altitude, with thicker lines rep-
resenting lower altitudes. In the lower plot, the time series of C2H6O2 ⋅ NH4

+ is
presented, and it includes identified plume periods marked in purple and one ambient
background period highlighted in dark purple. The time elapsed after the start is
indicated as 13:44:52 UTC/8:44:52 CDT.
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5.2. Quantification of Ethylene Glycol Concentrations
using the VS Method

The results of the VS calculations for the C2H6O2⋅NH+4 time series are shown in
Figure 5.2. The VS data is converted to kinetic energies and a double sigmoidal
function is utilized to fit the results as described in Equation 4.12. The VS results
during background measurements (dark purple markers 0,1,2,3) as well as during
periods of low ethylene glycol signal in ambient sampling (lighter purple markers
1,2,3,5 and 12) exhibit low r2 values and high variability. This is expected as during
these periods, no significant signal is present, and the VS is essentially performed over
background noise.

As highlighted in Section 4.2.5 fits with r2 lower than 0.3 are excluded from further
analysis to estimate sensitivities. When disregarding these VS results, the remaining
VSs still exhibit considerable variation. Although the fits are significantly better
compared to the background VSs, some distinct outliers persist. A high portion of
the data points lies in a range at around 1 eV (4,6,13,14,16,17), while other VSs are
spread over a range of higher eV values up to 2.35 eV. To understand the causes of
these variations, a detailed investigation of all the time series of the VS measurements
is performed.
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Figure 5.2.: VS results for C2H6O2⋅NH4
+ during the AEROMMA Chicago

Flight: In the left time series, the data points used for the VS fitting are indicated.
The ∆E50kin results for the respective VS data section are displayed on the second
y-axis. The size and opacity of the ∆E50kin markers are adjusted based on the r2 of
the fit, with the number of the VS labeled in circles for easier identification. Darker
purple shading is used for periods when the VS was conducted during a background
measurement. The Violin plots on the right provide a summary of the ∆E50kin values
for the VS measurements shown in the corresponding left plot. The rightmost plot
illustrates the sensitivities corresponding to these ∆E50kin values together with the
measured sensitivity of Ethylene glycol in the lab (orange circle). In all the violin
plots, median values for the upper and lower quartiles are presented. The top row
shows the spread for all VS results, while the bottom row is limited to only the valid
VS results.
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Figure 5.3.: Examples of Ambient Voltage Scans during AEROMMA: VS
measurements of the C2H6O2⋅NH+4 time series during the first flight over the Chicago
metropolitan area. On the left side, the raw data is presented, with the start of the
VS period and the data points within the VS period marked in lighter orange. On
the right side, the same data is shown after conversion into kinetic energies, with a
double sigmoidal fit applied to it. The ∆E50kin and ∆E100kin values are indicated
in dark purple. The first row represents a best-case scenario with a well-performed
VS 17. The second row illustrates VS 7 and highlights observed issues related to
the alignment of the voltage steps and mass spectra data acquisition. The third row
demonstrates VS 3, characterized by very low signal levels, and serves to illustrate
VS uncertainties during a background period.
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VS 17 5.3, performed during a high signal period at 200 to 700 cps, shows a curve
matching the expected behavior observed during the laboratory optimization exper-
iments. Although the data exhibit significant noise, the descending trend is clearly
observed in the raw data. The fit function is in a satisfactory alignment with the data
with an r2 of 0.96 showing a minor signal increase at the start of the VS. With a total
scanning time of 6.4 s, the VS is 1.4 s longer than the intended 5 s highlighting that
instrument communication delays impact VS results, even for VS case studies like VS
17, which show good performance. Scanning times between 6 and 7 s are observed in
many of the VS measurements (see Appendix A.8). With the scanning times of the
reference calibration VS being in the same range, a comparison between these values
is feasible.

In VS 7 the ∆E50
kin value is at 2.35 eV with an r2 of 0.79. The decrease in the fit’s

accuracy is partially due to the increasing signal-to-noise ratio in the data at lower
concentrations, which is approximately two times lower compared to VS 17. However,
the overestimation of ∆E50

kin is due to the extended scanning period of 8.6 s, which is
3.6 s longer than the set value. The most likely explanation for these discrepancies is
lags in the communication between the LabVIEW program used for prompting the
scripting and generating commands to change voltages, and the instrument computer,
which sets and reads out the instrument parameters, such as voltages. Such instru-
ment communication lags can be challenging since they lead to data misalignment
and consequently, a fit that overestimates the ∆E50

kin of the VS. Communication lags
mentioned here as well as their effects are discussed in more detail in Appendix A.5
and A.8. Due to their substantial potential to affect the accurate determination of
sensitivities, this study excludes VS measurements with a total scanning time ex-
ceeding 7 s and this way the significantly exceeding the calibration scanning time.
The scans exceeding the set duration limit are VS 0(7.2 s), 7(8.6 s), 8(7.1 s), 9(16 s),
10(7.1 s), 12(7.1 s), 13(7.3 s), 14(7.1 s), 15(10 s).

Several options for improving future analyses with respect to this communication
lag are proposed. Efforts to optimize the communication between the hardware com-
ponents and the scripting software are essential. Such changes have been communi-
cated to the instrument company, and collaborative efforts to address these communi-
cation lags are currently underway. It is crucial to emphasize that these improvements
do not affect the campaign data that have already been collected. For already mea-
sured data, one option could be to use a time series of a different compound as a
proxy. For example, during the AEROMMA mission, D6-acetone, a deuterated com-
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pound not naturally present in ambient air, is used as an internal standard. This
compound is continuously introduced into the instrument to facilitate accurate mass
calibrations for each flight. During the VS measurements the D6-acetone fit function
showed a relatively concise shape. Given its consistent presence during all measure-
ments, the D6-acetone decay curve could be used to normalize the timing of the VS
and therefore precisely derive the true set voltages. Such corrections could then be
applied to all other time series, resulting in a shift of set voltages to better match
their realistic values. However, implementing such a procedure will need extensive
and careful coding, testing, and optimization and is planned for the near future. With
these optimizations in place, the variability of the VS results is expected to be greatly
reduced, resulting in much more stable results.

In the last example shown in Figure 5.3 (VS 3), an ambient scan at very low
ethylene glycol concentrations is shown. VS 3 is performed during a high altitude
transit period from Dayton to Chicago that shows low signals over the majority of
the mass spectrum. It is evident that the rapid signal drop can be interpreted as
background suppression. The fit yields a ∆E50

kin value that is much lower than the
results from the other VSs but has a low r2 value of around 0.42. Given that the
average signal in the ambient measurements before and after the VS is presumably
almost zero, the result from the VS fitting should reflect noise and should be excluded
from further analysis. To avoid the contribution of background fits to the estimated
sensitivities, fits with intensities within the variability of the instrument background
are excluded.

Another potential source of uncertainty, not currently emphasized in the case stud-
ies shown in Figure 5.3, could arise when the VS is conducted during periods with
rapidly increasing or decreasing signals. Such rapid concentration gradients during
a VS could compete with the decays imposed by the VS and therefore bias the fit
function high or low. While this effect is worth investigating further in the future, for
the data presented in this work data alignment limitations overshadow possible other
effects by far.

The valid ambient VS results of C2H6O2⋅NH+4 are shown in Figure 5.2 (more details
in Appendix A.9). Although more than half of the VS are currently excluded due
to the above limitations, the remaining VS provide consistent results with reduced
variability in the ∆E50

kin calculation. The remaining ∆E50
kin of VS 4, 5, 6, 11, 16, and

17 are used to calculate an average ¯∆E50
kin = 0.97±0.07(7.2 %) eV. After conversion

into sensitivities, using the fitting parameters for the sigmoidal slope described in
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Section 4.2.4, a sensitivity of 3207±723(23 %) cps/ppb is estimated.
Conventional calibrations of ethylene glycol were performed after the AEROMMA

campaign by Chelsea Stockwell of the NOAA team. The derived sensitivity is found to
be 3110±119(3.8 %) cps/ppb, when calibrating the NOAA VOCUS instrument in lab
conditions. This result is in great agreement with the 3207±723(23 %) cps/ppb derived
with the VS method. Such findings therefore further promote the use of this method
for estimating sensitivities for uncalibrated compounds, as well as for compounds witn
unidentified sources that may be challenging or impossible to calibrate.
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5.3. Quantification of Key oxygenated Compounds in
urban Plumes

In the following, the method is tested for a number of additional compounds, that are
relevant in urban plumes. Compounds with the 13 highest urban enhancements are
used to estimate sensitivities based on their VS results following the same approach
as for the ethylene glycol time series. Only fits of VS with less than 7 s and r2 values
higher than 0.3 are considered. However, it should be noted that the current analysis
of these compounds is not evaluated and optimized in the same depth as it is for the
ethylene glycol resulting in larger variability.

VS sensitivities are compared to the sensitivities of compounds that were calibrated
during the campaign. The displayed calibration results from conventional calibrations
are in decent agreement for most compounds. While D5-siloxane, and acetone give
similar results and agree within 9 and 3 %, benzaldehyde has a noticeable discrep-
ancy. Being a low-sensitivity compound towards ionization by ammonium clusters,
benzaldehyde sensitivity is overestimated by the VS method and follows a similar
pattern as isoprene and styrene previously discussed in Figure 4.13. It should be
noted that, for the majority of these compounds, comparing the calibration results to
the VS results is inherently circular, as these calibration results were originally used
to convert ∆E50

kin values into sensitivities. Agreement between these datasets should
therefore be expected. However, the fact that ethylene glycol was calibrated after the
campaign and was not considered for the conversion fit makes the strong agreement
between the ethylene glycol calibration and the VS result particularly promising.
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Figure 5.4.: Quantification of Oxygenated Compounds in Urban Plumes: A
list of compounds relevant in urban plumes together with the internal standard D6-
acetone. The names of the compounds are working titles, and it is not yet determined
if these are the actual compounds measured or if they are isomers. The VS results
from all ambient VS are shown in purple, with all VS longer than 7 s and all fits with
r2 lower than 0.3 excluded. Compounds that were found in the plume periods and
are part of the calibration standard have their calibration results plotted on top in
brown. For ethylene glycol, a calibration result post-campaign is plotted in orange.
The VS data is processed using the sigmoidal fit results (Figure 4.3). Median, upper
and lower quartile re marked in the boxplots.
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The quantification of additional compounds depicted in Figure 5.4 underscores the
method’s encouraging potential. For these compounds, calibrations have not been
conducted with the instrument thus far, and for certain compounds, calibrations may
not even be possible or may be very challenging. It is worth noting that all compounds
detected using ammonium ionization are oxygenated and have posed challenges for
detection with conventional methods like PTR MS. A comparison with literature
and emission inventory values reveals that the compounds identified in this study
have sources in cooking, including heptanedial, heptanal, hexanone, cyclopentanone
[62], and volatile chemical products, specifically coatings and fragrances, such as D5-
siloxane, PGMEA, cyclohexanone, butyl acetate, ethylene glycol, and benzaldehyde
[63], [19]. Given that these urban emission sources are becoming increasingly domi-
nant in cities, it is imperative to emphasize that the VS method enables us to quantify
their strength. Finally, all the above sources originate from primary emissions of an-
thropogenic sectors. However, during these measurements, oxidation products from
these emission sources are also expected to increase. A characteristic example of
urban chemistry in this context is the presence of organic nitrates, which can be ex-
tremely challenging to quantify. Here, by using the VS method we are able for the
first time to constrain the sensitivity of an abundant organic nitrate in urban air
with the chemical formula of C6H11NO4 ⋅ NH+4 . Such quantification sets the basis
for future evaluation of chemical transport models to better predict the evolution of
urban plumes and the subsequent formation of secondary pollution, including ozone
and aerosol particles.
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In this work, a voltage scanning technique using collision-induced-dissociation was
successfully developed, optimized, and implemented in a challenging environment on-
board the NASA DC-8 aircraft during the AEROMMA field campaign. The developed
method facilitated the quantification of oxygenated volatile organic compounds ob-
served in urban plumes detected during a flight over the metropolitan area of Chicago.

In preparation for the field campaign, the VOCUS chemical ionization mass spec-
trometer was characterized and optimized for measurements utilizing ammonium ions
as reagent ions. The VS method was used to correlate signal decay rates derived from
a scanning measurement to sensitivities. Decay rates were fitted using several fitting
functions and optimized to capture the observed trends. The majority of compounds
showed a direct decay following the ramping of voltages during the VS. However, sev-
eral compounds of higher mass often showed an increase in their intensity followed by
a decay. Declustering of higher-order clusters was ruled out as a relevant reason for
rising signals during VS, and it was suggested that mass-dependent focusing effects
might be the dominating factor in these patterns. Such decay rates were fitted using
either a Gaussian function for faster batch analysis or a double sigmoidal function
for targeted analysis. The latter proved to be more effective for compounds with
increasing signals during VS, as indicated by the positive sigmoidal shape, offering a
more accurate representation of the underlying process.

The VS method was further optimized to enhance its suitability for field campaigns.
The performance of VS was assessed with a focus on concentration dependencies,
particularly when employing VS at low concentrations. Furthermore, improvements
were made in the VS time resolution, resulting in a reduction of VS time to just a
few seconds. Overall, we found no concentration dependencies and optimal scanning
conditions at an acquisition frequency of 10 Hz and a total scanning time of 5 s while
scanning over a total voltage of 100 V. Such VS speeds were achieved for the first time
in this work and highlight the potential of this method for field applications.

Utilization and testing in a complex field environment were achieved during the
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AEROMMA campaign, where the voltage scanning method was used to quantify sev-
eral compounds measured in high intensity plume periods. For the C2H6O2⋅ NH+4
cluster (ethylene glycol) a sensitivity of 3207±723(23 %) cps/ppb was derived using
the voltage scanning technique. This result was in great agreement with the sen-
sitivity derived in a post campaign laboratory calibration, yielding a sensitivity of,
3110±119(3.8 %) cps/ppb. The quantification of additional uncalibrated OVOCs un-
derscored the method’s encouraging potential. This included the quantification of
OVOCs that have sources in cooking, including heptanedial, heptanal, hexanone, and
cyclopentanone, as well as in volatile chemical products, specifically coatings and fra-
grances, such as D5-siloxane, PGMEA, cyclohexanone, butyl acetate, ethylene glycol,
and benzaldehyde. As these urban emission sources continue to gain dominance in
cities, it is crucial to highlight that the VS method allows us to accurately quantify
their magnitude.

Finally, we identified oxidation products originating from these emission sources, in-
cluding organic nitrates, which can be exceptionally challenging to calibrate. Through
the application of the VS method, we successfully determined the sensitivity of a
prevalent organic nitrate in urban air for the first time, characterized by the chemical
formula C6H11NO4 ⋅ NH+4 . Such quantification sets the basis for future evaluation
of chemical transport models enhancing our ability to forecast the development of
urban plumes and the subsequent generation of secondary pollutants, such as ozone
and aerosol particles.

Although comparable techniques have been tested in laboratory settings for orders
of magnitude longer time resolutions, the high-speed scanning method presented in
this research was an innovative approach that has considerable prospects for its prac-
tical field application in the future. Pushing the method to its limits revealed existing
limitations and challenges. Continued research and resolution of these challenges may
transform this method into a powerful tool for measuring uncalibratable compounds
in future studies.

The methodology outlined in this work can be improved in a number of ways.
One such improvement involves addressing communication issues between the instru-
ment’s software and hardware to reduce misalignment errors. By utilizing an internal
standard, it may be possible to eliminate the timing offset through normalization of
the starting time to a fitted function of the voltage scanning effects detected during
internal standard measurement. Furthermore, a better understanding of the physi-
cal processes during voltage tuning could also lead to a more accurate interpretation
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of the results. By optimizing the utilized fit function, more precise results could be
achieved. A unique opportunity to differentiate between collision-induced dissociation
patterns and superimposed effects could be achieved by separating the influence of
declustering and possible focusing processes. However, such physical effects are not
fully controlled and understood yet. Future isolation of mass and class dependent
behaviors could be achieved by increasing the number of calibrated compounds mea-
sured in laboratory voltage scans. Especially intriguing for future laboratory studies
will be the examination of structural isomers. If highly distinct behaviors are observed
between structural isomers when undergoing voltage scans, it may be feasible to uti-
lize this method to distinguish between various isomers during field measurements in
the future.

For field applications, further analysis of data from the AEROMMA campaign and
additional measurements conducted at the FZJ during the spring could facilitate the
improvement of scan timing, duration, and magnitude. Improved filtering methods
for low signal voltage scans are crucial in preparing the analysis method for larger-
scale applications. Such low signal-to-noise periods could be excluded by automatic
scripts that compare the ambient intensity relative to the background. To assess
the reproducibility of the method, it is necessary to deploy the method at different
measurement platforms using different instruments. Data from both ground-based
campaigns and chamber experiments has been measured in Jülich and now requires
evaluation.

While there are many challenges remaining, this study demonstrates the potential
of the voltage scanning method for quantifying compounds in extreme field measure-
ments. This could be a key method in the quantification of OVOCs, that can not
be quantified with other calibration methods. Such refining quantification methods
can foster comprehension of measured data and ultimately enhance our knowledge
of observed environments. With a better understanding of the chemical evolution
of VOCs and OVOCs, their formation pathways for secondary organic aerosol and
ozone formation can be better understood. Therefore, this work has the potential to
evaluate the contribution of currently unknown pollution sources moving a step closer
to more effective mitigation strategies to address air pollution and global warming.
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A. Appendix

A.1. Instrument Background
High background signals reduce the quality of the measured data. Fluctuating and
highly variable backgrounds pose challenges to analyzing and interpreting data. In
cases where the signal-to-noise ratio is reduced, signals may not be sufficiently sep-
arated from the background. Additionally, elevated background levels restrict the
extent to which signal enhancements can occur. It is therefore essential to take mea-
sures to reduce the instrument’s background.

High purity of zero air gases is crucial in precisely determining background interfer-
ences. The liquid solutions of NH3 and H2O, along with the zero air and calibration
standard, should have minimal contamination. Nevertheless, as the NH3 solution
ages, replacing the solution leads to the contamination of the instrument lines be-
cause of its exposure to ambient air. Subsequently, it takes a considerable amount of
time for the VOCUS system to reach again equilibrium. To reduce the risk of con-
tamination or leakage a pump is introduced into the line between the NH3 solution
and the mass flow controller that is used to regulate the flow into the ion source.
After changing the solution or periods of inactivity, the line can be pumped to pump
out the ambient contaminated air.

Instrument backgrounds tend to decrease when the instrument operates for ex-
tended durations. To minimize the downtime and maintain a continuous vacuum,
shutting down the instrument is avoided whenever possible. This approach helps
reduce the effects of potential leaks and the accumulation of deposits inside the in-
strument.

An essential part of the regular maintenance procedures for the instrument involves
tuning the detector. Over time, the MCP elements within the detector degrade,
leading to a reduced performance. Regular retuning of the voltages is crucial to
ensure that the signals maintain their strength. Failure to tune the detector correctly
can result in detector noise, which influences the signal-to-noise ratio and therefore
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A. Appendix

increases the uncertainties of background corrections.
Finally, on all instrument parts, and particularly on the ion source, leakage is a

significant cause of high background signals. Intensive and regular leak testing is
essential for ensuring optimal instrument performance.

A.2. Instrument Comparison
In Xu et al. [50] the fractional contribution of different ionization pathways for the
detection of species contained in calibration gas standards are discussed (see calibra-
tion gas details in Appendix A.3) and compared to this work. The high sensitivity
and dominant contribution of NH+4 ionization is observed by Lu et al. as well as
in this work, with MVK, acetone, and pentanone. For aldehydes, acetaldehyde and
pentanal/pentanone show a similar ionization scheme and for both instruments share
medium sensitivity. High H+ ionization contribution is observed for both instruments
for a common monoterpene, α-pinene, as well as alkenes. In addition, both instru-
ments show similar sensitivity for α-pinene. With no shared alcohols in the calibration
standards and a high variability observed in the sensitivities of different calibrated
alcohols, a comparison is difficult. For alcohols, both instruments show mostly lower
sensitivities and mostly low contribution by NH+4 ionization. For aromatics, specifi-
cally toluene and xylene, both instruments show a dominant H+ ionization and very
low overall sensitivity. In conclusion, both instruments exhibit similar performance,
providing confidence that findings and conclusions regarding the operation of one
instrument can be extrapolated to guide the optimal operation of the other.
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A.3. Calibration results

Name Formula Mass Av. Sensitivity Cal. Bottle
[amu] [ncps/ppb] [ppb]

Nopinone C9H14O 138.10 1.95E-01 ± 1.34E-02 848.22 ± 72.21
Pentan-3-one C5H10O 86.07 1.47E-01 ± 3.59E-03 1141.81 ± 97.21
Butan-2-one C4H8O 72.06 1.05E-01 ± 1.89E-03 1363.89 ± 116.11

MVK C4H6O 70.04 8.03E-02 ± 1.97E-03 1404.88 ± 119.6
Acetone C3H6O 58.04 6.39E-02 ± 1.11E-03 1659.73 ± 141.3

Acetonitrile C2H3N 41.03 3.36E-02 ± 1.78E-03 2334.87 ± 198.78
a-Pinene C10H16 136.13 2.09E-02 ± 1.23E-03 752.65 ± 64.08

Butan-1-ol C4H10O 74.07 5.13E-03 ± 2.56E-04 1332.61 ± 113.45
Isoprene C5H8 68.06 5.76E-04 ± 5.68E-06 1219.06 ± 103.78

Acetaldehyde C2H4O 44.03 2.06E-04 ± 4.33E-05 2148.45 ± 182.91
Benzene C6H6 78.05 2.15E-05 ± 5.62E-06 1372.18 ± 116.82
Toluene C7H8 92.06 9.26E-06 ± 1.47E-06 1146.6 ± 97.62

Methanol CH4O 32.03 6.33E-06 ± 9.45E-07 3008 ± 256.09
Xylene C8H10 106.08 4.83E-06 ± 1.13E-06 960.1 ± 81.74

Chlorobenze C6H5Cl 112.01 -1.31E-05 ± 8.20E-05 1200.87 ± 102.24

Table A.1.: Calibration Results for the FZJ VOCUS: Results from Calibrations
performed during a 3-week period in spring 2023.

Name Formula Mass Av. Sensitivity
[amu] [cps/ppb]

D5-Siloxane C10H30O5Si5 370.09 15249±1761
Benzonitrile C7H5N 103.04 4519±187

MVK C4H6O 70.04 2103±228
Acetone C3H6O 58.04 1437±156

Acetonitrile C2H3N 41.03 839±110
Acrolein C3H4O 56.03 269±41

Acetaldehyde C2H4O 44.03 26±5
Methacrolein C4H6O 70.04 514±25

Isoprene C5H8 68.06 27±5
Styrene C8H8 104.06 348 ± 30

Table A.2.: Calibration Results from the NOAA VOCUS: Results from Cali-
brations performed in the second period of the AEROMMA campaign.
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A.4. Error Propagation of Conversion to Kinetic
Energie

In the following, the error propagation for the formula derived in 4.2.1 is presented.
Error for a, b, and c were not stated in Steiner et al. [58]. To emphasize the impact
of these errors, the error propagation is also performed for Z0.
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A.5. Lag of written Voltage Values
Figure A.1 displays data extracted from the data files of the NOAA VOCUS during
the AEROMMA flight over Chicago to show the potential risks associated with mis-
alignment resulting from data mismatching based on the written indicators of the VS
scripting. The first example shows the ambient VS 7, which was overestimating the
∆E50

kin. This occurred because the parameter "VS Scripting" was marked as active
much earlier in the data than when the actual effect of the VS began. It is evident
that the voltages recorded in the data files for both the set point and the read-back
value lag behind and exhibit unpredictable jumps. The VS scripting implements the
voltage changes in much smaller steps than they are written in the files. The read-
back value is not particularly useful as it jumps to a maximum value that does not
reflect the set maximum value and lacks objectivity. Even for the good performing
VS, ambient VS 17, the read back is lagging far behind. It is evident that these ef-
fects vary in each run, and the assumption is that the recorded values do not update
quickly or accurately enough. In both examples illustrated above, the VS should have
completed within 5 s, but both examples show a clear lag of varying magnitude.
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Figure A.1.: Written Instrument Parameters during VS: VS 7 (top) as a good
and VS 17 (bottom) as a bad example of VS data alignment from measurements
of the AEROMMA Chicago flight for C2H6O2⋅NH+4 . The VS Scripting indicates if
the scripting is active, the time series of C2H6O2⋅NH+4 highlights the chosen periods
for the VS processing marked in orange, and the IMR back set point and read-back
parameters as written in the measurements instrument data are presented against the
time relative to the indicated start of the VS.
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A.6. Calculation of Coefficient of Determination for
fitted Data

For evaluation of fits performed in this work, the coefficient of determination or r2

score is used. This is implemented in Python with the package skikit-learn [73]. The
r2 score gives a ratio of variation. Independent variables are parameters used in the
fit function. The dependable variable is the result of the fit. The r2 score can be 1.0
or lower. With 1.0 describing a fit where all data points are described perfectly by
the independent variables. In equation A.8 yi is the input data point, while ŷi is the
value predicted by the fit for the given data point. ȳ is the average value of the input
data.

r2(y, ŷ) = 1 − ∑
n
i=1(yi − ŷi)2
∑n

i=1(yi − ȳ)2 (A.8)

The r2 score used in this work is not a simple linear regression score, which is often
referred to as r2. While the coefficient of determination is commonly denoted as R2,
it is not in this work. Instead, r2 is used to denote the coefficient of determination,
as explained here and further described in [73].

A.7. Using squared Voltage instead of Kinetic Energies
The conversion into kinetic energies presented by Zaytsev et al. [55] and widely
used so far in the field has high uncertainties and low physical accuracy. Since the ion
mobility scales quadratic in the conversion, so do the empirically determined constants
commonly used. These constants have been fitted on a dataset that is rather poor in
the lower mass range. To avoid these uncertainties and to significantly simplify the
VS processing, an alternative is presented. This makes it proportional to the applied
field energy in W = V 2

Ω .
In Figure A.2 data is presented that was calculated from a calibration voltage

scanning measurement with a VOC calibration gas bottle. The dataset was converted
into both U2 and kinetic energies and then processed to generate the ∆U250 and ∆E50

kin

values using a gauss fit. When these values are compared directly, a high linear
correlation is found (r2 = 0.986). These results promote that instead of converting
the applied voltages of the VS into kinetic energies, as described in 4.2.1 , it is
suggested, that keeping the voltages as the basis for further calculations would be
sufficient. While this would lose some physicality and information regarding the
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examined system, the simplified approach would yield almost the same results with
highly reduced computational times.

Still, there is a minor mass dependency in the conversion to kinetic energies, which is
noticeable in the comparison. Although this could be a good way to apply the voltage

Figure A.2.: Comparison between ∆U250 and ∆E50
kin: calibration data processed

using both conversion to ∆Ekin and ∆U2. A linear fit is applied. The data points
are colored by the sensitivity derived from a step calibration, and the size of the data
points reflects the mass of the clusters.

scanning method in the future and reduce the development and processing time,
this work uses data converted into kinetic energies. This ensures, that the physical
interpretation of the absolute energy values remains possible for future investigations
and ensures a coherency with the referenced literature.
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A.8. Effect of Data Misalignment
To visualize the distortion of the VS processing due to data misalignment, the cal-
culated ∆E50

kin values of the ethylene glycol time series of the AEROMMA Chicago
flight are presented in Figure A.3. With the VS scripting set to tune over 100 V in 5 s,
all VS measurements show a lag of at least 1 s in the written indicator. With longer
lags, the calculated ∆E50

kin values increase.

9
at 16 s

Figure A.3.: Shifting of the calculated ∆E50
kin values due to misalignment of

data: Ambient VS results of the AEROMMA Chicago flight for C2H6O2⋅NH+4 . The
VS number is written on the marker and the marker size scales with the r2 value of
the VS fit indicating the quality of the fit.
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A.9. Ethylene Glycol VS results

Nr. ∆E50
kin r2 Duration av. Int. before av. Int. after Int. change

[eV] [s] [cps] [cps] [cps/s]
0 1.34 0.85 7.20 212 (±40) 168 (±40) -1.96 (±2.55)
1 0.85 0.36 6.50 23 (±17) 24 (±17) 0.04 (±1.09)
2 1.06 0.34 6.90 22 (±16) 21 (±17) -0.05 (±1.06)
3 0.55 0.42 6.90 30 (±22) 34 (±22) 0.16 (±1.40)
4 1.05 0.88 6.70 280 (±69) 275 (±69) -0.20 (±4.51)
5 0.93 0.48 6.60 35 (±23) 42 (±23) 0.30 (±1.48)
6 1.01 0.75 6.40 140 (±41) 128 (±41) -0.56 (±2.69)
7 2.35 0.79 8.60 200 (±59) 163 (±59) -1.57 (±3.55)
8 1.54 0.79 7.10 101 (±37) 116 (±37) 0.71 (±2.36)
9 2.00 0.51 16.01 177 (±30) 86 (±30) -2.93 (±1.39)

10 1.36 0.68 7.10 117 (±23) 49 (±23) -3.05 (±1.50)
11 0.86 0.68 6.40 88 (±32) 97 (±32) 0.43 (±2.10)
12 1.23 0.58 7.10 50 (±25) 42 (±25) -0.33 (±1.60)
13 1.04 0.75 7.30 98 (±33) 109 (±33) 0.49 (±2.08)
14 1.01 0.83 7.10 94 (±32) 119 (±32) 1.10 (±2.04)
15 2.17 0.67 10.00 71 (±26) 59 (±26) -0.48 (±1.48)
16 0.99 0.83 6.60 81 (±34) 77 (±34) -0.20 (±2.22)
17 0.96 0.96 6.40 415 (±65) 302 (±65) -5.28 (±4.28)

Table A.3.: Results of C2H6O2⋅ NH+4 Ambient VS measurements: Derived
∆E50

kin and corresponding r2 values, as well as the total written duration of the VS
and the average intensity before and after the VS and the resulting intensity change
during the VS.

Nr. ∆E50
kin r2 Duration av. Int. before av. Int. after Int. change

[eV] [s] [cps] [cps] [cps/s]
0 1.29 0.34 7.50 26 (±21) 27 (±21) 0.06 (±1.32)
1 0.93 0.56 6.90 31 (±25) 32 (±25) 0.07 (±1.59)
2 0.41 0.59 7.00 34 (±20) 28 (±20) -0.24 (±1.26)
3 2.10 0.45 7.10 26 (±19) 24 (±19) -0.08 (±1.20)

Table A.4.: Results of C2H6O2⋅ NH+4 Calibration and Zero VS measurements:
Derived ∆E50

kin and corresponding r2 values, as well as the total written duration of
the VS and the average Intensity before and after the VS and the resulting intensity
change during the VS.
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A. Appendix

A.10. Plume Compounds

Name Formula Mass mean VS. Sens mean Cal. Sens
(possible) [amu] [cps/ppb] [cps/ppb]

D5-Siloxane C10H30O5Si5 370.09 13863 ± 1899 15249 ± 1761
Cycloheptanone C7H12O 112.09 14051 ± 4138

Heptanedial C7H12O2 128.08 12485 ± 2858
PGMEA C6H12O3 132.08 9262 ± 1590

Cyclohexanone C6H10O 98.07 8707 ± 4599
Org. Nitrate C6H11NO4 161.07 8874 ± 8662

Butyl Acetate C6H12O2 116.08 5203 ± 3362
Heptanal C7H12O2 128.08 6057 ± 4534

Ethylene Glycol C2H6O2 62.04 3207 ± 723
Hexanone C6H12O 100.09 4063 ± 1834

Benzaldehyde C7H6O 106.04 2715 ± 2302 433 ± 319
Acetone C3H6O 58.04 1476 ± 208 1437 ± 156

D6-Acetone C3[2H]6O 64.08 1490 ± 656

Table A.5.: Possible Plume Compounds and Internal Standard: Results from
Voltage Scans performed on the first Chicago flight of the AEROMMA campaign and
calibrations performed during the second period of AEROMMA. Values displayed
here are not median values as in Figure 5.4, but averages with standard deviations
as errors. VS results from VS with durations longer 7 s and from VS with r2 scores
lower than 0.3 as well as the low signal VS 0,1,2,3 are excluded.
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B. Utilized Software

For operation of the FZJ VOCUS, software provided by TOFWERK was used. in
particular “Acquility” and “TofDaq” for running measurement and “TOFWARE”
for analyzing, baseline correcting, and peak fitting the measured data. The NOAA
VOCUS was operated using “LabVIEW”.

Further coding for data analysis and plotting was done in this work using “Python”,
and the packages, “pandas”, “numpy”, “matplotlib”, “h5py”, "os”, “math”, “sklearn”,
“datetime”, “scipy”, “molmass” and “cartopy”. Additionally, “Igor” was used for pro-
cessing and plotting calibration data. Vector graphics were created using “Inkscape”.

“ifftex” was used for writing the thesis. For spell checking and improvement of
grammar and readability, “DeepL”, “LanguageTool” and “ChatGPT” were utilized
on a word or sentence scale. “ChatGPT” was also used to generate short code snippets
to assist in the writing of Python code.
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