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Abstract

Lifelong learning — an agent’s ability to learn throughout its lifetime — is a
hallmark of biological learning systems and a central challenge for artificial intelli-
gence (AI). The development of lifelong learning algorithms could lead to a range
of novel Al applications, but this will also require the development of appropri-
ate hardware accelerators, particularly if the models are to be deployed on edge
platforms, which have strict size, weight, and power constraints. Here, we explore
the design of lifelong learning AT accelerators that are intended for deployment
in untethered environments. We identify key desirable capabilities for lifelong
learning accelerators and highlight metrics to evaluate such accelerators. We then
discuss current edge Al accelerators and explore the future design of lifelong
learning accelerators, considering the role that different emerging technologies
could play.



Lifelong learning (also known as continual learning) is an approach to artificial intel-
ligence (AI) in which a model is expected to learn from noisy, unpredictable, and
changing data distributions while continually consolidating knowledge about new
information. The model must transfer previously acquired knowledge forward to new
tasks, transfer new knowledge backward to previously learnt tasks, and adapt quickly
to contextual changes [1, 2]. The capabilities of AI systems have advanced notably in
recent years, but designing lifelong learning machines remains difficult. Algorithmic-
level innovations are important to address this problem. However, to be of practical
value, lifelong learning models must often be deployed on physical hardware at the
edge, under strict size, weight, and power constraints. And this will require advances
in hardware accelerators for lifelong learning.

Current Al accelerators with on-device learning capabilities support aspects of
lifelong learning. (Note, lifelong learning and continual learning are often used inter-
changeably, but continual learning is not equivalent to online on-device learning.)
Edge Al accelerators, in particular, contain limited computational capabilities and
operate under battery power, and various challenges — including those related to
dataflow, external memory access and computation — remain to be addressed with
these systems. The workload profile for lifelong learning also has different character-
istics on the edge. These characteristics include being able to process data at variable
frequencies while learning relevant features from them, operating under memory and
computational constraints, and optimising for energy-accuracy trade-offs in real-time.
The characteristics also limit the direct application of optimisation techniques often
used in cloud environments. In addition, few of the design approaches provided for
edge AT accelerators can transfer to large-scale systems.

In this Perspective, we examine the development of lifelong-learning capable digital
hardware accelerators for untethered devices. We first consider fundamental aspects
of lifelong learning algorithms and then identify the hardware design requirements
that digital accelerators must meet in order to support lifelong learning. We discuss
the importance of standardised metrics for lifelong learning systems, and provide an
overview of current accelerator designs. We also explore the future of lifelong learning
accelerator designs and consider the role that different emerging technologies could

play.

Fundamentals of lifelong learning

The term lifelong learning refers to a system’s ability to autonomously operate in,
interact with, and learn from its environment [3-5]. This requires the system to be able
to improve its performance through the acquisition of new knowledge and learning to
operate under energy and resource constraints. More specifically, a lifelong learning
system meeds to function in dynamic and noisy environments, rapidly adapt to novel
situations, minimise forgetting when learning new tasks, transfer information between
tasks, and operate without explicit task identification.

Several learning paradigms and features have been involved in the process of arriv-
ing at this definition of lifelong learning. The concept includes transfer learning in



which the goal was to recycle/reuse the learnt representations for other tasks [6]. This
was followed by multi-task learning (MTL), which had the goal of improving gener-
alisation by leveraging domain-specific information in related tasks [7]; however, in
this setting, tasks are trained jointly and not sequentially. Transfer learning and MTL
evolved into few-shot learning [8], in which the goal is to learn from a limited num-
ber of examples with supervised information in the target domain. This drove the
approach towards learning to learn (also called meta-learning), where a system learns
to optimise the objective on its own; an approach that aims to achieve the rapid, gen-
eral adaptation that biological brains can offer [9]. In tandem, studies on biological
brains have shown that there is a combination of learning mechanisms that support
lifelong learning, rather than a single one [1]. Drawing from this and more, researchers
consider that a number of these learning paradigms constitute a subset of lifelong
learning .

Methods have been devised to address different aspects of lifelong learning. These
methods are synaptic consolidation, dynamic architectures, and replay (Fig. 1).

Synaptic consolidation is a way to preserve synaptic parameters when learning
new tasks. The most common method is to add regularisation terms to the loss func-
tion to maintain previous synaptic strengths or neural activations [10, 11]. Another
approach is to use more complex synapse models with memory-preserving mecha-
nisms such as metaplasticity [12], multiple weight components operating on different
timescales [13], or probabilistic synapses [14].

Dynamic architectures expand network capacity in order to solve a particular
task, using top-down control of resources. The expansion of network capacity takes
different forms, including periodic additions of new neurons or addition of entire new
networks or layers dedicated to solving new tasks [15, 16]. Another approach is to
dynamically gate the network components according to the task identity. This is often
achieved by means of a task oracle (that is, an autoencoder capable of separating
specific classes and tasks) or by meta-learning a gating function [17].

Replay involves the presentation of samples representative of previously learnt
tasks interleaved with samples from the task currently being trained. Replay helps
bring the training data closer to being independent and identically distributed, as
would be the case if all tasks had been trained jointly. This allows the network to
be trained to maximise performance across all tasks (as opposed to only learning
the current task) and to learn inter-task boundaries. To replay data in neural net-
works, previous training samples (or internal representations) are encoded, stored, and
recalled from a memory buffer or recreated by a generative model [18-20]. Methods
are evolving to use more sophisticated algorithms for both the selection of samples to
be stored in the replay buffer and for the selection of samples to be replayed from the
buffer [21].

Several machine learning models have been developed to address lifelong learn-
ing, with a heavy emphasis on the catastrophic forgetting problem using the methods
discussed above, as well as some hybrid models that combine features from two
or more of them. Increasingly, AI researchers are taking inspiration from discov-
eries in neuroscience that help explain how biological organisms are able to learn
continually [1].
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Fig. 1 Addressing lifelong learning in AI systems - a, Applications : Lifelong learning shown
in the context of sequential tasks (large circles) and sub-tasks(smaller circles) with varying degrees of
similarity, and the associated hardware challenges. b, Algorithmic mechanisms: A broad class of mech-
anisms that address lifelong learning. Dynamic architectures either add or prune network resources
to adapt to the changing environment. Regularization methods restrict the plasticity of synapses to
preserve knowledge from the past. Replay methods interleave rehearsal of previous knowledge while
learning new tasks. ¢, Hardware challenges: Lifelong learning imposes new constraints on Al accel-
erators, such as the ability to reconfigure datapaths at a fine granularity in real-time, dynamically
reassign compute and memory resources within a size, weight, and power(SWaP) budget, limit mem-
ory overhead for replay buffers, and generate potential synapses, new neurons and layers rapidly.
d, Optimization techniques (Bottom): Hardware design challenges can be addressed by performing
aggressive optimizations across the design stack. Few examples are dynamic interconnects that are
reliable and scalable, quantization to >4-bit precisions during training, hardware programmability,
incorporating high bandwidth memory, supporting reconfigurable dataflow and sparsity.



Key capabilities for lifelong learning accelerators

Recent research on synaptic consolidation [10, 12-14], dynamic architectures [15, 16]
and replay methods [18, 20] show promise in addressing aspects of lifelong learning.
By studying these methods, we have assembled a list of six desirable capabilities
for AT accelerators: on-device learning, resource reassignment within budget, model
recoverability, synaptic consolidation, structural plasticity, and replay memory.

The first three capabilities are general ones that apply to any lifelong learning
method; the last three are specific to one or more of the lifelong learning methods
discussed above. The relevance of each capability to a specific design will depend on
the type of accelerator and the target application.

On-device learning

A lifelong learning system needs to continuously learn from non-stationary data dis-
tributions over varying time-scales [22]. Since the system has to learn in real-time,
on-device learning is crucial to avoid latency associated with data transmission to the
cloud. Generally, for on-device learning, design considerations are required i) when
batching data of large samples on limited memory resources and ii) when storing
and mapping a large pool of intermediate model parameters in compact formats to
minimise data movement cost. While translating to the context of lifelong learning,
additional challenges arise: optimising complex computations observed in consolida-
tion methods so that the energy cost is reduced and minimising the latency to access
previous samples in replay methods.

Resource reassignment within budget

Lifelong learning systems must have the ability to reallocate or distribute resources
within a size, weight, area, and power (SWaP) budget at runtime, and quite often
this could entail different granularities. This suggests that the system must be capable
of parametric, neuronal or memory reassignments during its lifetime [23]. This is
a challenging requirement — especially when hardware is tightly optimised for one
method, model, or functionality. Furthermore, to allocate resources at fine-granularity
one needs to identify points of operation that are pareto-optimal, while ensuring that
the architecture remains flexible to different tasks. Additional challenges may arise
when the size of the input and output layer differs between tasks [24, 25], such as
accommodating the model expansion on the fly and/or the inability to encode and
store data within a fixed size.

Model recoverability

One challenge in developing a lifelong learning Al system is to establish confidence
in the model, and more so when the system is changing autonomously [26]. In a
software environment, it is possible to checkpoint a model’s state, preserving the overall
model or maintaining a history of updates. This tracking provides a valuable record
of a model’s past states that can prove essential for either diagnostic purposes or
for reverting to a previous state (if an online update led to failure). Several of the



design choices that make Al accelerators more efficient make checkpointing a model’s
configuration dynamically impractical, if not impossible.

Synaptic consolidation

Models incorporating synaptic consolidation typically use multiple internal states to
learn at different timescales using several loss functions, probabilistic synapses, refer-
ence or target weight values or other synaptic states in addition to magnitude (i.e.,
metaplastic state, consolidation tag). Each of these consolidation mechanisms entails
auxiliary information stored on-device and additional operations performed during any
learning process. In general, for consolidation mechanisms, a lifelong learning acceler-
ator needs to store and associate auxiliary information with specific synapses/neurons
and support custom loss functions.

Structural plasticity

Structural plasticity relates to physical changes in the model, including the addi-
tion/removal of synapses (e.g. synaptogenesis or synaptic pruning) or of neurons
(e.g. neurogenesis/neural pruning), gating and attention mechanisms, and mixture of
experts [16, 27, 28]. While static allocation of pools of neurons and/or synapses is
possible at design time, it is still challenging to model and train such highly dynamic
architectures. The underlying accelerators should support fine-grain runtime reconfig-
urability to add or reallocate a new pool of memory and computational resources. This
problem is exacerbated when reallocation has to occur under a limited SWaP budget.

Replay memory

Replay mechanisms might require a continuously growing memory as the model learns
new tasks. Replay comes in two varieties, known as waking and sleeping replay, both
of which need to be supported by accelerators. In waking replay, to prevent forget-
ting previously learnt tasks, selected samples representative of the earlier tasks are
interleaved while training a new task. During sleep replay, the system rehearses only
samples from previous tasks to consolidate knowledge. Memory access during sleep
replay can be at a slower clock cycle, since the model does not need to respond to
real-time stimuli. Memory storage can be off-chip. Waking replay, on the other hand,
requires on-chip buffers that can update the system state at a faster rate without dis-
rupting learning on the current task. Overall, memory storage and access patterns for
replay mechanisms are of mixed latency and are distributed.

The current generation of accelerators includes some highly programmable devices,
but there are not any that support the full set of capabilities listed above. And those
that do support some of the features [29, 30] do not meet the size, weight, area, and
power (SWaP) budget constraints imposed by untethered devices.

Initial metrics to evaluate lifelong learning
accelerators



In lifelong learning scenarios, the statistical properties of the input stream cannot be
assumed to be stationary, an assumption that underlies traditional statistical learn-
ing theory approaches. This limits the usability of standard evaluation protocols and
metrics described in the machine learning literature. However, the methods used to
assess the quality and capability of lifelong learning systems have been evolving along
with the progress in models and applications [31].

Table 1 lists recent lifelong learning metrics for evaluating algorithms. Based on
pilot implementations [32, 33|, we also propose additional metrics for lifelong learning
accelerators (communication overhead and multi-tenancy).

A common benchmark for assessing how a system learns a sequence of tasks is to
measure the mean accuracy across all tasks after the model has been trained on each
task at least once (that is, at the end of the overall training sequence). This metric
can be compared to the accuracy achieved when all tasks are trained jointly to obtain
a measure of the amount of forgetting that is due to sequential learning. However,
there are nuances that are not reflected in this type of measurement. For example,
it does not distinguish between a system that learns the first task perfectly but is
unable to learn subsequent ones and a system that learns the last task perfectly but
forgets the preceding ones. For this reason, studies [19, 34] that measure how much
performance changes in prior tasks (backward transfer), and how performance changes
in downstream tasks (forward transfer) have provided more insight into how systems
address continual learning and where their limitations lie.

Other metrics specific to lifelong learning include more granular methods for mea-
suring trade-offs between plasticity and stability, measuring how continual learning
can be leveraged to learn faster or improve performance compared to a baseline model
(by using prior knowledge), measuring the time to recover performance after task tran-
sitions (performance recovery), and measuring performance degradation on previous
tasks after each new task is learnt (performance maintenance). Beyond performance,
it is also important to study models in terms of applicability [35]; this includes metrics
quantifying how robust models are to noise, failures and data ordering, and autonomy
of the model (for example, does it need supervision, task oracles).

Another important dimension of evaluation, especially for edge Al accelerators, is
sample efficiency and scalability. These aspects can be quantified in terms of memory
overhead, training speed, and network growth over time (which should preferably be
bounded irrespective of the amount of data processed). Furthermore, for the accelera-
tors, we consider the cost of data movement and reuse for all the methods (arithmetic
intensity), energy efficiency of the system, total memory footprint that can increase
with lifelong learning methods, the communication overhead that is associated with
accessing data from higher-order memory for replay or plasticity, and multi-tenancy
capturing the systems response rate when executing sequential tasks for real-time
operations.

In addition, there are metrics and evaluation protocols specific to accelerator
design. For example, metrics that highlight the efficiency-efficacy trade-off, method
tunability as it depends on specific application requirements [36], performance vari-
ability as a function of data sequence length and out-of-distribution streams, and
continual evaluation regimes that measure worst-case performance, necessary when
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deploying critical real-world applications [37]. Several metrics and benchmarking plat-
forms have been published for AT inference accelerators [38, 39] and lifelong learning
algorithms [31], but there is a need to identify and develop new benchmarks and work-
loads suitable for continual learning accelerators on a larger scale, including hardware
and algorithmic metrics.

Lifelong learning on current untethered Al
accelerators

AT accelerators can be categorised based on those that support traditional rate-based
implementations and those that support spiking neural networks. Tables 2 and 3
provide an overview of digital AT chips (rate-based and spiking) that can perform on-
device learning in untethered environments. We split the accelerators into two tables
[40] because the baseline resolution of the computations and associated metrics such
as performance (TOP/s) and power are different for spiking accelerators and rate-
based accelerators and because SNN algorithms generally support different network
topologies and have different encoding schemes. We also note there are differences in
the choice of design optimisations for the two sets of accelerators.

Traditional accelerators for rate-based Al algorithms have primarily been focused
on implementing and optimising DNNs, CNNs, and RNNs, generally trained using gra-
dient descent applied with backpropagation. Design choices during the development
of these accelerators focus on microarchitectural exploration [41, 42], energy-efficient
memory hierarchies [49, 50, 51], flexible dataflow distribution [43-45], domain-specific
compute optimisations such as quantisation, pruning, and compression [46-48], and
hardware-software co-design techniques [49]. More recently, a rate-based accelera-
tor with latent replay and on-device continual learning has been proposed [36]. The
design leverages the benefits of quantisation and tiling to reduce compute and memory
overheads.

Compared to rate-based accelerators, spiking neuromorphic accelerators are
designed to support algorithmic models that more closely mimic the functionality of
their biological counterparts. This often involves more complex synaptic and neuronal
dynamics, which are inherently temporal in nature. The typical characteristic of a
spiking neuron is how it integrates information over time, and only releases a spike
once the accumulated information crosses a threshold. Neuromorphic systems tailored
for SNNs have demonstrated efficiency in a number of ways: low cost of a single
spike, asynchronous and sparse communication, and cheaper synaptic operations that
do not require multiplication. Though these features can be achieved in non-spiking
domains, unlike recurrent neural networks, SNNs have an inherent temporal aspect in
the neuron dynamics without the need for recurrent connections while offering greater
applicability and computational power than binary neural networks.

In the context of lifelong learning, several promising methods draw inspiration from
neural plasticity, including spike-timing-dependent plasticity, heterosynaptic weight
decay and consolidation, and neuromodulation [1]. The bio-plausible learning models
generally have local learning, neuronal and synaptic plasticity rules that require fine
granular control on the hardware substrates. Neuromorphic accelerators inherently
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Fig. 2 Hardware optimisations for lifelong learning in AI accelerators. The bar plots
indicate which lifelong learning features are affected by each optimisation technique.

offer a high degree of freedom to optimise dynamically at such fine granularity com-
pared to the rate-based accelerators [50]. For example, triplet STDP rules [51] that
learn temporal correlations between pre- and post-synaptic spike neurons (useful for
rapid adaptation) are more amenable for deployment on neuromorphic accelerators
that support integrate-fire dynamics.

The current spiking accelerators capable of learning can be divided into two
broad categories: large-scale spiking accelerators[50, 52, 53] and accelerators targeted
towards edge platforms [54-59]. Large-scale spiking accelerators support a wider range
of applications or cortical simulations that focus on scalability and programmabil-
ity [50, 52, 53]. These accelerators employ multiple independent parallel cores to realise
the neurons and synapses of the network. The cores are connected through network-
on-chip interconnects, which offer greater flexibility with high-bandwidth inter-chip
or inter-board interfaces. In contrast, accelerators targeted towards edge platforms
consist of a single core that supports various degrees of network connectivity, such
as full connectivity in a crossbar architecture or locally-competitive- algorithm based
architectures for sparse inputs [60].

Although most accelerators in both categories usually incorporate local unsuper-
vised learning for on-device training, recent efforts are advancing toward incorporating
multilayer spiking neural networks with supervised training [55]. There have also been
extensions of supervised SNN models to lifelong learning. For example, a digital spik-
ing network was designed for lifelong learning tasks using surrogate gradient-based
training [33]. This accelerator uses activity-dependent metaplasticity to enable lifelong
learning. For example, memory access overhead is reduced by using sparse spike-based
communication, where only indices of neurons with active spikes are transmitted.
Quantisation and compute-lite linear metaplasticity functions reduce memory and
computational overhead.

Optimisation techniques

There are a number of optimisation techniques used in current AI accelerators:
reconfigurable dataflow, memory optimisation, dynamic interconnection networks,
quantisation, sparsity, and programmability. For each of these techniques, we suggest
extensions that would facilitate lifelong learning (Fig. 2). We also highlight how each
method may impact the metrics described in Table 1. However, it is important to note

10
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that the optimisation techniques listed can help to realise only a subset of features for
lifelong learning.

Reconfigurable dataflow

On-device training requires iterative processing to compute optimal model parame-
ters. The training procedure typically consists of three stages, forward pass, backward
pass and parameter update. The three stages share a processing element (PE) array
but have different dataflows, which leads to different memory access patterns for the
same data array. In addition, the optimal memory layout is different for each data flow,
making optimising the operations of all three training stages difficult. This incongruity
between dataflow and memory layout causes redundant memory access operations
(each memory access consumes ~200x more energy than compute units [61]) and
reduces core utilisation, resulting in speed and energy efficiency degradation. Recent
studies have described several techniques to address this problem, which can be broadly
classified into array rearrangement and configurable dataflow techniques. Array rear-
rangement techniques by performing matrix transpose in custom SRAM, introducing
diagonal storage pattern [62] or tiled weight rearrangement [44, 63] are some examples
that are currently used, and are presented in Table 2. Configurable dataflows [41, 64]
include reversing dataflow for weights and outputs [44], or exchanging paths between
weights and inputs [48].

When considering lifelong learning accelerators, novel dataflow optimisation tech-
niques can play a large role in handling structural plasticity and performing efficient
replay. Unlike the three stages observed in on-device learning using backpropaga-
tion, structural plasticity involves a dynamic change in network architecture, requiring
different optimal memory layouts for each change. Similarly, for replay, the system
transitions from learning from streaming data to accessing, processing, and learning
from batched samples of previous experiences. Such dynamic behaviour significantly
increases the search space for finding the mapping (translating the model into its
hardware-compatible representation) that best optimises data movement for improved
arithmetic intensity. Additionally, to accommodate this flexibility in structure, some
studies have explored techniques such as reduction tree microachitectures, atomic
dataflow using graph-level scheduling and mapping [65, 66] to handle sparse and
irregular data movement, but trade speed for higher power consumption. The afore-
mentioned techniques can be useful in supporting mechanisms such as episodic replay,
pruning and dynamic gating; however, further complex architectural changes like neu-
rogenesis or the addition of entirely new layers or networks in real-time pose challenges
in adopting high degrees of reconfigurability and identification of optimal mapping
space without impacting energy efficiency of the accelerator.

Memory optimisation

Off-chip memory access can account for more than 80% of total energy consumption at
inference [67]. Consequently, during training the overhead is more pronounced, since
calculating gradients can require up to 10x as much memory access as updating the
weights [41]. Therefore, it is crucial to reduce energy consumption due to memory
access for energy-constrained platforms. One way to achieve this goal is to devise
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Fig. 3 Memory models. Potential memory models to enable lifelong learning features in Al accel-
erators, for methods such as: replay (a), structural plasticity (b), and synaptic consolidation (c).
Heterogeneous and adaptive memory architectures that support data access with variable latency,
high bandwidth, flexible data storage with minimal multi-tenancy (time lapse between two sequen-
tial tasks) will play an important role in these accelerators.

techniques to reduce the cost of individual memory access. The major component of
energy consumption during memory access operation is due to data communication
rather than data access; the former can incur up to ~ 99% of total energy consumption
[68]. This has motivated designers to reduce the communication distance between
memory and processing. A key technique in this regard is processing in memory which
performs computation within the memory array. A similar technique is near-memory
computation, which brings compute cores closer to memory. DLUX [43] which is an
accelerator that leverages near-bank computation in 3D memory has shown on average
42x improvement in energy efficiency on representative data centre training workloads
compared to the Tesla V100 GPU. BrainChip’s Akida [53] and Intel’s SNN chip [57]
adopt near-memory computation with distributed compute cores where each core is
assigned dedicated on-chip memory.

Another way to reduce energy consumption due to memory access is to reduce the
number of accesses altogether. To this end, dataflow and data layout in memory can be
optimised to maximally coalesce memory access and reuse data [44]. Another technique
is to use recomputation to save memory access [69]. In this technique, the intermediate
states necessary for the backward pass are recomputed from the checkpoint rather
than stored in memory. These are some of the prominent techniques that help tackle
the memory overhead for on-device training.

Lifelong learning methods that mitigate catastrophic forgetting naturally exacer-
bate memory overhead during training. A conceptual memory organisation for the
three lifelong learning methods is shown in Fig. 3. Structural plasticity and synap-
tic consolidation require additional storage on-device for the network parameters and
structural pointers. In structural plasticity, the number of weights, activations, and
gradient information that needs to be stored will grow over a system’s lifetime, hence
the memory overhead can linearly increase with the number of tasks encountered in
the models lifetime [70]). In Fig. 3, we show this overhead with additional auxiliary
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memory that can be kept in sleep mode when not in use. Synaptic consolidation often
involves using additional states to represent information such as metaplasticity, con-
solidated weights, or probabilistic information. This can lead to up to ~ 3.5x memory
overhead for a short sequence of tasks [13]. Moreover, consolidation approaches may
require scratchpad memory to temporarily store network activity or gradient informa-
tion to determine the importance of parameters. Lastly, in replay methods, in addition
to storing network information, there may be a need to continuously store prior expe-
riences in some form of memory buffer or at least some form of knowledge representing
prior experiences from which synthetic data can be generated. It can lead to up to 2x
memory storage overhead in addition to the buffers [70], which may increase with the
addition of newer tasks leading to unbounded memory requirements. The optimum
size of the replay buffer is usually chosen based on the performance in the problem
being solved and the resource constraints. While simpler tasks may require storing a
small percentage of data (1%), more complex tasks may need more storage for accept-
able performance [71]. Depending on the sample size, frequency of access and the stage
of replay (sleep or wake), this data can be located in higher levels of memory hierarchy
or in buffers that are close to the compute substrate, as shown in Fig. 3. In practical
scenarios, a combination of methods will be chosen that can compound the memory
overhead. It is worth emphasising that the cost of the overhead is largely determined
by the location of the data in the memory hierarchy, rather than its amount. Since
fetching data from an off-chip DRAM can incur ~ 33x more energy compared to on-
chip global buffer [61], even a small overhead can incur substantial energy cost as it
resides in higher levels of memory. Consequently, memory optimisation is critical for
most existing lifelong learning algorithms on untethered devices.

Dynamic interconnection networks

The interconnect topology and the speed of the link can critically impact the flexibility,
functionality, and real-time performance of an accelerator. Topologies such as mesh,
tree, ring, and hybrid are commonly used to support global connectivity, especially in
AT accelerators, where common patterns are observed in weight updates and underly-
ing communication. The selection of topology and packet-based communication mode
(unicast, multi-cast, or broadcast) directly depends on factors such as latency, peak
and average bandwidth, and traffic patterns. Common NoC topologies are variants of
the H-Tree, hierarchical tree, and toroidal mesh [47, 50, 52, 72]. The 2D torus topol-
ogy offers high throughput as it enables equal bisection bandwidth between the two
halves of the network [41, 64, 73] and supports parallel synchronous and asynchronous
stochastic gradient descent operations. Additional schemes such as population-based
hierarchical connectivity introduced in Loihi [50], can reduce the connectivity resources
by an order of magnitude by utilising predefined connectivity templates mapped to
specific populations.

To support features such as neuronal pruning and neurogenesis which are dynam-
ically triggered by novel input stimuli, it is important to select a topology that is
reliable, scalable, and offers fine-grained routing reconfigurability. Rapid reallocation
or generation of new resources is required during high periods of activity. Full connec-
tivity to all the processing elements is desirable, as new neurons can be generated in
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Fig. 4 Maximum accelerator power with respect to quantisation and numerical for-
mats. In general, accelerators operating on lower bit precision (< 8-bit) demonstrate lower power
consumption.

any layer. At the same time, greater routing feasibility is preferred at the local nodes
as potential synapses are formed. Furthermore, fast router links for global and local
connectivity will be required to facilitate real-time updates.

It is important to note that support for the above mentioned features comes at
the cost of increased node count and, therefore, higher power and area - undesirable
for untethered devices. For instance, full connectivity leads to large-area and poor
scalability of the models. On the other hand, fast router links such as high bandwidth
metallic interconnects and advanced digital routers are power hungry (for example,
2GHz on-chip network router fabricated at 16nm CMOS process consumes 2.4 to
2.8W of power [74]). Optical interconnects or hybrid optical interconnects (2D or 3D
topologies) can be potential solutions in the long term [75, 76].

Quantisation

Quantisation can offer significant benefits when operating under resource constraints,
enabling the reassignment of resources and increasing the feasibility of model check-
pointing. For example, quantising model parameters from 32-bit to 8-bit, can reduce
the model size by 50%-75% and reduce the energy consumption by 67%-75% [77].
Fig. 4 and Tables 2 and 3 show how different accelerators use quantised precision
to achieve low energy and high throughput [44, 47, 50, 55, 58, 72, 78, 79]. However,
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also note that few of the accelerators shown in Fig. 4 demonstrate significantly lower
power due to other factors such as chip size and on-chip memory (refer to Tables 2
and 3) for details.

Existing approaches for minimisation of quantisation error fall under three cat-
egories: quantisation-aware training, post-training quantisation, and fully quantised
training. Quantisation-conscious training approaches train or fine-tune models with
simulated quantisation operations to learn quantised weights and activations. On the
other hand, no training is involved in the post-training quantisation approach; the
high-precision parameters are directly converted to low-precision parameters. While
the former two approaches are used for inference applications, fully quantised training
can be used for training a model that quantises gradients in addition to weights and
activations [80]. Quantisation on hardware generally involves reduction of bit-width
and designing custom processing elements to operate the optimised bit-precision. For
example, studies have implemented a 2xfp 8/1xfpl6 (fp - floating point) configurable
fused-multiply add [44]; some techniques removed fp special values such as NaN, Inf
and subnormal during training stage [81], and some newer works suggest near-memory-
processing techniques [82, 83] wherein simple operations are performed by data with
high-bit precision in external memory and the data is fetched to the accelerator after
quantisation in the memory.

Lifelong learning models often require high-precision computation and are chal-
lenging to operate in a low-precision regime. For example, in regularisation techniques,
previous knowledge is protected by reducing the changes to the weights that are
deemed important. However, low-precision weights prohibit such precise changes
in magnitude, thus requiring longer duration to learn a task. Another challenge
is that these models require multiple quantisation levels for the different lifelong
learning methods. When these models are deployed on accelerators incorporating
energy-efficient MACs, the challenge exacerbates due to the dynamic quantisation
requirements on-device. Therefore, the system should have knowledge of the statistical
parameters to identify the right quantisation mechanism. However, these mechanisms
have a large search space to narrow down to an optimal quantisation level. Studies
suggest that quantisation can be used to improve model fit on-device and throughput,
where these systems carry out continuous online training with training frequencies
from an hourly to daily basis and training duration between seconds to days [84].
Other techniques, such as adaptive quantised training [85, 86|, show promise in their
applicability to lifelong learning accelerators. We can assess the goodness of a quanti-
sation approach by performing ablation studies to determine how byte size affects the
arithmetic intensity and thereby throughput for real-time learning. Additional insights
can be gained by studying the memory footprint for a specific type of quantisation.

Sparsity

Recent studies on ML models show that sparsification can lead to a reduction in
model size by 1-2 orders of magnitude [87]. In sparsification methods, we reduce
representational complexity using only a subset of the features (eliminating ineffectual
computations and reducing storage by encoding only nonzero values) and achieve the
corresponding improvements in computational, storage and energy efficiency without
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loss of accuracy. Unlike mainstream over-parameterized models that tend to overfit
to the data and degrade generalisation to unseen examples, sparsity can help with
generalisation. Sparsification can be either structural (i.e. weights, neurons, heads) or
ephemeral (i.e. activations, gradients, errors). Generally, accelerators aim for either
sparse matrix-vector or sparse matrix-matrix multiplications. Sparsity is inherently
unstructured (e.g., activations, gradients), where the nonzero elements are randomly
scattered. Often to improve hardware execution, the structure is introduced through
model operators or weight pruning in coarse-grain blocks. Most accelerators utilise co-
design approaches of a sparse training algorithm and hardware. Specific approaches
include structural weight sparsity by storing weights in a compressed block format,
supporting the arbitrary reuse of matrices or their elements, sparse compression with
event-driven activity gating, using address event representation and using blocked
bitmap storage to implement sparse vector products [44, 46, 47, 50, 55, 65, 66]. A sparse
matrix storage format determines ranges of sparsity where it performs most efficiently.
Additionally, spiking accelerators incorporate the aforementioned optimisations since
SNNs fundamentally feature a high degree of sparseness in their activity [50, 52, 56].
Tables 2 and 3 show how different accelerators handle sparse computations.

Sparsity can be quite unstructured and fine-grained in lifelong learning methods.
Dynamic sparsity techniques that iteratively combine pruning and regrowth of ele-
ments during the training process, as in [16, 88|, will be more suitable than static
sparsity approaches that do not account for model structure updates during training.
Techniques such as ephemeral sparsity during training, sparsification during training,
and dully sparse training can be utilised based on the method. Structural plasticity
methods introduce load imbalance depending on the distribution of zeros across dif-
ferent processing elements (i.e. inter-PE and intra-PE load imbalances). This requires
a dedicated block that can share the workload at run-time and support asynchronous
execution. It seems that the optimisation space for these methods is quite large.
Algorithms can guide the types of sparsity that can be supported. A process like
neurogenesis can be valuable for sparse high-dimensional representations that remain
stable with adaptation [89]. Several of the hardware metrics such as memory footprint,
learning cost, power efficiency are directly impacted by the level of sparsity, extrac-
tion of non-zeros, data decoding, and synchronisation. Furthermore, communication
overhead captures the peak utilisation of accelerators’ computational resources and
off-chip bandwidth.

Programmability

Any physical accelerator is designed within fixed resource and energy budgets. Pro-
grammability allows a system to perform flexible operations within a fixed budget.
However, an inverse relationship is observed between the programmability and energy
efficiency of the accelerators [90]. Prior studies have focused on improving the
programmability of the accelerators to support multiple learning algorithms and archi-
tectures within a power budget of < 1W [50, 91, 92]. For example, researchers have
explored different techniques such as using custom instruction set architectures [49, 73],
multi-core architectures (large core counts) utilising smart interconnects with each
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core capable of executing completely distinct programs [93] and support for dynamic
hardware reconfiguration [46, 64, 72, 94].

To perform lifelong learning in the wild (in untethered scenarios) [22], systems
may have changing goals and functionalities, utilise different learning rules, or even
different models and architectures. Translating this to accelerator design requires flex-
ibility in selection of programmable methods to update a model’s architecture and
parameters. Such programmability is crucial for reassigning resources under SWAP
constraints where several features are necessary but need not be active simultane-
ously. For example, a system could periodically switch between employing structural
plasticity or complex synapses and replay. In this manner, the advantages of different
techniques can be utilised based on the needs at run-time. Additionally, within the
paradigm of lifelong learning, highly programmable accelerators are expected to sup-
port algorithms that evolve over time, enabling efficient implementations of structural
plasticity.

General design considerations

Following Occam’s razor, designing lifelong learning accelerators can be seen as a form
of multi-scale optimisation and may effectively increase the system robustness and
reconfigurability. The greatest difficulty lies in activating all of the above features to
their full potential in a single accelerator, so that it can be used for lifelong learning.

While lifelong learning accelerators feature the real-time learning capabilities of
on-device learning accelerators, the former require quite a few additional features. In
particular, lifelong learning accelerators must optimise mapping of sparse and irreg-
ular data movement within a limited power budget. Concretely, this optimisation
supports structural changes during the model lifecycle. As far as memory is consid-
ered, a major difference is in the dynamic memory structures. Memory can grow or
shrink at multiple abstractions (e.g., temporary buffers, replay buffers, plasticity mod-
ules) based on the lifelong learning mechanism. On the other hand, on-device learning
accelerators can experience model changes, but the memory access patterns might
not change across inference or training. Reconfigurability is a key element in any
accelerator, but for lifelong learning systems, a more fine-granular reconfigurability is
necessary to direct resources when rapid plasticity occurs at run-time. In recent times,
most machine learning models use compression techniques such as sparsity and quan-
tisation. What makes it difficult in the context of lifelong learning is that the early
stage structure adaptation and later stage adaptation can be varied, or there can be
unstructured sparsity caused by neurogenesis. This means the system has to perform
adaptive compression, whether it is quantisation or other forms of compression. New
tapered precision numerical formats that are effective during training and inference
might come to rescue [95, 96]. A critical point is that all of these methods should
address the extreme SWaP requirements associated with untethered applications.

In general, the surge in different algorithmic mechanisms and the AI models, and
evolving evaluation methods cause a widespread in the accelerator designs. This makes
it hard to determine the state-of-the-art and make direct comparisons on performance
and order-of-magnitude improvements. For example, if [33] serves as a reference for
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Fig. 5 Accelerator power vs. throughput. We observe the power vs. throughput for accelerators
that support on-device training in untethered environments [44, 46-48, 62, 72, 78, 91]. The axes are
set in log scale. The green region represents the target zone of operation, (< ImW and > 1GOp/s ),
for lifelong learning edge accelerators [100].

lifelong learning accelerators, one can state the goal for the accelerators is to oper-
ate at 500 MOP /s throughput and ~ 10-15 ms of training latency per sample with
14mW power at 14nm node. However, it is important to note that [33] currently
supports regularisation-based mechanisms and is also not rigorously optimised. This
might not then be a fair baseline for accelerators that support all three mechanisms or
a different class of mechanisms [97, 98], as the architectures can lean towards compute-
bound or memory-bound based on the algorithmic mechanism.We intend to revisit the
discussion of lifelong learning on spiking neural network accelerators as they mature.

Future designs for lifelong learning accelerators

The tinyML community [99] has specified a set of targets for edge AI accelerators:
power consumption <1mW, numerical precision of <4-bits, expected best case latency
in the range 1-10ns, SRAM capacity of 100kB-150kB, and DRAM capacity of 0.5MB-
1MB. Fig. 5 illustrates the power and throughput values of a subset of current Al
accelerators, with on-device learning capabilities [44, 46-48, 62, 72, 78, 91]. As can be
seen, we still have a ways to go before reaching the targets set for inference acceler-
ators. For instance, the power consumption of most of the current on-device learning
accelerators ranges from 36mW to 1.16W, throughput ranges from 0.15 TOP/s to 3
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TOP/s, and numerical precision is between 2 and 16-bits (integer and floating point)
albeit a couple of exceptions [ Tables.2 & 3.

Simultaneously satisfying all TinyML design criteria may be challenging in the near
future, without architectural innovations, aggressive optimisations, and new circuit
designs. This challenge is further exacerbated for lifelong learning machines. For a
lifelong learning accelerator, at the edge, we propose that the target zone of operation
is < ImW and > 1GOp/s, which is similar to the neuromorphic system counterparts.
Previous studies have identified this zone of operation for the extreme edge [100].
This zone is suitable for lifelong learning applications in untethered environments,
given operational constraints. It should be noted that this zone is an initial target
and can be adapted as there is more development in the models and accelerators.
Although optimisations in current digital accelerators can extend their capabilities, it
is important to rethink accelerator architectures for lifelong learning.

Reconfigurable architectures

High degree of reconfigurability is required primarily for structural plasticity mecha-
nisms, as it supports the physical changes in the model primitives. To provide such
fidelity, design aspects to consider include : i) a shared bus with flexible bandwidth
to interact amongst all layers (e.g.- neurogenesis/pruning); ii) presence of dynamic
precision accumulators or integrators to circumvent rapid saturation and excessive
neuron firing; and iii) distributed memory (SRAMSs), that can be tuned to differ-
ent sleep modes when unused for timing-sensitive routines (2MB SRAM fabricated
in 65nm process can result in power saving of ~ 5000x when running in deep-sleep
mode as compared to active mode [101]). Communication schemes in which the synap-
tic connections are virtually formed or pruned, such as address-event representation
(AER) [102], enhanced AER [103], or synthetic synapse representation (SSR) [104],
are potential pathways to realise a shared bus with flexible bandwidth. New tapered
numerical formats, such as Posit [105], can be used in the service of dynamic precision
modulators. These formats have shown potential to operate with high accuracy and
at >8-bit precision in both inference and training operations [96, 106].

To address reconfigurability in cases where the parameters of a cluster of neurons
are regularly tuned (e.g.: metaplasticity), time multiplexing [107] can be considered.
One approach is for the processing elements (PEs) to be time multiplexed such that
each PE serves multiple neurons, namely one-serve-multiple. This can facilitate neu-
rogenesis or synaptogenesis within preset computational resources. In this approach,
additional memory is required to account for the new connections created during
structural plasticity. Moreover, the memory overhead problem is aggravated due to
the requirement to store neurons with multiple internal states (e.g.-sigmoid/ReLU as
opposed to spiking neurons/LSTM cells). In other scenarios where fixed neurons are
added, the memory constraint is no longer present and PEs can be equipped with
linear-feedback shift registers (LFSRs) to formulate synaptic pathways (as in SSR) or
generate the synaptic weights [108]. Rather than storing synaptic weights, generating
them can improve energy efficiency and give the accelerator an additional degree of
freedom to create or prune synaptic connections. When forming and pruning synapses,
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the model must be aware of the importance of a synaptic connection to the previously
learnt information.

Memory topologies

For memory design, there are two main design considerations : i) high data bandwidth
for rapid learning and ii) large memory footprint.

Addressing the first design consideration is particularly challenging, as data trans-
fer across the chip can incur high energy (up to 62% of total energy in a mobile
device [109]), which limits the bandwidth that can be supported in energy-constrained
platforms. We envision memory organisation biased towards local computation as
a promising approach to address this issue. Although current processing-in-memory
architectures leverage this principle, these allow minimal modification in memory
arrays, so it may prove difficult to accommodate complex computations. Developments
to support such computations can prove impactful to realise energy-efficient lifelong
learning accelerators. In this regard, processing-near-memory architectures have more
potential, since the logic layer being close to memory can offer more flexibility. In addi-
tion, advances in memory technology are also necessary to support high bandwidth
data transfer in energy-constrained platforms. Newer technologies, such as optical
interconnects, can be incorporated in 3D memory to improve memory bandwidth and
energy efficiency. More fine-grained DRAM architectures are also being explored that
activate a smaller portion of the array and reduce the communication distance between
I/0 and cell array for energy efficiency [110, 111]. Progress on this front can also prove
beneficial in supporting high memory bandwidth in lifelong learning accelerators.

The second design consideration of large memory footprint motivates us to look
toward software-controlled heterogeneous memory for lifelong learning accelerators. In
traditional hardware-managed memory hierarchy, high-speed memory incurs a large
chip area without contributing to memory capacity, which is not feasible in area-
constrained platforms. This issue can be avoided with software-controlled memory.
It can optimally use heterogeneous memory to enhance on-chip memory capacity by
allocating data with different lifetimes and access frequencies to different types of
memory. For example, the gradient/ network activity information required in consol-
idation mechanisms can be stored in scratchpad memory or any memory technology
with low access time and higher endurance while network parameters that are updated
on a slower timescale, for example, parameter importance metrics, can be stored in a
compact slower memory. Replay methods may require storing a substantial number of
samples from previous tasks, but since these samples are usually interleaved with cur-
rent task samples, their access may be less latency-sensitive. A more compact memory
technology with higher access latency such as HBM or HMC could be more suitable
for storing them. With advances in emerging memory technologies (more on this in
subsection Beyond CMOS and emerging technologies), designers can choose from an
array of devices from memory to storage to address the memory overhead associated
with lifelong learning methods. However, it remains to be understood how memory
should be distributed to optimally support data access patterns and memory overhead
of the different lifelong learning methods.
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On-chip communication

In the context of lifelong learning, the Network on Chip (NoC) should be able to meet
the varying data and bandwidth requirements without degradation in throughput,
as the network grows in real-time and its structure is altered. On-chip communica-
tion should arguably promote reliability and availability. Time-division-multiplexed
communication (supporting asynchronous and synchronous solutions) [112, 113], and
dense 3D networks can offer interim solutions to enable multiple tiers of intercon-
nections for structural plasticity mechanisms and regularisation techniques with high
bandwidth communication. It is important to note that the lack of high bandwidth
on-chip communication has a direct impact on the performance of lifelong learn-
ing accelerators, such as slow adaptation for neurogenesis, throughput limitations
for replay methods, missing critical information during asynchronous updates, and
executing time-critical updates in regularisation while learning.

Other approaches to improve on-chip communication is to use intra-layer optical
interconnects, where a single transmitter delivers data to multiple arbitrarily arranged
receivers to support local learning [76]. Optical wiring and modulators can enable
direct photonic broadcast (many to many, without a need for time-multiplexed com-
munication) with minimum latency and energy consumption [76], or point-to-point
communication via optical superchannels (point-to-point communication via optical
superchannels uses upto 1Tb/s electro-optical modulator and can offer ~13x higher
bandwidth than advanced digital routers) [74, 114].

Beyond CMOS and emerging technologies

When we contemplate the potential of technologies beyond CMOS and those that are
emerging, for lifelong learning, we can separate them into two distinct categories.

The first category relates to how the inherent characteristics of emerging technolo-
gies that are close to maturation can address the computational challenges of lifelong
learning. Memory overhead is one of the primary examples: lifelong learning methods
incur significant memory overhead and should be supported within the form factor of
untethered devices. These methods also require memory with a range of latency and
endurance criteria to optimise performance.

Emerging non-volatile memory (NVM) such as resistive random access memory
(RRAM), phase change memory (PCRAM), spin transfer torque magnetoresistive ran-
dom access memory (STT-MRAM), hold promise in this regard. RRAM and PCRAM
are suitable for meeting memory density requirements, as they are capable of 3D inte-
gration, which offers 3x higher density compared to contemporary DRAM [115].
STT-MRAM devices can be used to store parameters that are updated frequently,
as they exhibit fast read and write time and high endurance [116]. Combined with
CMOS memory technology, emerging memory devices support heterogeneous architec-
tures with a range of latency, density, and endurance characteristics that can meet the
requirements of lifelong learning methods. Mature RRAM and PCM devices can also
be incorporated into processing-in-memory (PIM) architectures to support streaming
input scenarios. It is projected that RRAM-based PIM architecture consumes ~ 57%
less energy than SRAM [117]. However, device engineering is required to make them
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operate at lower technology nodes. Moreover, the devices exhibit non-ideal character-
istics such as nonlinearity in tuning, low precision, and limited endurance, which can
negatively impact the model performance. These challenges call for further research
to improve device characteristics along with creative adaptation of device variability
in algorithms and architectures that alleviate the effects of non-idealities.

The second category relates to how the needs of lifelong learning architectures
open up the design space of emerging devices and materials. For example, device
properties, such as the ability to modulate the change in internal state at different
voltage or current levels, can be leveraged to implement metaplasticity mechanisms
[118, 119]. Likewise, a performance analysis of memristive devices for online learning
has shown that tolerances in the write error of ~40% can be achieved due to the
self-correcting nature of supervised learning algorithms and synaptic plasticity models
[120]. This potentially opens up the design space to devices that may exhibit a lower
degree of precision or control of resistive states. Devices with different degrees of
retention can contribute to lifelong learning systems: high-retention devices can be
used to emulate long-term network parameters, whereas low-retention devices can be
leveraged for short-term metaplasticity. Frequent updates may require devices with
higher endurance in both scenarios.

It is important to highlight the scarcity of studies that evaluate the potential of
emerging technologies in the context of lifelong learning [119]. A fundamental question
to be explored is what requirements these devices should have to maximise their poten-
tial for lifelong learning. In fact, it is plausible that different parts of an architecture
may require different device characteristics. All these factors open opportunities for
research on device, architecture, and algorithm co-design, to leverage beyond CMOS
technologies effectively for lifelong learning on untethered platforms.

Outlook

For AI models to learn efficiently and continually in practical settings, careful con-
sideration of the underlying AI hardware accelerators is required. Rapid innovations
are occurring in both lifelong learning models and the underlying hardware. There-
fore, model and hardware efficiencies are intertwined, and co-design approaches are
essential in order to design good machines. To facilitate co-design between model and
hardware, we have outlined features for lifelong learning accelerators that are agnostic
or tied to specific methods. These methods serve as the backbone for most existing
lifelong learning models. However, as model complexity increases, transitioning from
current Al accelerators to the next generation of accelerators will be necessary for
both advances in research and practical applications.

We also explored existing accelerators for learning at the edge, and highlighted
how lifelong learning can exacerbate the gap between an ideal accelerator and existing
AT accelerators. We examined how common optimisation approaches can be adapted
to focus on features necessary for lifelong learning, providing a route for existing Al
accelerators to become applicable to lifelong learning. Often these optimisations will
be application specific depending on the models tried and tested in their correspond-
ing domains prior to deployment. To design a more general-purpose lifelong learning
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accelerator, the system should have the ability to autonomously self-tune at a finer
granularity based on the application, and have the capability to evaluate the trade-offs
across the learning features. However, these insights are limited to the scope of exist-
ing accelerators, and we also discussed areas that have room for further exploration,
particularly beyond CMOS and emerging technologies.

What then is the optimal solution for lifelong learning accelerators? As a start-
ing point, this can include achieving on-device training for high-dimensional and
large-scale problems on the cheap, fine granular run-time reprogrammability of com-
pute/memory resources and novel heterogeneous memory architectures that support
high-density storage and fast access with increased bandwidth. Moreover, all of these
features should be supported in sub-milliWatt power budget so that they can operate
seamlessly in untethered environments. We also provided an initial set of metrics that
can help assess the different solutions in terms of performance and cost. Although there
is unlikely to be one unified metric to clearly identify if one solution is better than
another, the metrics discussed should offer the granularity to compare accelerators
based on applications.

The brain’s ability to adapt throughout its lifetime makes it an attractive source
of inspiration for lifelong learning. However, the complexity of biological learning can
be overwhelming. Therefore, it can be helpful to identify key high-level neuroscience
insights when considering future directions for the development of lifelong learning
accelerators.

First, the brain has a considerable diversity of learning mechanisms spanning a
range of spatial and temporal scales and the specific types of plasticity can vary
considerably between brain regions and between different types of computational tasks.
For example, while a structural plasticity mechanism such as neurogenesis may be
useful for domains with continuously evolving input and output dimensionalities, such
as episodic memory, it may not be necessary for systems where the input and output
dimensionalities are well defined, such as motor control or vision processing [121].

Second, related to the task specificity of the learning mechanisms, the brain often
dynamically modifies the plasticity itself through neuromodulation or feedback cir-
cuits. The use of such top-down mechanisms may control computational processing
according to different behavioural contexts, but it can also select which plasticity
mechanisms are active in the system.

Third, sleep/wake cycles enable the system to switch between encoding and con-
solidation modes, and permit the transfer of information between brain regions. Such
modulatory control allows a system to differentially regulate what information is
learnt.

Furthermore, when considering the future development of lifelong learning accel-
erators, a number of key challenges and open questions remain. To start, how do we
co-design hardware architectures to achieve high degrees of run-time reconfigurability?
And what are the associated trade-offs between recovery time, cost, energy, and mean
accuracy? Can new architectures support structural changes at fine granularity in
order to realise potential synapses? What is the relationship between synaptic plastic-
ity, structural plasticity, learning dynamics, and generalisation? How should memory

25



be distributed among different technologies or topologies to reduce the memory over-
head of lifelong learning? How best to use emerging devices with various ranges of
read-write latency/energy and endurance to optimally support the memory require-
ments of lifelong learning? And what should be the ideal distribution between existing
and emerging memory technologies?
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