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Continuous Integration for HPC
Syncing with Gitlab tools

Use Push-Mirror (can be found in the settings). Pull-Mirror only available in paid versions
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Continuous Integration for HPC
Syncing Github to Gitlab

Already shown last year

Now used to trigger Jacamar and run on cluster with
GPU usage (for testing)
Returning results back to repository (Gitlab & Github) is
of different difficulty. Success/Failure is easy; numbers
are more difficult.
Numbers are not only for benchmarking, but already for
testing, (e.g. test coverage)
Artifacts created in Jacamar returned to Gitlab. Transfer
to Github already present, but transfer between Github
workflows of the same commit still needs development
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Continuous Benchmarking
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Continuous Benchmarking
How to store results

Storage of results from benchmarks can be in separate
repo
For few metrics and/or meta-data a database can be used
(e.g. sqlite) in a repository (therefore, versioned)

For larger amounts of data, a file-dump or git-annex or
datalad could be used (not done myself)

ÐCode repo

Runner
trigger

áData repo

Runner

build

up
da

te
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Data directory

store retrieve
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Continuous Benchmarking
How to visualize results

For large visualizations, a server with e.g.
Graphana could be used

⇒ Backend server needed
⇒ Faster to provide updated data

For smaller versions, static html with
embedded JS is an alternative (e.g. via
plotly)

⇒ Simple webserver sufficient
⇒ Easily scalable, as only static html-files

are served

This could be combined with Jupyter NB
for easy development and with mkdocs if
multiple pages shall be deployed.

⇒ Simple creation of sites and automatic
creation of menu and footers
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Continuous Benchmarking
How to visualize results

Example for website with Jupyter Notebooks and mkdocs

Separate sqlite-files for each branch

Usage of template file of Jupyter NB
This get copied for each branch
automatically in CI
Created website
With interactive graphs

/
cb-testing

results.sqlite
master

results.sqlite
.gitlab-ci.yml
mkdocs.yml
plot-results.ipynb
...
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Thank you for your attention!

Link to GitHub2Lab:
https://github.com/jakob-fritz/github2lab_action

§ → «

Link to CB-Website of PEPC:
https://slpp.pages.jsc.fz-juelich.de/pepc/pepc/

PEPC
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Thank you for your attention!

If you are interested in the details of the codes or have questions,
feel free to contact me!

j.fritz@fz-juelich.de
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