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Continuous Integration for HPC
Syncing with Gitlab tools

Use Push-Mirror (can be found in the settings). Pull-Mirror only available in paid versions

Mirroring repositories

@ Settings v

General

Integrations

‘Webhooks

Access Tokens

I Repository

Merge requests

Cijco

Packages and registries

Monitor

Usage Quotas
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Continuous Integration for HPC

Syncing Github to Gitlab

= Already shown last year
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Continuous Integration for HPC
Syncing Github to Gitlab

= Already shown last year

= Now used to trigger Jacamar and run on cluster with
GPU usage (for testing)

Member of the Helmholtz Association JLESC, April 17, 2024

(@)

1 push GEEED

KD
mirror*frepo"t
@ tart

result

GL-Runner

result JUWELS / HPC

IJ JULICH

Forschungszentrum

Slide 4



Continuous Integration for HPC
Syncing Github to Gitlab

= Already shown last year

= Now used to trigger Jacamar and run on cluster with
GPU usage (for testing)

= Returning results back to repository (Gitlab & Github) is
of different difficulty. Success/Failure is easy; numbers
are more difficult.

= Numbers are not only for benchmarking, but already for
testing, (e.g. test coverage)
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Continuous Integration for HPC
Syncing Github to Gitlab

= Already shown last year O
= Now used to trlgger.Jacamar and run on cluster with = push
GPU usage (for testing) . <> | —> emxD
= Returning results back to repository (Gitlab & Github) is i =D
of different difficulty. Success/Failure is easy; numbers m|rror¢freport

are more difficult.

= Numbers are not only for benchmarking, but already for @/ tart

testing, (e.g. test coverage)

= Artifacts created in Jacamar returned to Gitlab. Transfer GL—RunnerreSUlt

to Github already present, but transfer between Github run on
workflows of the same commit still needs development l—V %
result JUWELS / HPC
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Continuous Benchmarking
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Continuous Benchmarking

How to store results

= Storage of results from benchmarks can be in separate
repo

. trlgger
= For few metrics and/or meta-data a database can be used  Code repo (I ?
(e.g. sqlite) in a repository (therefore, versioned)

Runner

rovide

Data repo —db

Runner
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Continuous Benchmarking

How to store results

= Storage of results from benchmarks can be in separate
repo

trigger @
= For few metrics and/or meta-data a database can be used  Code repo (I) ﬁ} :?
(e.g. sqlite) in a repository (therefore, versioned)

Runner

= For larger amounts of data, a file-dump or git-annex or
datalad could be used (not done myself) store | | retrieve

=

Data directory
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Continuous Benchmarking

How to visualize results

For large visualizations, a server with e.g.

Graphana could be used
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= Faster to provide updated data
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Continuous Benchmarking

How to visualize results

For large visualizations, a server with e.g.

Graphana could be used

For smaller versions, static html with
embedded JS is an alternative (e.g. via

plotly)

Member of the Helmholtz Association JLESC, April 17, 2024

= Backend server needed
= Faster to provide updated data

= Simple webserver sufficient

= Easily scalable, as only static html-files
are served
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Continuous Benchmarking

How to visualize results

For large visualizations, a server with e.g.
Graphana could be used

For smaller versions, static html with
embedded JS is an alternative (e.g. via

plotly)

This could be combined with Jupyter NB
for easy development and with mkdocs if
multiple pages shall be deployed.
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Backend server needed
Faster to provide updated data

Simple webserver sufficient

Easily scalable, as only static html-files
are served

Simple creation of sites and automatic
creation of menu and footers
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Continuous Benchmarking

How to visualize results

Example for website with Jupyter Notebooks and mkdocs

= Separate sqlite-files for each branch /
cb-testing

results.sqlite
master
Lg,results.sqlite
.gitlab-ci.yml
mkdocs.yml
plot-results.ipynb
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Continuous Benchmarking

How to visualize results

Example for website with Jupyter Notebooks and mkdocs

= Separate sqlite-files for each branch / .
= Usage of template file of Jupyter NB Ci_;::lfll;lsg sqlite
= This get copied for each branch master

automatically in Cl | results.sqlite

.gitlab-ci.yml
mkdocs.yml
plot-results.ipynb
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Continuous Benchmarking

How to visualize results

Example for website with Jupyter Notebooks and mkdocs

= Separate sqlite-files for each branch P ————

= Usage of template file of Jupyter NB

Continuous Benchmarking for
PEPC

This get copied for each branch

Branch: master

Table of contents
Branch: cb_testing Staisticsfrom all uns

Overalltimings (wallclock)

. . Per benchmark teration
automatically in C | Code Repository Plots are interactive and can be zoomed, shifted, and data shown can be selected (via the por commit
y Issue Tracker legend). Double click to reset.

Results for individual timers

C d b . Per benchmark iteration
= (Created website
Statistics from all runs
Systen: JUSUF
Wallcloc (5] Step Time (] Tree Walk [s]_Tree Orow [s] Comm Receive (s]_Corm Reauest [s]
ount 16000000 16000000 18000000 16000000 16000000 16000000
mean  ssosisez sS4l 1eVs3 0248970 oasisr
@d oo  ooey  oooaes ooz o00zes0 oarsezs
min  sssu000  sso7is  amesso 113230 ozasse oasarnt
% seeems0  ssue AT 12T 0245165 0368692
so%  srens0  SSMES  Awies 1153290 o2ss052 ostassr
7% ssemsio  sssaos  awaas  veres ozsises ostssas
max  S7S08000  Se00s0 4200 1235930 ozs7n oszsenz
Overall timings (wallclock)
d)J0
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Continuous Benchmarking

How to visualize results

Example for website with Jupyter Notebooks and mkdocs

= Separate sqlite-files for each branch Per benchmark iteration
n Usage of‘ template flle Of Jupyter NB The solid red line represents a trend in form of a sliding average of 3 values.
= This get copied for each branch WSUF
automatically in Cl o
= Created website : * et

Comm Receive [s]

. . % Gomm Requet (4
= With interactive graphs - = ey ima
E
E
.

0
000001 000002 000003 000004 000005 000006
Id
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Thank you for your attention!

Link to GitHub2Lab:
https://github.com/jakob-fritz/github2lab_action

Link to CB-Website of PEPC:
https://slpp.pages.jsc.fz-juelich.de/pepc/pepc/
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https://github.com/jakob-fritz/github2lab_action
https://github.com/jakob-fritz/github2lab_action
https://slpp.pages.jsc.fz-juelich.de/pepc/pepc/
https://slpp.pages.jsc.fz-juelich.de/pepc/pepc/

Thank you for your attention!

If you are interested in the details of the codes or have questions,
feel free to contact me!
j.fritz@fz-juelich.de
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