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A B S T R A C T

Continuous millireactors are important but complex devices. Knowledge of their heat transfer characteristics is
essential for their design and operation, but can be difficult to determine with experiments alone. We present
a hierarchical CFD model which simulates the fluid flow and heat transfer of a Miprowa Lab millireactor
in three increasing levels of detail, and which is validated with experimental data. The model is then used
to infer additional process information that is not available via physical measurements and which in turn is
used to calculate heat transfer coefficients of the channel. The computational results show that using only the
experimental values under-predicts the heat transfer coefficients with a mismatch of up to 11%. Quantifying
this deviation is a valuable benefit provided by the model. The model paves the way for predicting the heat
transfer behavior of the reactor for different process conditions or even model-based optimization of the reactor
geometry.
1. Introduction

Continuous flow processing is an established production method for
bulk chemicals, and is increasingly being used for small-scale processes
and specialty chemicals (Gürsel et al., 2012). While these areas still
rely in a large part on batch processing (Calabrese and Pissavini,
2011), continuous flow processing in millireactors comes with a variety
of advantages. These include a higher yield, selectivity and energy
efficiency (Calabrese and Pissavini, 2011), enabled by the tight control
of process parameters (Roberge et al., 2014). The latter is especially
important for fast, highly exothermic reactions, which require fast
heat removal. The high surface to volume ratio of millireactors makes
them especially suitable for these applications (Sengen et al., 2017).
Additionally, their small holdup, together with their good controlla-
bility, can provide safety benefits when working with dangerous sub-
stances (Jensen, 2017). However, as these devices can be very complex,
often containing internal mixing elements with intricate geometries,
they can be difficult to characterize, especially experimentally, as not
all properties of interest may be available via measurements.

Computational fluid dynamics (CFD) can help to overcome these
challenges, and is widely used to study small-scale devices (Mitsos
et al., 2004, 2007; An et al., 2012; Woldemariam et al., 2016; Schön-
feld and Hardt, 2004; Shi et al., 2012; Buchelli et al., 2005; Amini

∗ Corresponding author at: RWTH Aachen University, Aachener Verfahrenstechnik - Process Systems Engineering (AVT.SVT), Forckenbeckstraße 51, 52074,
Aachen, Germany.

E-mail address: amitsos@alum.mit.edu (A. Mitsos).

et al., 2013; Brahim et al., 2003; Rahimi et al., 2009; Gobert et al.,
2017). Since it enables the evaluation at arbitrary points inside the
computational domain, it facilitates the extraction of process data
and complements and augments experimental characterizations. We
have already successfully employed CFD in previous work, using it to
manually find geometry modifications of the Miprowa Lab millireactor
which reduced its fouling potential (Begall et al., 2018), and coupling it
with a Bayesian optimization algorithm to automatically find geometry
configurations that reduce areas with stagnating flow and improve the
mixing efficiency of the reactor (Begall et al., 2023).

Among the applications of the Miprowa Lab millireactor are poly-
merization processes, which require precise temperature control to
achieve a consistent product quality. Consequently, in this article, we
are interested in the heat transfer behavior of this reactor, and want
to determine overall heat transfer coefficients for a range of operating
conditions. Heat transfer phenomena in millistructured devices are an
ongoing research topic, and CFD is increasingly being used for its
investigation, e.g., in laminar heat exchangers and reactors (Rodríguez-
Guerra et al., 2016) and tubular loop polymerization reactors (Gao
et al., 2010). What differentiates the case study investigated in this
work is the highly complex geometry of the Miprowa Lab reactor,
and the correspondingly complicated flow field which requires a high
degree of accuracy and computational resources. We focus on a test
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channel which was specially designed for the experimental character-
ization of the Miprowa Lab reactor. In a first step, we introduce a
hierarchical CFD model, which features three levels of increasing detail
to computationally approximate the physical test channel. We then
show that CFD simulations can predict the results obtained via exper-
iments with good accuracy. Building on that, we then infer additional
information from the CFD model, circumventing the limitations of
the experimental setup: The simulations yield the temperatures at any
desired point inside the computational domain, including right at the
channel wall, while experimentally, only the near-wall temperatures
can be measured. It follows that experimental data can only be used to
calculate approximate heat transfer coefficients, but it was previously
unclear how precise these estimates are. The CFD simulations however
allow to compute heat transfer coefficients using both the near-wall and
actual wall temperatures, thus making the difference quantifiable. Fur-
thermore, this enables the derivation of correction factors, which then
allow the calculation of heat transfer coefficients from experimental
measurements with a high degree of accuracy.

2. Methods

2.1. Miprowa test channel

The Miprowa Lab millireactor developed by Ehrfeld Mikrotechnik is
a shell and tube heat exchanger type reactor. It contains eight process
channels, which are arranged in series and are each 300mm long. The
test channel investigated in this work is however a single channel
of only 54mm length. It was designed specifically to characterize the
heat transfer performance of the Miprowa Lab, and thus retains its
rectangular shape and interior dimensions of 12mm by 1.5mm. Through
the flat form of the channel, heat can be transferred more effectively
than with a round or square cross section of the same area due to the
larger surface to volume ratio. Inside the channel, three layers of steel
mixing elements are inserted, forming a three-dimensional grid. The
elements have a fin angle of 45°, fin width of 1mm and fin distance of
mm. To facilitate the insertion and removal of the mixing elements,

hey are slightly thinner than a third of the channel height, thus leaving
gap of nominally 0.075mm between the elements and channel walls,

s well as between the individual elements. A cutaway showing the
ower half of the channel is shown in Fig. 1.

The first 18mm of the test channel are made of PTFE and ensure that
the flow of the process fluid is fully developed when it enters the 36mm
long second part of the channel, which consists of an inner copper body
and an outer brass body, between which a service fluid flows to heat
or cool the channel. The length of the channel was chosen to be long
enough for a temperature profile to develop between in- and outlet, but
short enough to still be able to measure meaningful exit temperatures
of the process fluid even for low flow rates (not thermally equilibrated
with the service fluid). Four sensor ports for PT100 temperature sensors
are present to measure the inlet and outlet temperatures of the process
fluid, as well as the temperatures at two locations inside the copper
body. Due to manufacturing limitations, it is not possible to place the
sensors directly at the channel walls. The sensors in the copper body are
placed 2.45mm away from the channel walls, and 3.5mm away from the
start and end of the heat transfer section of the channel, respectively.
The position of the temperature sensor near the end of the copper body
is shown in Fig. 2.

2.2. Experimental setup

The experiments which form the basis of this investigation were
conducted at Ehrfeld Mikrotechnik. A detailed description of a similar
experimental setup at Ruhr-Universität Bochum can be found in Sengen
et al. (2017). The service fluid was heated while flowing in a circular
fashion, until a steady state temperature was reached. The temperatures
measured by the four sensors were then recorded once per second for
2

60 s to calculate average temperatures. This was done for a range
of service temperatures and process fluid flow rates, allowing some
time between each adjustment to ensure a steady state temperature
field. The measurement uncertainty is estimated to be between ±0.3 °C
and ±0.5 °C. Selected experimental results are shown in Section 3 and
provide the basis for the CFD simulations.

2.3. CFD setup

In the CFD simulations, we use the following assumptions: For the
fluid dynamics simulations of the process fluid, we assume that the
physical properties do not change with temperature, and instead use
water properties at 30 °C. The steady-state three-dimensional flow field
is computed first, and the heat transfer in a second step, using the
results of the fluid simulation in a one-directional coupling. The same
procedure is used for the service fluid (applicable in Level 3 only,
see Section 2.4.3), except that we use water properties at 50 °C. The
validity of this approach was confirmed with good accuracy with non-
isothermal strongly-coupled simultaneous simulations, yielding similar
results, but at a sharp increase in computational time. (The pressure
loss and the temperatures computed with the nonisothermal approach
were about 2% and 0.25 °C, respectively, lower than when assuming
constant fluid properties, at a cost of about 5 d and 16 h of additional
runtime, even when initializing with the close solution obtained with
the sequential approach. The resulting heat transfer coefficients were
practically identical.) We conduct the simulations using the finite-
element based software COMSOL Multiphysics (Anon) version 6.0,
which is well-suited to multiphysics problems. We use the physics
interface for single-phase laminar flow for the process fluid, since it is
in the Reynolds number range of about 20 to 540, depending on the
mass flow rate. For the service fluid, a mass flow rate of 10 kg∕min
corresponds to a maximum Reynolds number of about 19 000, so we
use the turbulent k-𝜖 model (again only applicable in Model refinement
level 3). We further use the heat transfer in solids and fluids physics
interfaces. Despite the small total volume of the millireactor, the com-
plex geometry of its mixing elements and resulting process fluid domain
requires a lot of detail and thus mesh elements to capture accurately.
This is especially true on model refinement levels 2 and 3, where very
thin gaps (0.075mm) between the mixing elements have to be accounted
for. Mesh convergence was verified for select cases to ensure that the
obtained solutions are mesh-independent, but also do not use more
mesh elements than necessary. Additionally, mesh skewness was used
as a quality indicator, with all meshes having an average equiangular
skew of less than 0.35. No error accumulation due to the small mesh
element size, e.g., due to accumulation of numerical round-off errors,
was observed. The simulations are run on a server with an Intel Xeon
CPU with 8 physical and 16 logical cores with a clock rate of 2.4GHz,
and 192GB RAM.

2.4. Levels of model refinement

To calculate the fluid flow and heat transfer inside the test channel,
we set up a CFD model of the channel with three increasing levels
of refinement. The idea is to start with a simple and computationally
inexpensive model, and to then refine this model if necessary to achieve
the desired accuracy.

2.4.1. Model refinement level 1
For the simplest model refinement level, we remove the small gaps

between the mixing elements and channel walls by slightly upscaling
the elements. This has the advantage that meshing the resulting ge-
ometry is much easier and requires far fewer elements, speeding up
the computation. We also simplify the process fluid inlet and outlet
sections by extending the channel by 2mm on each end and omitting
the inlet and outlet ports, as they have a negligible influence on the heat
transfer. As stated above, we use a process fluid with constant material
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Fig. 1. A cutaway showing the lower half of the test channel. The main flow direction of the process fluid is indicated by the blue arrow.
Fig. 2. A picture showing the position of the temperature sensor in the copper block near the channel outlet.
properties corresponding to water at 30 °C. For the steel, copper, brass,
and PTFE parts of the channel, the relevant material properties are
given in Table 1 and are assumed to be constant.

At this model refinement level, we assume that the service fluid
flows sufficiently fast and therefore its temperature does not signifi-
cantly change from inlet to outlet; thus, we do not explicitly model the
service fluid but rather impose a fixed wall temperature of 50.5 °C on all
3

surfaces which would otherwise be in contact with the service fluid. As
the channel is symmetrical, we only model the lower half. Fig. 3 shows
the different domains of the model and the heated wall. The mesh
element size is between 0.05mm to 0.15mm. The resulting mesh for this
model refinement level has about 9.1 × 106 elements, of which 2.9 × 106

elements account for the process fluid domain. Computing a steady
state flow field takes between 6 h and 1.4 d (wall time), depending
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Fig. 3. On the left, the different domains of the Level 1 model are displayed, with the process fluid highlighted in blue and the copper heat transfer body in orange. On the right,
the heated walls are highlighted in blue.
Fig. 4. Mesh comparison. On the left, the black rectangle highlights the position of the zoomed in area showing the level 1 (middle) and level 2 (right) meshes. On Level 1,
the mixing elements and channel walls are in direct contact, while on Level 2 they are separated by a gap, visible as a thick blue vertical line. This line is comprised of mesh
elements that are still too small to see in the selected zoom setting. It is however visible that these small elements also lead to a finer discretization of the connecting walls and
mixing elements.
Table 1
Material properties of the test channel.

𝜌 [kg∕m3] Cp [J∕(kgK)] 𝑘 [W∕(mK)]

steel 7900 500 15
copper 8700 385 330
brass 8400 377 120
PTFE 2200 960 0.25

on the mass flow rate and initial conditions, and 18GB of memory.
Computing a temperature profile takes between 3min and 17min, again
depending on the initial conditions.

2.4.2. Model refinement level 2
In contrast to the refinement level 1, the gaps between the indi-

vidual mixing elements, as well as the elements and channel walls
are included in the model refinement level 2. All other aspects are
identical to Level 1. This necessitates a significantly finer mesh with a
total of 20.4 × 106 elements and 11.1 × 106 elements for the process fluid
domain. The size of the individual mesh elements is between 0.01mm
to 0.1mm. Fig. 4 shows a comparison between the level 1 and 2 meshes.
Computing a steady state flow field takes between 10 h and 3.5 d, using
87GB to 120GB of memory, depending on the mass flow rate and initial
conditions. Computing a temperature profile takes about 1.5 h when
initializing the entire domain with a fixed temperature, but as little as
10min when using a close previous solution as the initial condition.

2.4.3. Model refinement level 3
For the third refinement level, the service fluid is also modeled, thus

eliminating the simplification of using heated walls. For the service
fluid, we assume constant material properties corresponding to water
at 50 °C. The process fluid properties remain those of water at 30 °C. A
4

flow rate of 10 kg∕min and inlet temperature of 50.5 °C is used for the
service fluid in accordance with the experiments. Including the service
fluid domain adds about 4.8 × 106 mesh elements. All other aspects
remain identical to Level 2. Computing an isothermal service fluid flow
field takes about 12 h. The isothermal process fluid flow fields from
refinement level 2 can be re-used, and computing a temperature profile
does not take significantly longer than on refinement level 2.

Instead of directly combining the first improvement (adding the
gaps between the mixing elements) and the second improvement (mod-
eling the service fluid), it might be interesting to also explore the
second improvement independently as an intermediary step. The reason
we skip this step is that the pressure loss comparison between the Level
1 simulations and experiments (cf. Section 3.1) indicates that Level
1 cannot accurately capture the fluid flow of the process fluid. Since
the fluid flow influences the heat transfer, we concentrate on further
improving the more accurate Level 2.

2.5. Heat transfer coefficient

We are interested in the overall heat transfer coefficient 𝛼 of the test
channel. It is calculated in the following way:

𝛼PM =
𝑄̇PM

𝐴 𝛥𝑇ln,center
(1)

𝑄̇PM = 𝑚̇ 𝑐p,PM(𝑇PM,out − 𝑇PM,in) (2)

𝛥𝑇ln,center =
𝛥𝑇out − 𝛥𝑇in

ln
(

𝛥𝑇out
𝛥𝑇in

) (3)

𝛥𝑇out = 𝑇W,out − 𝑇PM,out (4)
𝛥𝑇in = 𝑇W,in − 𝑇PM,in (5)
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Fig. 5. Sideview schematic of the channel showing the temperature evaluation points
not to scale). The arrow indicates the main flow direction. The dark gray rectangles
epresent the mixing elements. The black dots denoted S1 and S2 represent the positions
f temperature sensors 1 and 2, respectively. The green dots denoted W1 and W2
how the positions at the channel wall inlet and exit where we additionally extract
emperatures from the simulations. Since by symmetry we do not include the upper
alf of the channel, the positions of points S2 and W2 are actually mirrored along the
ashed line in our model.

The process fluid mass flow rate 𝑚̇, thermal capacity 𝑐p,PM, and inlet
emperature 𝑇PM,in are model inputs. The area 𝐴 is the area of the
alls of the empty channel, equal to (1.5mm + 12mm) × 2 × 36mm
972mm2. The process fluid outlet temperature 𝑇PM,out and the wall

emperatures at the beginning and end of the heat transfer part of the
hannel, 𝑇W,in and 𝑇W,out, respectively, are calculated with the CFD
odel. As we described above, in the experiments, these are not really

he temperatures right at the wall, but at the sensor positions, 2.45mm
way from the channel wall, and 3.5mm away from the start and end
f the heat transfer section of the channel. In the simulations, however,
e are able to extract temperature information at arbitrary points

nside the domain. We use these true (simulated) wall temperatures to
ompute corrected heat transfer coefficient values. The positions of the
hysical and virtual sensor points are shown in Fig. 5.

. Results

.1. Comparison of the model refinement levels

We now present the simulation results of the three model refine-
ent levels and compare them with each other and with experiments,
5

ocusing first on refinement Levels 1 and 2. We begin by looking at the
ressure loss over the channel. The pressure loss is a good indicator for
he quality of the fluid dynamics simulations. Since the heat transfer
imulations rely on velocity data, it is important to have an accurate
rocess fluid flow field. Fig. 6 compares the pressure loss from channel
nlet to outlet for different mass flow rates. The experimental pressure
osses were measured with the full Miprowa Lab reactor with eight
rocess channels with a total length of 2400mm plus flow redirection
ections between them, while the simulated losses were calculated
sing the test channel, and then extrapolated. Consequently, this is not
perfect comparison, but nevertheless serves to give a first estimate or

mpression of the performance of the model refinement levels 1 and 2.
e see that the Level 1 simulations over-predict the pressure loss by

ver 50% for mass flow rates of 200 g∕min and over, while the results
btained with Level 2 provide a good match.

Next, we consider the temperatures at the sensor positions inside the
opper block surrounding the channel (Points S1 and S2 in Fig. 5). The
nlet temperature of the process fluid is about 26 °C, with small vari-
tions for each experimental evaluation. In the simulations, the exact
nlet temperatures measured during each corresponding experiment are
sed. Recall that in the simulations on model refinement level 1 and
, we assume a fixed wall temperature on the outside of the copper
ody surrounding the channel (cf. Fig. 3). Unfortunately, the inlet and
xit temperatures of the service fluid were not recorded during this
xperimental series, but a temperature decrease of about 0.5 °C to 1.5 °C

from inlet to outlet, depending on the flow rate of the process fluid, was
observed in earlier experiments.

Fig. 7 shows the temperatures corresponding to the different refine-
ment levels and mass flow rates. The temperatures at point S1 (i.e., the
sensor position near the beginning of the channel) are slightly lower
than those at point S2, because the process fluid is still cooler near the
inlet. There is some qualitative agreement between the experiments and
simulations, but an increasing mismatch with higher mass flow rates.
Surprisingly, the temperatures obtained with model refinement level 1
are lower and closer to the experimental values than those of level 2.

Fig. 8 shows the outlet temperatures of the process fluid. Here, the
results are reversed: While the slopes of the Level 1 and 2 curves are

similar, the temperatures computed with Level 1 are about 3 °C higher
Fig. 6. An experimentally obtained pressure loss correlation is compared to the simulated pressure losses using different model refinement levels. On model refinement level 1,
he gaps between the mixing elements and channel walls are neglected (cf. Section 2.4.1), resulting in an over-prediction of the pressure loss. On model refinement level 2, which
ncludes the gaps, the simulation results are in close agreement with the experiments.
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Fig. 7. Temperatures at the measurement points inside the copper body. The experimentally obtained values are compared to simulations using the three model refinement levels
for different flow rates of the process fluid. The lines between the data points are interpolations and purely for visualization purposes. As the process fluid heats up as it passes
through the channel, the temperatures at point S2 are higher than at point S1.
Fig. 8. Process fluid temperatures at the channel outlet. The simulated temperatures have been averaged over the outlet cross section.
han those of Level 2. Again, the difference increases with the wall
emperature, which is expected.

Fig. 9 shows the temperatures on the symmetry plane through the
iddle of the channel. On Level 1, the mixing elements are in direct

ontact with the channel walls and each other, resulting in much hotter
lements and consequently faster heating of the process fluid. On Level
, the small gaps between the channel walls and elements keep the
ixing elements cooler and keep hot spots from forming.

In Conclusion, it appears as though direct contact between the
ixing elements and channel walls on Level 1 raises the effectiveness
6

of the heat exchange between the process fluid and channel. The
process fluid heats up faster, and in doing so transports away more
energy, cooling the copper body more effectively than on Level 2.
Even though this results in the observed lower temperatures inside the
copper body (cf. Fig. 7), when looking at the outlet temperatures (cf.
Fig. 8), the simplifications to get rid of the small gaps on modeling level
1 result in a model which deviates significantly from the experimental
observations. When looking at Level 2, the increasing deviation from
the experimental results with higher mass flow rates of the process
fluid indicates that the process fluid in the experiments is not heated as
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Fig. 9. Temperatures at the symmetry plane in the middle of the test channel. On the left, the mixing elements are in direct contact with the channel walls and each other (Level
1), while on the right, there are small gaps between the elements and the walls (Level 2). The direct contact results in much hotter elements, which leads to faster heating of the
process fluid. The hot spots on the visible central mixing element are caused by contact with the mixing element below, which is itself in contact with the hot wall.
effectively as in the simulations, raising the question if the assumption
of a fixed wall temperature on the service side is too strong.

We now compare the results obtained by using the model refine-
ment level 2 to those obtained with level 3, and again compare both
to experimental measurements. Recall that on model refinement level
3, the heating of the process fluid is no longer achieved by setting a
wall temperature on the outside of the copper body, but by including
the service fluid in the model. The process fluid again has an inlet
temperature of about 26 °C, with variations of up to 0.5 °C that were
matched in the simulations.

Referring again to Fig. 7, we see a considerable difference between
model refinement levels 2 and 3: While the temperatures obtained
with Level 2 are consistently too high, and the gap between the
simulations and experimental results increases with the mass flow rate
of the process fluid, Level 3 matches with the experiments very well.
There is almost perfect agreement between the measured and simulated
temperatures at measurement point S2, and at measurement point S1,
the simulated temperatures are slightly too low, but still close to the
experimental values.

This leads to the conclusion that the assumption of a fixed wall
temperature on the service side of the copper body is too strong. It
appears that a service fluid mass flow rate of 10 kg∕min is not quite
sufficient to achieve a quasi-isothermal temperature distribution in
the service fluid, but instead results in a small but non-negligible
temperature drop along the flow path of the service fluid. As stated
above, the nominal service fluid inlet temperature is 50.5 °C. In the
Level 3 simulations, this temperature decreases by about 0.03 °C for
a process fluid mass flow rate of 12 g∕min, and 0.24 °C for 300 g∕min.
More importantly, the outer wall temperature of the copper body does
not quite attain the temperature of the service fluid, but remains a
few degrees Celsius colder. Fig. 10 shows the temperatures of the test
channel, as well as the process and service fluids, on a cutplane through
the channel for the case with a process fluid mass flow rate of 300 g∕min.

Fig. 8 once more shows the average outlet temperatures of the
process fluid. Here, the difference between the Level 2 and 3 results
is not as pronounced as that observed for the measurement points, but
particularly for higher mass flow rates of the process fluid, Level 3
clearly is a better match to the experimental measurements.

In conclusion, Level 3 yields a significantly better approximation
of the experiments, at the cost of an also significantly more complex
model.
7

3.2. Influence of the thermal conductivity

In this section, we examine the effect of a different thermal con-
ductivity of the copper body. We increase the thermal conductivity
of the copper body from 330W∕(mK) to 385W∕(mK). The motivation
for this is that there is some uncertainty regarding the exact copper
variant that was used in making this part of the test channel, and
hence its thermal conductivity. When initially setting up the model,
the previously used value of 330W∕(mK) was therefore used as an
assumption. A later investigation showed however, that the copper
body was likely made from copper type CW021 A, which has a thermal
conductivity of 385W∕(mK).

We compare the results of the experiments and Level 3 simulations
from the previous section with new Level 3 simulations using the
higher thermal conductivity in Figs. 11 and 12. The first figure displays
once more the temperatures at the measurement points. The simulated
temperatures at measurement point S1, which are slightly to low when
using a thermal conductivity of 330W∕(mK), match the experiments
better with the higher conductivity. The situation is reversed at the
second measurement point. The higher conductivity now leads to tem-
peratures that are slightly too high, whereas they match perfectly in
the case of lower conductivity. In both cases, the simulated temperature
increase between the points S1 and S2 is a bit larger than the measured
increase. Overall, both cases approximate the measurements equally
well.

Fig. 12 shows the outlet temperatures of the process fluid. Up to a
process fluid mass flow rate of 100 g∕min, the difference between the
cases is negligible. For a flow rate of 200 g∕min and up, the higher
thermal conductivity of the copper body leads to a slightly increased
deviation from the measurements, compared to the ‘‘default’’ Level 3
simulation.

3.3. Obtaining the heat transfer coefficients

In the previous sections, we have demonstrated that simulations can
closely approximate the heat transfer in the Miprowa test channel. A
validated model can further be used instead of experiments to conduct
additional test series, e.g., with a different wall temperature, or to
extract additional information that is not experimentally accessible.

As we described earlier, the experimental setup does not allow
to capture the true wall temperatures, but instead temperatures are
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Fig. 10. A cut through the test channel. Both pictures show the same cutplane, but with differently scaled temperature ranges. The top picture shows the whole temperature
range, highlighting the rising temperature of the process fluid as it flows though the channel (main flow direction from left to right). The bottom picture shows the temperature
range of 45.5 °C to 50.5 °C, with anything colder than 45.5 °C appearing as dark blue. Here, the focus is on the service fluid, which is represented by the narrow white band. The
copper body directly above the service fluid is a few degrees Celsius cooler than the service fluid itself, and warmer towards the end of the process channel (on the right) than
near the inlet. Note that the main flow direction of the service fluid is perpendicular to, and into, the cutplane.
Fig. 11. Raising the thermal conductivity of the copper body also raises the simulated temperatures at both measurement points. This leads to a better match with the experimental
values at point S1, but to a worse fit at point S2.
measured at a small distance away from the wall. In the simulations,
however, we are not constrained in this way and can evaluate the tem-
peratures at any location in the computational domain. Thus, we can
recover the missing wall temperatures from the validated simulation
results. Refer again to Fig. 5 for the positions of the evaluation points.
Fig. 13 shows the temperatures at these points for the unmodified Level
3 simulations.

The temperatures at the wall (W1 & W2) are lower than at the
corresponding sensor points in the copper block (S1 & S2), as should
be expected due to the direct contact with the cool process fluid.
Particularly interesting is the situation for low mass flow rates. In the
8

hypothetical case of no flow of the process medium, all points would
take on the service fluid inlet temperature, i.e., 50.5 °C. Nevertheless,
even a low mass flow rate of 12 g∕min is sufficient to induce a tem-
perature difference of 0.6 °C between the measurement point in the
copper body (S1) and the wall (W1) at the beginning of the heat transfer
portion of the test channel. At the end of the channel (S2 & W2), where
the process fluid has had time to heat up, the temperatures at and near
the wall are almost identical. As we have seen before, the temperature
differences again increase with the mass flow rate.

Since we have just seen that the temperatures at the wall are
significantly lower than those measured merely near the wall, the
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Fig. 12. The outlet temperatures in the unmodified Level 3 simulations are closer to the experimental values. Raising the thermal conductivity leads to an increasing over-prediction
or higher mass flow rates.
Fig. 13. Temperatures in the copper body surrounding the test channel (S1 & S2) and at the corresponding wall positions at the beginning and end of the heat transfer section
of the channel (W1 & W2, respectively).
logical conclusion is to use these wall temperatures to calculate the
heat transfer coefficients for the channel. This is what we have been
interested in from the beginning, but could only approximate before.
Using the equations presented in Section 2.5, the results are plotted
in Fig. 14. The heat transfer coefficients calculated using the wall
temperatures are up to 11% higher than those using the simulated
sensor temperatures. The deviation is increasing with the mass flow rate
of the process fluid. This information can be used to make estimates
about the real heat transfer coefficients of the channel and Miprowa
9

reactor, and to correct the experimentally obtained values.
4. Conclusions

Continuous flow millireactors are important devices in the chemical
industry. Due to their high complexity, characterizing them experi-
mentally can be challenging, as not all relevant process data is easily
accessible. In this case, we were interested in the heat transfer co-
efficients of the Miprowa Lab millireactor. Because of manufacturing
limitations, evaluating the necessary temperatures at the reactor chan-
nel wall was not possible, and only approximate near-wall values

could be measured. CFD simulations can help to gain a more complete
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Fig. 14. The heat transfer coefficients of the test channel, computed using the experimentally obtained temperatures at the measurement points, the simulated temperatures at
hese same points, and the simulated wall temperatures. Using the wall temperatures results in a heat transfer coefficient that is up to 11% higher than using the (simulated)

near-wall temperatures for a given mass flow rate.
ct
understanding by offering a ‘‘look inside’’ the system or process under
examination, and by making additional information available. We have
shown that our simulation model can replicate the experiments with
varying degrees of accuracy, depending on the selected refinement
level, and that particularly the most detailed model agrees with the
experiments well. We have then used this model to compute the previ-
ously unknown wall temperatures, and used these to calculate the heat
transfer coefficients. The obtained coefficients were up to 11% higher
than when using the temperatures at the sensor positions, showing
that relying on experiments alone would have resulted in a significant
underestimation of this important characteristic. Future work could
attempt to further improve the model, and to use it to study e.g. the in-
fluence of different mixing element geometries, or of process fluids with
different viscosities and thermal conductivities, on the heat transfer.
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