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ABSTRACT

Due to presence of magnetic field gradient needed for coherent spin control, dephasing of single-electron spin qubits in silicon quantum dots
is often dominated by 1=f charge noise. We investigate theoretically fluctuations of ground state energy of an electron in gated quantum dot
in a realistic Si/SiGe structure. We assume that the charge noise is caused by motion of charges trapped at the semiconductor–oxide interface.
We consider a realistic range of trapped charge densities, q � 1010 cm�2, and typical lenghtscales of isotropically distributed displacements
of these charges, dr � 1 nm, and identify pairs ðq; drÞ for which the amplitude and shape of the noise spectrum are in good agreement with
spectra reconstructed in recent experiments on similar structures.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0151029

Charge noise with 1=f spectrum is ubiquitous in semiconductor
nanostructures.1–4 In gate-defined quantum dots (QDs),5 this noise is
probably caused by bistable sources of electric fields localized at the
semiconductor/insulator interface, or within the insulator separating
semiconducting material from the gate.6–9 Spins of electrons or holes
confined in QDs have been demonstrated to be viable qubits,10,11 with
the gated QD architectures showing constant progress toward scalable
multi-qubit devices.12,13 While using the spin of a single electron as the
qubit makes its quantum state insensitive, to the first order, to charge
noise, decoherence caused by that noise is relevant for operation of two-
qubit gates14–17 and evolution of singlet–triplet qubits based on two
electrons in two QDs.18–25 Moreover, charge noise has been recently
recognized as the factor limiting the quality of single-spin qubits in
silicon-based QDs.26–28 This is due to presence of either real29–31 or arti-
ficial spin–orbit couplings caused by presence of magnetic field gra-
dients, which are necessary for single-qubit operations.16,26,32–34

The microscopic sources of charge noise in gated QD architec-
tures have not been fully characterized yet. However, recent progress
in reconstruction of spectra of 1=f charge noise affecting the
QDs22,27,35,36 has provided many experimental data against which one
could test various models of these sources. It is now known that the
power spectral density (PSD) of noise of electronic energy levels in a

typical QD has 1=f form for f 2 ½10�3; 106�Hz (and possibly in an
even broader range), albeit with visible deviations from ideal 1=f
scaling, and the typical amplitude of noise at 1Hz is of the order of
1 leV/

ffiffiffiffiffiffi
Hz
p

for electrons in Si/SiGe,5,22,27,37,38 while being within one
order of magnitude from this value for any other characterized spin
qubit, see Ref. 5 and references therein.

In recent papers, modeling of charge noise was performed for elec-
tron39 and hole40 spin qubits in SiMOS devices. Here, we focus on elec-
tron spin qubits in Si/SiGe devices of the type used in recent
experiments on electron spin qubit shuttling.41,42 We assume that the
noise is caused by sub-nm motion of charges trapped at the Si/SiO2

interface42–47 that have density qic � 1010 cm�2. Simulations in Ref. 42
showed that using qic ¼ 5� 1010 cm�2 reproduces typically observed
electrostatic-disorder-induced energy detunings between neighboring
QDs. Focusing on qic in the range from 5� 109 cm�2 to 1011 cm�2, we
calculate the influence of these charges on the ground-state (GS) orbital
energy of an electron in a QD in the considered nanostructure. We then
investigate what typical length scale of isotropic charge motion and
charge densities lead to reproduction of measured shape and amplitude
of 1=f -like noise spectra.

We employ the simplest model leading to 1=f noise spectrum:
that of many independent sources of random telegraph noise
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(RTN)8,48,49—the so-called two-level fluctuators (TLFs)—having
switching rates c drawn from a lognormal distribution spanning over
many orders of magnitude of c.50–53 We consider here noise at fixed
temperature, i.e., T � 100 mK at which spin qubits are typically oper-
ated and assume equal average occupations of each state of a TLF.
This means without considering the origin of TLFs dynamics (see, e.g.,
Refs. 54 and 55 for discussion of some of the models). Distinct electric
fields generated by the TLF in each of its states cause state-dependent
shifts of ground state energy of the nearby QD.We define the coupling
of the QD to the nth TLF, gn, as the shift of the energy of the GS
orbital of an electron in the QD caused by a switching of the TLF. We
focus on switching events that correspond to a sub-nm motion of a
defect charge in the insulating layer between the semiconductor and
the metallic gate (the blue region in Fig. 1). The two locations of the
charge corresponding to the two states of the nth TLF are rn and
rn þ drn. We have checked that charge tunneling between the insula-
tor and the metal leads to shifts of energy levels of the QD that are too
large to be reconciled with the experimentally observed noise levels,
unless defect is less than 0.2nm away from the metal. As the tunneling
events were also excluded as a source of charge noise in similar analy-
sis performed for SiMOS devices,39 here we only take into account the
motion of defect localized at the semiconductor–oxide interface.

The PSD of the noise in GS energy of the electron in the QD is
given by a sum of Lorentzian PSDs of the RTNs,

Sðf Þ ¼
XN
n¼1

2g2n
cn þ ð2pf Þ2=cn

: (1)

For a large number of TLFs, a flat distribution of gn and a lognormal
distribution of cn, i.e., pðcnÞ / 1=cn, result in the PSD that is well
approximated by the 1/f noise spectrum, i.e., Sðf Þ � S1f1=f , where
S1 is the power of the noise at f1 ¼ 1Hz, which is of the order of
1 leV2/Hz in state-of-the-art Si/SiGe QDs.56

We consider a realistic Si/SiGe device based on Refs. 41 and 42.
We show its Computer Aided Design (CAD) model in Fig. 1(a). The
structure consists of a quantum well (pink) that has two Si0:7Ge0:3
layers with a 10nm thick Si layer in between. On top, there are 13 elec-
trodes (yellow, red), to which voltages are applied. We use a gate pitch
of 60 nm, and the width of each gate is set to 50 nm, which are within
the range considered in Ref. 42. In this design, we have a 10nm screen-
ing layer (green) that is insulated from the quantum well and the elec-
trodes by another 10nm of the oxide layer (blue), followed by a 1.5 nm
Si Cap layer. We use �r ¼ 3:9 for the relative permittivity of the SiO2

oxide. We define a channel as a gap in the screening layer, which allows
the electric field to penetrate the structure and define the QDs about
80nm below the terminal. We set dChannel ¼ 200 nm as in Refs. 42 and
57. The remaining dimensions are given in the caption of Fig. 1(a). The
device structure and dimensions are similar to those of experimentally
studied QDs,22,58–61 although except for Ref. 61 plunger and barrier
gates tend to be located on separate layers. We neglect any influence of
electron reservoirs, as due to possibility of charge shuttling,41,42 they can
be located sufficiently far from the QDs used to host the qubits.

We consider a single QD defined under the central gate (red). We
solve for electrostatic potential with voltages set on the electrodes, and
we then find the electron GS energy, E0, by solving the three-
dimensional Schroedinger equation for the envelope function in the
10nm Si layer. We have used single-band effective mass approximation

and omitted spin and valley degrees of freedom. We characterize the
QD in Figs. 1(b) and 1(c), where the orbital gap and energies of the two
lowest orbitals are shown as a function of the voltage applied to central
gate, V, while keeping the other gates grounded. We choose V¼ 0.25 V
giving a realistic orbital gap x ¼ E1 � E0 � 1:1 meV.

We assume that the charge noise is generated by the motion of
negative charges close to the semiconductor/oxide interface about
60 nm above the Si quantum well, i.e., on the upper surface of pink
block at z0 � 100 nm in Fig. 1(a). A charge at rn ¼ ðxn; yn; z0Þ shifts
the GS of the electron by dEðrnÞ ¼ E00 � E0, where E00, E0 are the GS
energies with and without the charge present, respectively. To com-
pute this shift, we insert a point charge ð�jejÞ at rn ¼ ðxn; yn; z0Þ and
repeat the procedure described above: compute the electrostatic

FIG. 1. (a) CAD model of the device. Electrodes that define the potential located on
top of the device are separated from the bulk structure with conductive and insulat-
ing oxide layers. dGate ¼ 50 nm; dChannel ¼ 60 nm; hTop ¼ 60 nm; hSi ¼ 10 nm;
hBottom ¼ 30 nm. (b) Orbital gap x ¼ E1 � E2 as a function of applied voltage
with interpolated trend line. Gray dashed line marks V ¼ 0:25 V that corresponds
to x � 1:1 meV, which is used in all further simulations. (c) The dependence of
individual energy levels along with lever arm fits with a0 ¼ �128:86meV=V and
a1 ¼ �126:54 meV=V.
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potential and find the new GS energy E00 ¼ E0 þ dEðrnÞ. In Fig. 2(a),
we plot dEðrnÞ for the device shown in Fig. 1. We assume that the
charges are located near the z0 ¼ 102 nm plane, i.e., 0.5 nm above the
interface between the oxide and the Si cap layer. The results for
A¼ 600 � 600nm2 region are obtained using COMSOL software,
with a regular grid of 31 � 31 charge positions in the plane. We have
checked that shifts from two charges localized at rn and rm are approx-
imately additive, i.e., dEðrn; rmÞ � dEðrnÞ þ dEðrmÞ within a 2% rela-
tive error.

To model a single TLF, we add a random displacement of the
charge position, drn, that causes an additional shift in the GS energy
(see Fig. 2), given by

gn ¼ dEðrn þ drnÞ � dEðrnÞ; (2)

defining the coupling between the TLF and the QD. As the relative
energy shifts due to jdrnj < 1 nm are small, we approximate the cou-
pling by

gn � rdEðrnÞ � drn; (3)

where r ¼ ð@x; @y; @zÞ. In Fig. 2(c), we show the components of
rdEðrÞ, generated from interpolated dEðrÞ. For slowly varying x and
y derivatives, we interpolate results from Fig. 2(a). For z derivative, we
interpolate results obtained at z0 ¼ 101:75; 102:0; 102:25; 102:5 nm
planes.

The motion of the charge away from the dot leads to a decrease
in dEðrÞ, i.e., g < 0. In the xy plane, this is due to change in a distance
between the defect and a QD, which leads to j@x;ydEðrÞj � 10leV/nm
in the central region of <100 nm from the dot. The motion toward
and away from the dot results in the opposite sign of x and y derivatives
on the two sides of the QD center. On the other hand, the derivative
in z direction is always negative and about an order of magnitude
larger, as it is related to a decrease in the distance between the
defect and metallic layer, i.e., a decrease in a dipole moment of the
electron and its mirror charge in the metallic gate. As a result,
@zdEðrÞ � 50leV/nm in the central region of � 100 nm radius, in
which dEðrÞ is significant. Outside of this region @zdEðrÞ decays
toward � 0:5 leV/nm at the edge of the considered region A. This
shows that the TLFs outside of A do not contribute significantly to the
energy shift.

We compute the PSD of total noise by adding contributions of all
the TLFs, each given by Eq. (1). This approach is consistent with
gn 	 dEðrnÞ and additivity of dEðfrgÞ, which has been tested for two
charges. We defineN as the number of TLFs that are active, i.e., having
their cn in the range of frequencies ½fmin; fmax�. We choose this range as
12 order of magnitude in frequency, with fmin ¼ 10�6 Hz and
fmax ¼ 106 Hz. This safely covers the range in which 1=f -like charge
noise was observed in Si/SiGe QDs.22,27,35,36 It is also roughly the range
of frequencies that contribute to inhomogeneous broadening of split-
tings of QD-based qubits, for which fmin and fmax are given, roughly,
by inverse of total data acquisition time, and single data point mea-
surement time, respectively.

As a result, the density of active TLFs, q, is upper-bounded by
density of all the interface charges, qic � 1011 cm�2 (see Ref. 62), as it
is not known how many TLFs have cn outside of the considered range.
Note, however, that the lognormal distribution of cn implies a constant
number of TLFs per frequency decade, defined as fpd ¼ ln ðfmax=
fminÞ=N . Finally, for a given q, we have N ¼ qA, where A ¼ 600
� 600 nm2 � 3:6� 10�10cm2 is the considered area near of the
oxide–semiconductor interface, see Fig. 1.

The initial positions of the TLFs frng are drawn from a uniform
spatial distribution. As we assume the displacement vector of
each RTN to be independent and isotropic, for each realization we
draw components of drn from independent normal distributions,
ðdrnÞi ¼ Nð0; dr2=3Þ for i ¼ x; y; z, so that the displacement size is
approximately dr.

To gauge our results against a measurable quantity, we first con-
centrate on the variance of the fluctuations of the GS energy, defined
as

r2 ¼ 2
ðfmax

fmin

dfSðf Þ �
XN
n¼1

g2n: (4)

This quantity is related to the coherence time of the qubit
T
2 ¼ a

ffiffiffi
2
p

=r, where for spin qubits, a is the appropriate lever arm
converting electric noise to spin splitting noise due to, e.g., presence of
a magnetic field gradient.26,27,36 For charge qubits, a � 1, and typically

FIG. 2. Results of the finite-element method implemented in COMSOL. (a) Shift of
ground state energy dEðrÞ due to charge defect located at r ¼ ðx; y; z0Þ, where
z0 ¼ 102 nm [see Fig. 1(a)]. (b) Illustration of the energy shift dE (left) caused by
the presence of a point charge, and additional shift g (right) caused by a displace-
ment of this charge from red to blue point in panel (a). We exaggerate the displace-
ment size for illustration purposes. (c) Interpolated spatial derivatives of dEðrÞ
along all three dimensions.
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measured63 T
2 � 0:1 ns gives r0 � 8 leV. This is confirmed by mea-
sured 1=f spectrum, with its value at f1 ¼ 1Hz given by S1 � 1leV2/
Hz,56 as we have the relation

r2 ¼ 2
ðfmax

fmin

dfSðf Þ ¼ 2S1f1 ln
fmax

fmin

� �
� ð8leVÞ2; (5)

where we have used fmax=fmin ¼ 1012.
Let us now narrow down the range of possible combinations of q

and dr that give r0 ¼ 8 leV. In Fig. 3(a), we show numerically gener-
ated distributions of r as a function of dr for different values of q. The
considered range of dr covers the values in the few Å range considered
in Refs. 25, 39, 64, and 65. The values of q correspond to N � 18;
36; 72 charges in the considered region. In Fig. 3(b), we show that the
typical noise amplitude, defined as the ensemble average of r, scales
linearly with dr, i.e., hri ¼ aavgðqÞdr. We highlight that larger dr

increases the ensemble variance of noise amplitude VarðrÞ ¼ hr2i
�hri2. From Fig. 3(c), we conclude that

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðrÞ

p
also scales linearly

with dr, i.e.,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðrÞ

p
� astdðqÞdr; however, its dependence on q is

weak.
We investigate the q-dependence of aavgðqÞ and astdðqÞ in

Fig. 4(a), where we plot them for five values of q. The match between
the results and the linear trend on the log –log scale allows us to extract
the exponents c in aðqÞ / qc. Fitting gives an approximate expression
for the ensemble-averaged amplitude,

hri ¼ c0
q

1010cm�2

� �cavg

þ aavg;0

" #
dr
nm

leV; (6)

where c0 ¼ 59:2 and aavg;0 ¼ 0:951. In Fig. 4(b), we plot Eq. (6) as a
function of . and dr. Black line shows the set of parameters resulting in
hri ¼ r0 ¼ 8leV. Close to this line, we mark four points, which are
used to generate the PSDs in Fig. 5.

In Fig. 4, we also prove that VarðrÞ does not depend visibly on q,
see an almost horizontal red line in Fig. 4. Consequently, in the

FIG. 3. Statistics of the amplitude of the noise, for different charge densities q and
magnitudes of charge displacement, dr. (a) The distribution of noise amplitude from
1000 realizations for dr ¼ 0:1; 0:2; 0:3; 0:4; 0:5 nm (x-axis) and q ¼ 5� 109;
1010; 2� 1010 cm�2 (colors). Black dashed line corresponds to the targeted
r0 ¼ 8leV. (b) Ensemble averaged noise amplitude, hri and (c) standard devia-
tion of noise amplitude over the ensemble

ffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðrÞ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hr2i � hri2

q
, both as a

function of dr for three charge densities from (a), with linear trends marked by
dashed lines.

FIG. 4. Noise amplitude as a function of q and dr. (a) Proportionality factor of the
ensemble average of noise amplitude hri / aavgðqÞdr (black) and corresponding

ensemble variance
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hr2i � hri2

q
/ astdðqÞdr (red). Points correspond to the

numerical results obtained by averaging 1000 realizations, and dashed-lines are
the linear fit on the log scale. From the fit, we identify the corresponding exponents
aðqÞ / qc (see the legend for their values). (b) The fitted formula, Eq. (6), as a
function of q and dr. Black line corresponds to hri ¼ r0 ¼ 8leV, and dots denote
sets of parameters used to plot spectral densities in Fig. 5.
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relevant range of q, it is given by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðrÞ

p
� astd;0dr; where

astd;0 � 20leV/nm. This Var ðrÞ is related to variability between sta-
tistically equivalent devices, which determines the reproducibility of
QD properties and, thus, the yield of usable devices.66

Finally, we use the above analysis and the obtained couplings
fgng to generate the noise PSDs, defined via Eq. (1). We concentrate
on pairs (q; dr) that reproduce hri � 8 leV [the points in Fig. 4(b)].
In Fig. 5, we plot 10 realizations of the PSD and compare them with a
model 1=f noise spectrum with S1 ¼ 1 leV=Hz (dashed lines) for
each point marked in Fig. 4(b). Unsurprisingly, for all the sets
we recover the PSD at 1Hz to be approximately 1 leV2/Hz. However,
for smallest q ¼ 5� 109 cm�2 (fpd � 1:5) and largest considered
dr ¼ 0:2 nm, in the uppermost panel of Fig. 4, we see very strong
effects of discrete number of TLFs, reflected in a locally Lorentzian
PSD. While such strong single-TLF effects were seen in some experi-
ments,27,35,36,67 the PSD recently observed in Ref. 68 is more closely
matched by the results of the second panel, where q � 1010 cm�2 and

fpd � 2:7, for which flat regions of PSD are less likely. The third panel
(fpd � 6) typically shows Sðf Þ � 1=f a with non-constant exponent
a < 2 and resembles other experimentally measured PSDs.22,27,36

Finally, in the fourth panel, we have results with a � 1, i.e., spectra
close to the ideal 1=f behavior.

In summary, we have calculated electrostatic couplings between a
quantum dot defined in realistic Si/SiGe nanostructure, and the charges
trapped in the oxide above the semiconductor layer. Starting with rea-
sonable initial ranges, parameters for isotropic displacements of these
charges, dr, and their densities, q, we have identified a set of ðq; drÞ
pairs, for which in the typically observed amplitude of 1=f charge noise
at 1Hz, and its total power can be reproduced. Deviations from an ideal
1=f shape of charge noise PSDs measured in various Si/SiGe struc-
tures22,27,35,36,67,68 can be reproduced with q � 1010 cm�2 and
dr � 0:15 nm.Note that these numbersmight differ from actual values
of q and dr, as the QDs that work well as spin qubits could be subjected
to selection bias, i.e., focusing on QDs with lower-than typical ampli-
tude of noise. The ranges of parameters found here to be consistent
with experiments can be further narrowed down if more information
on noise in a given nanostructure—for example on cross-correlations
of noises in two QDs36—is available. Note that a recent paper68 shows
that those correlations can be obtained in a model with q similar to the
one obtained here. Using the model and the parameter ranges identi-
fied here to calculation of PSD of spin splitting noise for a given direc-
tion of magnetic field gradient is left for the future work.
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