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The Continuous Random Walk (CRW) model based on the normalized Langevin equation is often used to
model the turbulent dispersion of particles wherein the flow field is computed using the RANS models. It
has shown good accuracy in predicting overall particle deposition and the particle velocity statistics in
forced convection turbulent flows. In the present paper, the CRW model is extended to predict particle
transport in a natural convection flow (Ra 10°). The validation is performed against the DIANA experi-
ments performed at the Paul Scherrer Institute, Switzerland. The mean flow field is obtained systemati-
cally using the URANS approach (k- SST). The fluid near-wall turbulent statistics are obtained using
correlations derived from the DNS data of Sebilleau et al. (2018). The results show that the CRW model
is capable of predicting the particle deposition and distribution with reasonable accuracy for both 2.5 and
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1. Introduction

Aerosol particle transport in turbulent flows is an important
phenomena in many industrial as well as environmental applica-
tions. Though it is of considerable interest for indoor air quality
in industries [1], commercial airline cabins [2], it has evolved as
a topic of paramount importance in recent times of COVID-19 pan-
demic, especially in public places such as hospitals, airports and
classrooms [3,4]. In addition to particle size and density determin-
ing the drag and gravity forces, the flow turbulence interaction in
combination with the thermophoresis is a key mechanism govern-
ing the particles deposition and distribution in enclosures [5,6].
Indeed, particles are drawn to the walls by turbulence, and near
the walls, temperature gradients are the highest, and hence ther-
mophoresis in those regions will be significant and will tend to
push particles towards or away from the walls depending on the
sign of the gradients. Hence the combination of turbulence and
thermophoresis is the dominant physical phenomenon which deci-
des particles transport and fate in the case at hand. A similar rele-
vance is also given to aerosol transport in nuclear reactor
containment under typical severe accident conditions [7-10]. In
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the put forth effort, the spotlight is on modeling the aerosol parti-
cles transport in turbulent natural convection flows under the
assumption that the particles do not influence the flow field
because of their very low concentration.

Particle transport in natural convection flows has been investi-
gated over a long time experimentally and numerically. In the lam-
inar flow regime, the particle transport is straightforward as the
forces acting on the particles are deterministic. In case of turbulent
flows, the particle transport is stochastic in nature due to the influ-
ence of turbulence. The impact of turbulent velocity fluctuations
on the particle transport is dependent on the Stokes number
(Stk), which is the ratio of particle relaxation time to flow turbulent
time scale. A lower Stk indicates that the particles are able to follow
the flow streamlines closely, whereas the higher Stk indicates that
the particles deviate from the streamlines due to their inertia. Thus
the variation of turbulent velocity fluctuations within the flow
domain play a considerable role in determining the motion of par-
ticles. In the literature, Fevrier et al. (2005) [11] investigated
particle-laden flows with the Stk ranging 0.02 to 10 interacting
with isotropic turbulence, Goswami et al. (2011) [12] studied the
dilute suspension flow with Stk ranging between 2.5 and 30 in
forced convection turbulence using DNS calculations. In the similar
range of Stk, Kulick et al. 1994 [13] performed experiments in fully
developed channel particle-laden flow with Stk varying from 0.57
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Nomenclature

Ra Rayleigh number (-)

g gravitational acceleration (m/s?)

Br thermal expansion coefficient (1/K)

AT temperature difference between hot and cold walls (K)

L characteristic length of DIANA facility (m)

v kinematic viscosity of air (m?/s)

o thermal diffusivity of air (m?/s)

C(t) air-borne particle concentration at time t

Co air-borne particle concentration at time 0

t time (s)

T particle deposition time constant (s)

B particle deposition decay constant (1/s)

Vs particle terminal velocity (m/s)

Brs particle deposition decay constant from stirred settling
model (1/s)

Trs particle deposition time constant from stirred settling
model (s)

Tp particle relaxation time (s)

mp particle mass (kg)

Up particle velocity (m/s)

Fp drag force (N)

Fg gravitational force (N)

Fr thermophoretic force (N)

Xp particle position vector

Cc Cunningham correction factor (-)

Cp drag coefficient (-)

Dy particle diameter (m)

pr fluid density (kg/m?3)

Uy fluid flow velocity (m/s)

2 mean free path of air (m)

Rep particle Reynolds number (-)

i dynamic viscosity of air (Pa —s)

Uy mean velocity of the fluid flow (m/s)

ug fluctuating velocity of the fluid flow (m/s)

U; fluctuating velocity of the fluid flow in i™ direction
(m/s)

T; Lagrangian time scale in i direction (m/s)

o RMS velocity of the fluid flow in i direction (m/s)

o dimensionless RMS velocity of the fluid flow in i*" direc-
tion

T Lagrangian time scale (s)

T dimensionless Lagrangian time scale (-)

Pp particle density (kg/m?3)

ke thermal conductivity of fluid (W/m.K)

kp thermal conductivity of particle (W/m.K)

Kn Kundsen number (-)

T temperature of the fluid (K)

Stk Stokes number (-)

X5 dimensionless distance from the wall (-)

ut dimensionless velocity parallel to the wall (-)

U; friction velocity (m/s)

X,y,2Z cartesian co-ordinates

Tw wall shear stress (N/m?)

k turbulent kinetic energy (m?/s?)

w specific dissipation rate (1/s)

Ty average hot wall temperature (K)

T, average cold wall temperature (K)

vy circulation velocity of flow inside the DIANA cavity
(m/s)

1 dimensionless turbulence intensity (-)

dtige Lagrangian integration timestep (s)

to 3.0. In the present work, the Stk of the particles are 1.21 x 10~°

and 6.94 x 107> for 1 um and 2.5 um diameters respectively. This
represents the lower extreme of Stk spectrum. In case of enclosures
with thermal gradients as in the present study, it is the combina-
tion of turbulent dispersion and thermophoresis which decides
particle transport.

In the perspective of particle transport in enclosure flows (for
both forced convection and natural convection), a notable review
is given by Liu (2009) [14], which clearly shows that the particle
transport in natural convection turbulent flow was only investi-
gated sparsely. The majority of the experiments in this regard are
performed with forced convection turbulence created by either a
mixing fan or by continuous injection of fluid [14,15]. The experi-
ments performed under the conditions of natural convection turbu-
lence are found in Chen et al. (1992) [16], Thatcher et al. (1996)[17],
Kalilainen et al. (2016) [15], and Kim et al. (2018) [2]. Due to the
availability of experimental data in high resolution of space and
time, the DIANA experiments of Kalilainen et al. (2016) [15] are
chosen for the present CFD model development and validation.
Additionally, these experiments are numerically investigated in
using the Large Eddy Simulation (LES) approach by Dehbi et al.
(2017) [18] which provide detailed insights needed for modeling,
for instance the significance of wall-to-wall radiation heat transfer.
It should be noted that the Kim et al. (2018) [2] experiments are an
extension of the DIANA experiments and involve additional particle
sizes and a different measurement method.

Fundamentally, there exists two approaches to model particle
transport: the Euler-Euler approach and Euler-Lagrangian
approach. While the former is typically used for dense particle

concentration flows, the latter is used for dilute particle-laden
flows. In the present work, the Euler-Lagrange is employed due
to the more intuitive specification and interpretation of boundary
conditions as well as results. Within the Euler-Lagrangian
approach, the Eulerian flow field can be obtained by one of the
CFD techniques such as DNS, LES and URANS while the Lagrangian
particles are tracked according to force balance in the obtained
flow field. Using the DNS technique for computing the flow field
and Lagrangian Particle Tracking (LPT), Pallares and Grau (2012)
[19] showed that the interplay of gravity, and turbulent dispersion
considerably impacts particle concentration and deposition in a
turbulent natural convection channel flow. Along similar lines, Pur-
agliesi et al. (2011) [20] used the DNS for computing flow field in
differentially heated cavity and performed Lagrangian Particle
Tracking (LPT) for various particle sizes to predict particle deposi-
tion. In the view of reducing the computational cost without losing
significant accuracy, usage of LES technique for computing flow
field has gained considerable importance recently. In the combina-
tion of LES for flow field and LPT for particle transport, Dehbi et al.
(2017) [18], Kim et al. (2018) [2], Sayed et al. (2022) [21] used var-
ious LES models and validated them against the DIANA experimen-
tal data of Kalilainen et al. (2016) [15]. In both the experimental
studies as well as the numerical studies, the key finding is that
the turbulence influences particle deposition and distribution sig-
nificantly depending on particle size. As the DNS and LES tech-
niques employed resolve the flow field up to the influencing
scales of particle motion, the models yield accurate results for par-
ticle transport without the need of turbulent dispersion models in
the particle equations of motion.
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In the view of large scale closed environments such as airports,
conference halls and nuclear reactor containment, both the DNS
and LES approaches are computationally expensive and maybe
intractable. As a result, the URANS technique for the flow field is
the preferred choice. However, the URANS technique cannot yield
resolved turbulent structures which influence the particle motion
especially in the wall boundary layer where turbulence is both ani-
sotropic and inhomogeneous. In the literature, this problem is
often overcome by appending a turbulent dispersion model on
top of the mean flow field. A well-studied group of models in this
regard are the Continuous Random Walk (CRW) models, which can
be further classified into two groups: the first group of models is
based on the dimensional Langevin equation and the second group
of models based on the non-dimensional (normalized) Langevin
equation. It is shown in many studies that the CRW model based
on the normalized Langevin equation produced superior results
in strongly inhomogeneous boundary layer turbulent flows. Here-
after the readers should note that the CRW model refers to the
model based on the normalized Langevin equation. Dehbi (2008)
[22] has studied the CRW model by including the drift correction
term and applied it to simple pipe geometry as well as the complex
mouth-throat geometry. The model has been further validated for
turbulent pipe flows in the presence of strong thermophoresis in
boundary layer by Dehbi (2009) [23]. Further, the model was vali-
dated for particle transport in channel flow in the work Dehbi
(2010) [24] and in T-junctions by Dehbi (2011) [25] and in duct
flows by Jayaraju et al. (2015) [26]. The model yielded good results
also for a complex geometry of a steam generator rod bundle, as
shown by Mukin et al. (2016) [27]. The model is further applied
to compute the transport of particles as small as 10 nm in turbulent
pipe flow by Mofakham et al. (2020) [28]. Recently improvements
to the CRW model are proposed to extend the applicability to spa-
tially developing flows by Lo et al. (2022) [29]. A common feature
in all these studies is that the flow is driven by forced convection,
and to the best of authors’ knowledge, the CRW model has not
been applied to natural convection flows in combination with
URANS modeling. In strongly inhomogeneous flows such as in this
case study, the normalized version of the Langevin equation is nec-
essary, because the wide range of velocity scales in the boundary
layer cannot be accurately captured with the dimensional Langevin
equation. In the present work, this model is adapted (see Sec-
tion 3.3) to compute turbulent dispersion in a natural convection
turbulent flow of Rayleigh number 10°. The model implementa-
tion, verification and validation are performed thoroughly in the
view of developing a tailored CFD solver containmentFOAM (based
on OpenFOAM-6) for reactor containment analyses [30], which
was previously systematically validated for computing flow field
including multi-species diffusion, radiation heat transfer, wall con-
densation in small and medium scale facilities [31-34]. It should
be noted that the solver is rigorously verified against a number
of simple test cases before its validation [30]. The algorithms and
models within the containmentFOAM are tailored for the specific
applications such as containment flows [35]. One of the objectives
of present work is to extend the scope of containmentFOAM to
enable analyzing particle transport in a typical containment flow.

Hereafter, the paper is structured as following: In the next sec-
tion, essential details about the DIANA experiments such as exper-
imental procedure, techniques and the measurement uncertainty
are described. Thereafter, the CFD model is presented, with a brief
description of Eulerian fluid flow and LPT modeling with emphasis
on turbulent dispersion model in Section 3. In continuation,
boundary and initial conditions, numerical methods and schemes,
and mesh refinement analysis are illustrated in the same section.
The systematic validation of fluid flow as well as the particle depo-
sition are elucidated in Section 4. The results are further discussed
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in comparison with the LES simulations of Dehbi et al. (2017) [18]
in Section 5. At the end, the summary and conclusions are pre-
sented in Section 6.

2. DIANA experiment

The DIfferentially heated cavity with Aerosol in NAtural convec-
tion (DIANA) facility was a cubical enclosure with side length of
0.7 m, located at Paul Scherrer Institute, Switzerland [ 15]. The front
view of DIANA facility is presented schematically in Fig. 1. The two
vertical opposing walls were maintained at constant temperatures
throughout the experiment. The flow inside the enclosure was dri-
ven by the buoyancy forces generated due to the temperature dif-
ference between the vertical walls, namely hot wall and cold wall.
The hot and cold walls were made of aluminium and painted in
black. In order to allow optical access, front and top walls consisted
of two glass plates. The top and bottom walls were maintained
close to convectively adiabatic boundary condition. The emissivity
of the glass plates was 0.9 while the emissivity of vertical walls
was estimated to be in the range 0.89-0.94. The flow field was
measured by using Particle Image Velocimetry (PIV) with high res-
olution in space and time. The mean and RMS of velocity, and tur-
bulence intensity were measured in the central x —y plane (z =
0.35 m) of the DIANA facility and presented in Kalilainen et al.
(2016) [15]. The temperature distribution in the fluid flow domain
and in the walls were measured using K-type thermocouples. The
average hot wall temperature (T,) was estimated to be 330.6 K
while the average cold wall temperature (T.) was 291.3 K. The
measured top and bottom walls temperature distribution is used
as boundary condition for the current CFD simulation. The mea-
surement uncertainty was 0.4 K. In addition to the wall tempera-
tures, the gas temperatures were measured at five different
heights (y = 0.07, 0.21, 0.35, 0.49 and 0.63 m) and along the central
vertical line (x = 0.35 m). The temperature measurements locations
is depicted in Fig. 2. Particle transport in DIANA facility was inves-
tigated by injecting silica (SiO,) particles of size 1.0 um and 2.5 pm
and a density of 2000 kg/m?> separately. The particles concentra-

- 700 mm
glass plate |
I -
top wall
~| | hot cold
700mmiN | wall wall
! bottom wall
g]ass ;;Iéte

Fig. 1. Schematic of DIANA facility (front view) [15].
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Fig. 2. Temperature measurements in DIANA facility.

tion variation with time was measured using two independent
measurements methods: mass concentration and laser reflection
by Kalilainen et al. (2016) [15]. The particle deposition rate was
found to follow an exponential decay. These experiments were fur-
ther repeated by Kim et al. (2018) [2]| with an additional particle
size of 0.5 um using intrusive ELPI technique (Electrical Low Pres-
sure Impactor) and the results between the two investigations
were consistent. In the present work, comparison is made between
CFD simulations and experiments of Kalilainen et al. (2016) [15]
and Kim et al. (2018) [2].

2.1. Flow and particle deposition characterization

Following the literature and the fundamentals of fluid mechan-
ics, Kalilainen et al. (2016) [15] used the Rayleigh number (Ra) to
characterize the buoyancy driven flow in DIANA experiments.
The Rayleigh number is defined as the ratio of buoyancy forces
to viscous forces as given in Eq. 1.

 gBATL
R

Ra (M
where f; is thermal expansion coefficient of the fluid, AT is the tem-
perature difference between hot and cold walls, L is the side length
of cubic enclosure, v is kinematic viscosity of the fluid, o is thermal
diffusivity of the fluid. All the fluid properties are presented in
Table 1 at a reference temperature, which is the average of hot
and cold walls.

Le Queré and Behnia (1998) [36] performed DNS simulations of
a two dimensional flow in a square cavity driven by the tempera-
ture differences between vertical walls and identified a critical Ra =

Table 1
Fluid properties at the reference temperature

Fluid property Value

Thermal expansion coefficient (f;) 321 x 1073 K!
1.659 x 107> m2/s

236 x 107> m?/s

Kinematic viscosity (v)
Thermal diffusion coefficient (o)
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1.82 x 108 for transition into turbulent flow. The Rayleigh number
is in the order of 10° for the buoyancy driven flow in the DIANA
experiment, and hence it can be characterized as a natural convec-
tion turbulent flow.

In an enclosure flow, the particle deposition on various surfaces
of the enclosure could be significant depending on the flow condi-
tions. A measure of the amount of particle deposition on all the
walls is obtained by computing the airborne particle concentration.
According to Liu (2009) [14], airborne particle concentration in a
enclosure follows an exponential decay as given by Eq. 2.

C(t) = Co - (2)

where C(t) is the airborne particle concentration at time t,C(0) is
initial particle concentration in the enclosure, and 7 is a time con-
stant. The inverse of 7 is called decay constant () and it represents
the rate of deposition of particles on all walls of the enclosure. In the
present work, decay constant (f) is derived from the simulations
and compared with the experimental data of Kalilainen et al.
(2016) [15] and Kim et al. (2018) [2].

3. CFD model

As the CFD model developed here is in the armature of a special-
ized solver of containment thermal-hydraulics, the baseline
model, which is validated [31-33] in detail is utilized here. In this
work, the limelight is on the extension of baseline model to
particle-laden flows and systematic assessment on the accuracy
of the overall model, besides thorough validation. The Eulerian-
Lagrangian approach is chosen for its inherent benefits in inter-
preting the results and simplicity of boundary conditions related
to particle transport.

3.1. Eulerian fluid flow

The complete CFD model, governing equations, default numer-
ical settings associated with the containmentFOAM are described
thoroughly in Kelm et al. (2021) [30] for single phase fluid flow,
and hence only a brief description is outlined here. The modeling
equations are established on unsteady Reynolds Averaged Navier
Stokes (URANS) approach closed by the k- SST model. It should
be noted that the production and dissipation terms corresponding
to buoyancy force are included in the turbulence model in the view
of application to technical scale facilities [32]. equation derived
based on the conservation of total enthalpy is solved for computing
temperature field in the domain in conjunction with ideal gas
equation. At first, the fluid flow inside the cavity is simulated until
a time-averaged steady mean flow field conditions are established
before injecting the Lagrangian particles. Thereafter, the Eulerian
flow field and the LPT are solved one after another in each Eulerian
integration time step.

The governing equations are solved with second order accurate
spatial and temporal numerical schemes. As the open-source
toolkit OpenFOAM comes with a large number of numerical
schemes and methods, there is a possibility of user-induced error.
Consequently, the numerical schemes are fixed and consistently
used for many containment safety applications with the special-
ized CFD code containmentFOAM. For the discretization of transient
terms, Crank-Nicolson scheme with a blending factor of 0.9 is used.
The advection and gradient terms are discretized by applying
Gauss linear upwind and Gauss linear schemes respectively. For
the Laplacian (or diffusion) terms, Gauss linear scheme is
employed with non-orthogonal correction.

The readers are referred to Kelm et al. (2021) [30], Kampili et al.
(2021) [32] and Vijaya Kumar et al. (2020) [31] for detailed
description on the numerical methods, solvers and algorithm,
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which are well validated and used for the Eulerian fluid flow in the
present work.

3.2. Lagrangian Particle Tracking

Initially, the particles are assumed to be uniformly distributed
inside the cavity. All the particles are considered as spherical point
masses. The particle velocities are computed in a flow field, which
is constant within an Eulerian integration time step, by time inte-
gration of the Newton'’s second law of force balance (Eq. 3) with a
Lagrangian integration time-step in the order of particle relaxation
time (7,) for numerical accuracy. Thereafter, particle positions are
updated according to the definition of velocity (Eq. 4). Within the
present work, the Lagrangian integration time step is at least one
order smaller than the Eulerian integration time step. Conse-
quently, there are a number of Lagrangian integration cycles
within one Eulerian integration time step.

du
m, <l =Fo+Fy+ Fr 3)
dx,
2 = U 4)

X, is particle position, m, is particle mass, U, is particle velocity, Fp
is drag force, F, is gravitational force (and buoyancy force), and Fr is
thermophoretic force. After tracking the particles until the Eulerian
integration time step is reached, the flow field is updated by solving
the URANS equations using the PISO algorithm. Thereafter, the LPT
is continued again to reach the next Eulerian intregation time step
and so on. In the frame work of modeling nuclear aerosol transport
(particle size: 0.2 pum to 10 pum), drag, gravity, and thermophoretic
forces are considered as the dominant influencing forces. Brownian
motion, pressure gradient, virtual or added mass forces have only
minor impact in gas-solid particle-laden flows [18,2]. The lift force
is not considered in modeling as it was proven to be negligible for
particles in diffusion-impaction regime by Bagheri et al. (2012)
[37] in a similar setup to DIANA, which is strengthened further by
Dehbi et al. (2017) [18], Kim et al. (2018) [2], Aksouh et al. (2018)
[7]. The drag force (Fp) is modeled according to Schiller and Nau-
mann (1933) [38] as:

nD;
Fo = CcCo—g oy (Ur = Up) |Us — Uy (5)

where C¢ is Cunningham correction factor, Cp is drag coefficient, D,
is diameter of the particle, p; is fluid density, and Uy is fluid velocity.
The Cc considerably changes the drag force for sub-micron particles
and the standard expression for C¢ is given as

Ce=1 +12))‘ (1.257 +0.4exp (ﬂ)) (6)
) ]

where / is mean free path of the fluid. An important parameter in
calculating the drag force is drag coefficient (Cp) defined as a func-
tion of particle Reynolds number (Re,) as following:

G {% (1+0.15Re)™7), ifRe, < 1
0.44, ifRe, > 1

_ Pp|Ur = Up| Dy
Hy

where p, is particle material density and g is fluid dynamic viscos-
ity. It must be noted that Uy is fluid velocity interpolated to the par-
ticle position from the grid points near to the particle current
location in the numerical mesh. In case of a turbulent flow, it can

be split into two parts: mean velocity (Uy) and fluctuating velocity

Re, (7)
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(uf). The Uy is the mean velocity predicted from the URANS CFD
simulation. The u; is the turbulent fluctuation velocity which is
modeled using a turbulent dispersion model discussed in the fol-
lowing subsection.

The standard implementation of gravitational force along with
the buoyancy force acting on a spherical particle in OpenFOAM-6
is as following [39]:

p, - (o tr)rois pcf)w;g ®)

where g denotes the gravitational acceleration. The state of the art
expression for the thermophoretic force (Fr) is taken from Talbot
et al. (1980) [40] as given in the Eq. 9.

, 6712D,Cs({£+ Ckn) gy o
o VT
p(1+ 3CnKn) (1 +28+ 2Ct1(n>

where T is temperature of the fluid, k is thermal conductivity of
fluid, k, is thermal conductivity of particle, Kn is particle Knudsen
number, and C;,C; and C,, are modeling coefficients, set as 1.17,
2.18 and 1.14 respectively. The Knudsen number is defined as the
ratio of mean free path of the fluid (1) to diameter of the particle
(Dp) as following:

A
Kn=— 10
; (10)
In the present simulations, the fluid under consideration is air and
mean free path (1 = 0.69 nm) is considered as constant there is no
significant variation in the pressure and temperature from the
atmospheric conditions.

3.3. Turbulent dispersion model

The Langevin equation is originally proposed by Paul Langevin
to model Brownian motion of very small particles. In its essence,
the equation describes random motion of a Lagrangian particle in
fluid due to collisions with fluid molecules. Obukhov (1959) [41]
extended this concept to model fluid velocity fields in homoge-
neous turbulence using Markov chains. The conventional form of
the Langevin equation is as following:

du; :—%dwdui (11)

where u; is fluid velocity fluctuation, 7 is Lagrangian time scale and
dy; is a random fluctuation, which requires suitable formulation
depending on the application. As shown by Thompson et al.
(1971) [42], the Langevin equation model is capable of accurately
computing velocity fluctuation in homogeneous turbulence field.
This approach is further extended in Wilson et al. (1981) [43], Legg
and Raupach (1982) [44], Thomson (1984) [45] etc. to compute
velocity fluctuations in inhomogeneous turbulence, by normalizing
the Langevin equation. The underlined approach in the formula-
tions of fluctuation term is replacing the term dy; term with its
moments. According to Iliopoulos et al. (2003) [46], the normalized
Langevin equation can be written as following:

u; _ Uu; dt )
d<a> = 7(5) T—i+ dn; + Aidt (12)

where ¢g; is the RMS of velocity, A;dtis the first moment of the fluc-
tuation term, and d#; is second moment. The subscript i denotes the
direction in general, and the subscripts 1,2 and 3 are used to repre-
sent streamwise, wall-normal and spanwise directions separately in
the boundary layer flow. Other higher order moments are
neglected. Consequently, A; can be written as following:
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=)
Ai = %) (13)

while the dy; term which is derived assuming joint Gaussian distri-
bution up to first order (Mito and Hanratty 2002 [47]), can be
expressed as following:

u;u; |:l l

dndn; = —|—+

} -dt (14)
gi0j|T;i T

The A; term is the mean drift correction and in the wall-normal
direction it can be simplified to da,/0x,. It is shown in Thomson
(1987) [48] and Mito and Hanratty (2002) [47] that the inclusion
of this term fulfills the well-mixed criterion, i.e. that tracer particles
which are well-mixed initially in the inhomogeneous turbulent
flow, remain well-mixed. Further modeling improvements are
made to track inertial particles by introducing a multiplicative fac-
tor, which is a function of Stokes number (Stk). As is set to zero
according to Mito and Hanratty (2004) [49]. Only a short descrip-
tion is given here to enable to reader with basic understanding of
Langevin equation inspite of profuse amount of research in the lit-
erature over the past decades. For complete details related to math-
ematical model development, simplifications and derivations,
readers are referred to Dehbi (2008) [22]. Following the simplifica-
tions on normalized Langevin equation, the governing equations for
computing velocity fluctuations seen by a particle are formulated
into two sets depending on the particle position in flow. The gov-
erning equations to model fluid velocity fluctuations seen by the
particles are described next. These fluctuations are combined with
the mean flow velocities in the particle equations of motion to
deduce particle trajectories, there after, the governing equations

for particles located in the core flow are described.Governing equa-
tions in the boundary layer

Uq o Uuq dt 2 . a(?) dt
d<01>_<61>'r1+\/;d“+ %145tk (15)
1) _ u; dt 2 . 00, dt
d<az>_<az)'rz+\/;'d”+axz'1+5rk (16)
Us [7E} dt 2
d—=)=—(—) —+y—d 17
<‘73> (3) T3 \/; & (17)
_D
Stki‘[, (18)

where uq,u,,u3 are components of the turbulent velocity fluctua-
tion. The key parameters in the model are RMS velocity profiles
(01,02 and o3) and Lagrangian time scales (71,7, and 73), whose
spatial variation allows to account for anisotropic and inhomoge-
neous turbulence. Similar to Dreeben and Pope correlations for
forced convection turbulent flows, the RMS velocity profiles are
obtained by curve fitting to the DNS data as functions of non-
dimensional wall distance (x5 ). The friction velocity (u.) is used as
a reference for non-dimensionalizing the RMS velocity components.
The x; and u, are defined as in Eqs. 19 and 20.

xp =L (19)

u; = \/% (20)

It is important to accurately input the RMS values for turbulent fluc-
tuations in streamwise, wall-normal and spanwise directions based
on DNS (or) LES (or) experimental data suitable for the geometry.
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For forced convection turbulent pipe flows, the turbulent fluctua-
tion RMS values and time scales do not vary significantly with Rey-
nolds number (Re) of the flow. In this perspective, Dreeben and
Pope correlations can be used as generic profiles for turbulent
forced convection pipe flows [23]. However, for natural convection
turbulent flows such generic correlations are not available for two
reasons. One is the significant variation of turbulent fluctuations
with Ra. The second one is variation of turbulent fluctuations along
the vertical walls and the resulting difficulty in scaling. In the pre-

sent work, only one Ra=10° number flow field and the correspond-
ing DNS data is used in deriving the RMS velocity correlations. The
second issue is overcome by using averaged RMS velocity profiles
from the DNS data at various heights. The correlations are derived
using least squares method for curve-fitting as ratios of third and
fiftth order polynomials based the DNS data of Sebilleau et al.
(2018) [50]. The RMS velocity profiles at various heights and their
averaged curve fits are plotted together in Fig. 3. The left and right
panels in this figure depict the RMS velocity profiles in the hot wall
and cold wall boundary layers respectively. It should be noted that
the RMS profiles variation along the hot wall height is higher than
that of the cold wall. However, the averaged velocity profiles are
nearly identical. As a consequence, the averaged correlations are
suitable for both the hot and cold walls. The velocity fluctuations
along the adiabatic horizontal wall are not considered in the present
model as there is only a minor deposition on the top wall. On the
bottom wall, the major deposition is due to the gravitational force.
Within the scope of present work, it is assumed that the turbulent
dispersion influence on particle deposition along the horizontal
walls is negligible.

The curve fits are developed based on the turbulence statistics
within the boundary layer. In Fig. 3, x5 is non-dimensional wall dis-
tance, o} is non-dimensional RMS velocity fluctuation in the verti-
cal direction (parallel to the hot and cold walls), ¢ is non-
dimensional RMS velocity fluctuation in the wall-normal direction
to the hot and cold walls. The u;u;* is non-dimensional cross pro-
duct term from RMS velocities in the wall-parallel (vertical) and
wall-normal velocities, needed for the third term in Eq. 15. In the
present work, the turbulent fluctuations in the lateral direction
(u3) are not considered as the fluid motion in this direction is neg-
ligible, i.e, flow is mostly two-dimensional. Consequently, the par-
ticle motion is mostly expected to be two-dimensional.

It is possible to estimate the Lagrangian time scales variation by
tracking of fluid particles in DNS flow field [22]. For forced convec-
tion flows, Bocksell and Loth (2006) [51] used this method and
concluded that Lagrangian time scales are comparable in all the
directions (7, = 7, = 73 = 1) and they are reasonably close to the
correlations provided by Kallio and Reeks (1989) [52] in the non-
dimensional form. However, such Lagrangian simulations in the
natural convection DNS flow field are not performed/available in
the literature to date. In the present work, the Lagrangian time
scales correlations provided by Kallio and Reeks (1989) [52] shown
in Egs. 21 and 22 for forced convection turbulent flows, are utilized
also for the natural convection turbulent flows. Consequently,
there exists a possibility to improve the model further provided
more accurate correlations for Lagrangian time scales variation
are available.

77 =10, x; <5 (21)

T =7.122+0.5731x] — 0.00129y**, 5< x; < 100 (22)

where 7/ is non-dimensional Lagrangian time scale, defined as
following:
4
=1 — (23)
! (ur)z
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Fig. 3. Curve fits to the DNS data of Sebilleau et al. (2018).

Governing equations in the bulk flow

In the bulk turbulent flow, the CRW model utilizes the assump-
tion of isotropic turbulent fluctuations. The RMS of velocity fluctu-
ation is computed as a function of the turbulent kinetic energy (k)

2
as o= 4/ (u}) = \/%. The governing equations for computing the

turbulent fluctuation velocity seen by a particle under isotropic
turbulence assumption are given in Eq. 24.

i N d 2 Ok d
d(i)—‘<L(l;)‘rf+\/;’d“+3'la'g>:,f1+tsrk @4
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The turbulent kinetic energy (k) predicted by the URANS model is
used as a collective measure of turbulent fluctuations in all the
directions. The time scales of the flow are evaluated on the basis
of turbulent kinetic energy k and turbulence dissipation rate €
according to Mito and Hanratty (2002) [47]. As the present work
utilizes k- SST model, it is formulated in terms of w as following:
2
T = C_o .

2
-Z

1
o (25)

ol xR

The C, value is approximated as 14 based on the DNS of forced con-
vection turbulent flow simulations data by Mito and Hanratty
(2002) [47] and the C, standard value is 0.09. With regards to pre-
sent work, the turbulence in the inner core of the differentially
heated cavity is very low in comparison to the turbulence in the
boundary layer. Additionally, the k- SST models under-predicts
the turbulence levels. In this perspective, the turbulent dispersion
model in the inner core of the flow is insignificant for overall parti-
cle deposition as well as the distribution. The model governing
equations are presented here for the sake of completeness and with
the view of applicability to complex geometries where the turbu-
lence in the inner core (locally) is relatively high and predictable
from the URANS simulations.

The governing equations for LPT (Egs. (3), (4), (15)-(17) and
(24)) are numerically integrated using first order Euler implicit
method with a constraint on the Lagrangian integration time step
as minimum of one third of particle relaxation time or 107° s to
ensure the accuracy of LPT. The constraint on time step as well
as the numerical method are chosen based on the turbulent disper-
sion model development and validation by Dehbi (2008) [22],
Dehbi (2009) [23], Dehbi (2010) [24] and Kampili et al. (2019)
[53]. A second order linear interpolation scheme is employed to
compute the fluid flow variables at the position of particles.

3.4. Initial and Boundary conditions
The cubical domain of DIANA facility is considered for numeri-

cal simulation without any scaling. The initial and boundary condi-
tions used in the simulation are depicted in Fig. 4.

Top wall (experimental data)

- 4
= ™
5 T (inside) =310.95 K 3
" Atmospheric pressure n
[ ] o
= No slip walls =
2 s
o e}
£ 8

Bottom wall (experimental data)
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The initial conditions of the air inside the cavity are zero veloc-
ity in the domain and atmospheric pressure. The boundary condi-
tions regarding the pressure and velocity at all the walls are
atmospheric pressure and no slip velocity. For the left and right
vertical walls shown in the Fig. 4, constant temperature boundary
condition is used with the values of 330.6 K and 291.3 K respec-
tively. For the top and bottom walls in DIANA facility, temperature
profiles obtained from the experimental data (shown in right panel
of Fig. 4) are given as boundary conditions. For the remaining walls
of the cavity, convectively adiabatic boundary conditions are main-
tained. The wall to wall radiation heat transfer is considered by
defining the measured temperature distribution on top and bottom
walls from the experiment. This method of considering the radia-
tion heat transfer is validated using LES simulations by Kim et al.
(2018) [2]. One should note that the impact of radiation heat trans-
fer is found to be significant even in the moderate temperature dif-
ferences as in the present DIANA facility [2,54]. The particles are
assumed to be sticking to the walls when they strike the walls.

3.5. Numerical grid and Grid convergence study

The grid convergence study is performed to assess the numeri-
cal error associated with the simulations. The fluid flow calcula-
tions are performed with three different meshes namely coarse,
medium and fine meshes with second order spatial and temporal
discretization schemes. Each mesh consists of structured hexahe-
dral (cuboid) blocks. The mesh refinement is performed by dividing
each cell into two halves in each direction, leading to a eight fold
increase in the total number of cells from coarse mesh to medium
mesh. The same is true for the medium mesh to fine mesh refine-
ment. The meshes are created following the best practice guideli-
nes for the application of CFD simulations in nuclear reactor
safety by Mahaffy et al. (2014) [55]. Summary of the mesh quality
assessment parameters is provided in Table 2. From the initial con-
ditions, the flow field is allowed to reach statistically stationary
conditions by simulating up to 600 non-dimensional time units,
similar to previous LES simulations of Dehbi et al. (2017) [18]. A
non-dimensional time unit (7) is defined as the ratio of side length
of cube (L) to the circulation velocity of flow (V;) as in Eq. 26. The

335 T T T T T T T
URANS - Simulations
330 e Experiment - Kalilainen et al (2016) —
325 \
=320
T I
g 315 . Top wa
RN ™
)]
o 310
s \——o‘,‘\ \
[ 305 e 3
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y
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Distance from hot wall (m)

Fig. 4. DIANA experiment schematic and boundary conditions.
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Table 2
Mesh details for DIANA simulations
Coarse mesh Medium mesh Fine mesh BPGs [55]
Number of cells 125000 1000000 8000000
Average y+ 1.98 1.12 0.58
Maximum aspect ratio 99.5 98.72 97.52 <100
Maximum volume change 1.66 19 1.86 <8
Minimum face angle 90 90 90 >20
Maximum face angle 90 90 90 <160

circulation velocity (V,) is defined as a function of thermal diffusiv-
ity of air(«), Rayleigh number (Ra) and side length of the cube (L) in
Eq. 27.

L
=y (26)
v, - avRa 27)
L
The flow field simulation are performed until 1200 non-

dimensional time units in total, while considering the final 600
non-dimensional time units for time averaging of results. The fluid
flow mesh dependency is verified by computing Grid Convergence
Index for global parameters such as average wall shear stress and
integrated wall heat flux along hot and cold walls and local param-
eters like maximum velocity magnitude/temperature in the bound-
ary layer. To conclude, the GCI index for medium mesh is
approximately 0.1 % and the flow field computed from medium
mesh is further utilized for computing particle transport. In the fol-
lowing results section, the velocity and temperature profiles from
all the three meshes are plotted to emphasize that the medium
and fine mesh yield almost identical results even though the com-
putational efforts increased by 16 folds. However, the contour plots
are only presented from the medium mesh. The medium mesh
shown in Fig. 5 is the optimum mesh for the flow field and particle

transport, and it has xJ below one for the first cell in the boundary
layer.

4. Results and discussion

In the current work, a systematic validation procedure is chosen
to validate the Eulerian part (fluid flow) and the Lagrangian part
(particle transport) of the CFD model separately by comparing with
the experimental data. At first, the Eulerian part of the CFD model
is validated by considering the velocity, turbulence intensity and
temperature as the assessment parameters. In the following results
and discussion, the profiles as well as the contours related to the
fluid flow parameters belong to the central lateral plane (z
= 0.35 m) of the cubical domain. Later, the Lagrangian part of the
CFD model and implementation in the tailored CFD solver contain-
mentFOAM is assessed by comparing the overall particle deposition
and the distribution of remaining suspended particles in the
domain.

4.1. Fluid Flow

The time-averaged mean velocity profiles at the mid height hor-
izontal line (y = 0.35 m) from the CFD simulations is plotted
together with the experimental data of Kalilainen et al. (2016)
[15] (extracted from Dehbi et al. (2017) [18]) in Fig. 6.

L

Fig. 5. Numerical mesh (medium) for DIANA simulations.
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Fig. 6. Vertical velocity profile along the horizontal center line.

The mean velocity profiles from medium and fine meshes are
close the experimental data, whereas the maximum velocity is
slightly under-predicted in the coarse mesh simulation (shown in
the subfigures of Fig. 6). The flow velocity magnitude reached a
maximum of 0.25 m/s in the boundary layer along hot and cold
walls and it mostly zero in the core region. In addition to the veloc-
ity profile along mid horizontal line, it is also important to have
overall flow structure with reasonable accuracy in throughout
the cavity for computing particle transport. The flow pattern is
mostly two dimensional as the lateral front and back faces only
have a minor influence. In this regard, the mean velocity contour
from the medium mesh CFD simulation and experimental data
are compared in Fig. 7.

In the experimental velocity magnitude contour from Kalilainen
et al. (2016) [15] (left panel of Fig. 7), the scale is clipped to a max-
imum of 0.2 m/s. However, the comparison of the CFD simulation
contour (right panel of Fig. 7) with the experiment shows that the
flow structure is visually similar in both the cases, i.e, dominant

Vimag [M/s]
0.20

0.15

—0.10

0.05

0.00

Experiment

fluid flow mostly in the wall boundary layers and the core is almost
still. It is worth to note that the secondary recirculation zones
along the hot and cold walls are missing in the CFD simulation con-
tour, which is an inherent deviation resulting from the RANS tur-
bulence modeling approach. Recalling our objective to predict
the particle deposition and distribution in a buoyancy driven flow
accurately, the ability of current CFD model to predict the temper-
ature variation within the flow domain is important. Prediction of
temperature profiles plays a considerable in modeling the particles
deposition pattern on walls. The thermophoretic force is compara-
ble to drag force within the boundary layer of the flow along hot
and cold walls, especially for submicron particles. As a conse-
quence, temperature distribution also effects the airborne concen-
tration of particles due to the change in temperature gradient in
the boundary layer of flow.

The temperature distribution is measured in the DIANA cavity
along five horizontal lines at different heights using K-type ther-
mocouples and along the central vertical line. The CFD simulations

Vmag [M/s]
0.20
0.15

=—0.10

0.05

URANS

0.00

Fig. 7. Comparison of velocity magnitude contours between experiment and medium mesh simulation.
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prediction of temperature distribution is plotted against the exper-
imental data of Kalilainen et al. (2016) [15] in Figs. 8 and 9. On the
left panel of Fig. 8, the temperature profiles along the horizontal
lines at heights of 0.07 m, 0.21 m, 0.35 m, 0.49 m and 0.63 m are
plotted in comparison with experimental data. In the bottom half
of the domain, the temperature distribution is matching with the
experimental data with less than 0.1 K difference. However, at
the height of 0.49 m, there is a deviation of maximum 1.5 K in
the core region and at the height of 0.63 m, there is a deviation
of maximum 0.5 K. In order to visualize and assess the temperature
deviation in the hot wall and cold wall boundary layers, the pro-
files are separately portrayed in the right panel of Fig. 8. For assess-
ment of temperature variation in the vertical direction, the
temperature profiles along the central vertical line (x = 0.35 m)
is presented in comparison with the experimental data in Fig. 9.
It should be noted that the mesh dependency in the temperature
profiles is negligible (<0.1 K). Based on the previous assessment
of fluid velocity profile and the current temperature profiles, it
can be concluded that medium mesh is sufficient to predict the
temperature distribution (as well as the flow field) within 0.1 K
error in the boundary layers.

4.2. Particle transport

The transient particle transport is simulated along with the
flow. The particle tracking along is performed with Lagrangian
time step (dt;q) in each fluid flow time step. It must be noted that
the fluid flow time step is at least two order higher than the dt;q,.

The particles are injected at 10,000 random locations dis-
tributed throughout the domain at non-dimensional time units t
= 600, when the flow is statistically steady. Particle tracking is per-
formed up to 2000 s considering drag, gravity and thermophoretic
forces along with the CRW model for turbulent dispersion. All the
enclosure walls are treated as sticking surfaces for the particles.
Two particle sizes 2.5 pum and 1 um are simulated separately for
validation against the experimental data from Kalilainen et al.
(2016) [15] and Kim et al. (2018) [2]. The particle airborne concen-
tration is computed as the fraction of suspended particles in flow
to initial number of particles injected. The airborne concentration
variations with time for 2.5 pm and 1 pm particles from CFD sim-
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Fig. 9. Temperature variation along the central vertical line.

ulations are compared against the the experimental data and the
simplistic stirred settling model in Figs. 10 and 11.

The stirred settling model is derived based on the assumption
that the fluid in the enclosure is istropically agitated and the par-
ticles deposit only on the bottom surface due to the gravitational
settling alone [56,15]. The decay constant (8;5) of particles concen-
tration obtained by the stirred settling model is defined as the ratio
of terminal velocity of the particle to the side length (L) of the
DIANA facility. The inverse of B is the decay time constant (71s)
for the exponential decay of particles concentration.

Vrs
ps=-7 28)
1
T = — (29)
Brs
s W 320
\ ®
300 {y = 0.63 A
320 —a e ry = ml
325 \ F-0.49..." 220 v
320
315 g 300"E=°-49m?§
T
— [y=o03s m| 310 "\
300 2035
310 M4J'“I \
T 310
390 [y=021m .-_-o--ug\.
300
310 .\\_ . [y=021m \
T
320 \ ly=007m| 300 b\
310 p 295-@@5—\
0.00 0.02 0.04 0.66 0.I68 0.70

lHot wall boundary [ayer‘ ‘Cold wall boundary Iayer|

Experiment - Kalilainen et al. (2016)

Fig. 8. Temperature variation along horizontal lines at different heights.
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Fig. 11. 1 um particles deposition in DIANA.

The particles airborne concentration at any time in the enclosure
can be calculated using Eq. 2 and it is plotted for 2.5 pm and 1
wm particle sizes in Figs. 10 and 11 respectively.

As shown clearly in Fig. 10, The airborne concentration com-
puted from stirred settling model is close to the experimental data
in case of 2.5 um particles, as the particle size is large enough to be
not influenced by the turbulent diffusion. The CFD simulation gives
a similar exponential decay of airborne concentration, but with a
slightly slower rate of deposition for 2.5 pm particles. However,
in the case of 1 pum particles (Fig. 11), the stirred settling model
deviates significantly from the experimental data. This deviation
is due to the considerable number of particles deposited on vertical
walls (hot and cold walls) because of turbulent diffusion, and ther-
mophoresis which are not considered in stirred settling model. On
the other hand, the CFD simulation computes the airborne particle
concentration closer to the experimental data than the stirred set-
tling model. This shows the improvement in result due to the CRW
model with RMS correlations from the DNS data. A simplified way
of quantifying the whole deposition process is by calculating the
time constant (7) and it enables direct comparison with experi-
mental data as well as simulations. In the following Tables 3, 4,
the time constants obtained from the DIANA experiments using
TEOM and Laser intensity methods by Kalilainen et al. (2016)
[15] and by Kim et al. (2018) [2] using ELPI method are compared
with present URANS-CRW result for 2.5 pm and 1 pm particles
respectively. As a reference to modeling, the LES simulations
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Table 3

Comparison of time constants and the resulted percentage of 2.5 um airborne
particles after 2000 s from experiments and LES simulations to present URANS-CRW
simulation.

Method Time constant for Percentage of

2.5 pm particles (s)  airborne particles
Experiment - TEOM [15] 1697 + 86 30.8
Experiment - Laser intensity [15] 1796 + 79 328
Experiment - ELPI [2] 1659 + 89 29.9
Simulation - LES [18] 1616 29.0
Simulation - LES [2] 1618 29.0
Present simulation - URANS 2063 379
Stirred settling model 1784 32.6

Table 4

Comparison of time constants and the resulted percentage of 1 pm airborne particles
after 2000 s from experiments and LES simulations to present URANS-CRW
simulation.

Method Time constant for

1 pum particles (s)

Percentage of
airborne particles

Experiment - TEOM [15] 5219 + 188 68.2
Experiment - Laser intensity [15] 4965 + 64 66.8
Experiment - ELPI [2] 6100 + 411 721
Simulation - LES [18] 5297 68.5
Simulation - LES [2] 5291 68.5
Present simulation - URANS 7091 75.5
Stirred settling model 10210 82.5

predictions of time constants for DIANA by Dehbi et al. (2017)
[18] and Kim et al. (2018) [2] and stirred settling model are also
furnished in the same tables.

Based on the above data, the percentage of airborne particles of
2.5 pm size computed by the URANS-CRW approach is 5.1% - 8%
more in comparison to the experiments after 2000 s. Similarly
for 1 pm particles, the difference varies between 3.4% and 8.7%.
In other words, the percentage error in computing the decay con-
stant for 2.5 pm particles is in the range of 14.9% —24.4%, and for
1 um particles is in the range of 16.2% - 42.8% by using URANS-
CRW approach. Though the difference is significant, it is consider-
able improvement over the stirred settling model for 1 pm parti-
cles. It reiterates the fact that consideration of turbulent
dispersion is important for submicron particles to assess their
deposition on vertical walls. To understand further, the deposition
on different walls are computed from the simulations and com-
pared against the data from LES simulations of Dehbi et al. (2017
[18] and Kim et al. (2018) [2] in the following histograms (Figs. 12
and 13).

In case of 2.5 um particles, the deposition is mostly on the bot-
tom wall as predicted by both the present URANS-CRW approach
and the LES model by Kim et al. (2018) [2]. The deposited fraction
of particles on the cold wall is marginally lower in case of URANS-
CRW approach in comparison to LES data. Though there was
roughly 1% of particles deposited on the hot wall in LES simulation,
the present URANS-CRW model couldn’t reproduce such deposi-
tion on the hot wall. In the simulation of 1 pm particles, the depo-
sition is almost equal on bottom wall and cold wall. This trend is
predicted by both the current URANS-CRW model and the LES sim-
ulation by Dehbi et al. (2017) [18]. However, such deposition on
bottom wall and cold wall predicted by URANS-CRW approach is
slightly higher than the LES simulation by Dehbi et al. (2017)
[18]. This is consequence of zero particle deposition on all other
walls. The zero deposition on front and back walls can be associ-
ated with the two-dimensional nature of the flow field computed,
while in experiments or LES, it is three dimensional.

In addition to the prediction of overall particles deposited, it is
important to predict the particles distribution in the domain



M. Kampili, S. Kelm, A. Dehbi et al.

100
90
80 1
70
60 1
501
40+
301
20 1
104

B URANS-CRW
Bl LES - Kim et al. (2018)

D,= 2.5 um

Distribution of deposited particles %

Hot

Cold Frc;nt Tc;p

Wall location

Ba'ck Bottom

Fig. 12. wall-wise distribution of deposited 2.5 um particles.

100
901
80 1
70+
60
50 -
40~
301
201
101

0l —fmm
Back Bottom

{8 URANS-CRW
Bl LES - Dehbi et al. (2017)

Distribution of deposited particles %

Cold Hot

Front
Wall location

Top

Fig. 13. wall-wise distribution of deposited 1 pm particles.

correctly. Liu (2010) [14] summarized large number of experi-
ments and concluded that the airborne particles are uniformly dis-
tributed in enclosure flow at any time irrespective of the
deposition rate. These findings are further confirmed by the LES
simulations of DIANA experiments by Dehbi et al., (2017) [18] as
well as the DIANA experiments [15]. In order to verify the particles
distribution from current URANS simulations, the DIANA domain is
divided into 64 cubicals (4 x 4 x 4) and relative particles concentra-
tion is computed. It is defined as the ratio of actual number of par-
ticles in that cubical to the mean number of particles per cubical
(total number airborne particles divided by 64). In Fig. 14, a his-
togram of relative particle concentration in 64 cubicals at 500 s
for 2.5 pum is presented.

The mean and standard deviation are 1.0043 and 0.1129 respec-
tively, which is close to a uniform distribution of suspended parti-
cles in the domain. Similarly for 1 pm particles, a histogram of
relative particle concentrations is plotted at 500 s in Fig. 15. The
mean and standard deviation are for 1 pm particles histogram
are 1.0029 and 0.097 respectively, which represent very close uni-
form distribution of particles in all the cubicals. LES simulations of
the DIANA experiment for 1 pm particles revealed that the stan-
dard deviation of a similar histogram at 2000 s is 0.05 [18]. The dif-
ference could be attributed to the superiority of LES method in
capturing the turbulence levels and re-circulation zones over the
URANS approach and also to the smaller particle sample used for
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Dp =2.5um, t =500s

0.8 1.0 1.2
Relative airborne concentration [-]

Fig. 14. 2.5 um particles distribution in DIANA.

Dp =1 pum, t=500s

0.8

0.9 1.0 1.1
Relative airborne concentration [-]

1.2

Fig. 15. 1 um particles distribution in DIANA.

URANS (10000) versus LES (100000). Nonetheless, the results
demonstrated the capability of the CRW model to assess particle
transport and deposition in buoyancy driven flows. Due to its com-
putational efficiency, URANS can be employed in future to techni-
cal scale applications.

5. Summary and conclusions

In the present work, an Eulerian-Lagrangian approach is
employed to compute particle transport and deposition in a buoy-
ancy driven flow. For the Eulerian part, the baseline CFD model
based on the k-w SST model, which is well validated for the con-
tainment flows, is applied. In the Lagrangian particle tracking, drag,
gravity, thermophoresis and turbulent dispersion are considered.
For the turbulent dispersion modeling, the well known continuous
random walk model based on normalized Langevin equations is
utilized with appropriate RMS velocity correlations derived from
the DNS data of Sebilleau et al. (2018) [50]. With this, the applica-
tion of (U) RANS - CRW combined approach is extended to particle
transport in natural convection turbulent flow. The models are
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implemented in a tailored CFD solver for containment flows con-
tainmentFOAM to extend its applicability to particle-laden flows.

This approach is validated against the DIANA experimental data
of Kalilainen et al. (2016) [15] for 1 um and 2.5 pm particle sizes,
and the results are satisfactory in predicting particle deposition on
enclosure surfaces and overall distribution in the domain. Further
more, the approach is numerically more efficient than LES, which
is of significance for future technical scale applications. Neverthe-
less, it must be noted that while a further utilization of this mod-
eling approach for tracking aerosols in large scale enclosures is
feasible, one needs to verify the scalability of current RMS velocity
correlations to different geometries depending on Rayleigh
number.
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