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Abstract

The goal of this work is to implement and assess different approaches for solving the factoring problem
on quantum annealers. We identify three promising approaches that use custom and heuristic em-
bedding and experimentally test their performance on the Advantage quantum annealer by D-Wave
Systems Inc.

To reduce terms of higher order than quadratic, we formulate an approach that takes into account the
coefficient of the term to be reduced, and we show experimentally that it produces valid models for
smaller problem sizes.

We evaluate the impact of using individual per-qubit offsets and find that this feature can significantly
improve the success frequencies for some problem sizes. For others, applying offsets can lead to a de-
crease in success frequencies.

We find that all three examined factoring approaches exhibit a scaling with problem size that is qual-
itatively similar to random drawing. Generally, all methods fail to find solutions for larger problem
sizes. On average, the success frequencies are only 10 — 100 times higher than randomly drawing each
bit of p and gq. However, the approach with custom embedding is able to find ground states even for

larger problem sizes, indicating a problem formulation that is well suited for the quantum annealer.
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Acronyms

BQM binary quadratic model. Glossary:
CFA Controlled Full-adder. Glossary:
LSB least significant bit.

MSB most significant bit.

QA quantum annealing.
QPU quantum processing unit. [0} [T} [[3] 22} 24} [25] 27} 30} [34] [43]

QUBO quadratic unconstrained binary optimization. [8] [0} Glossary: [QUBO]

SDK software development kit.



Glossary

BQM binary quadratic model, Ising or quadratic unconstrained binary optimization (QUBO) prob-
lem.

CFA controlled full-adder, full-adder with an additional input that activates or deactivates the first
input variable .

ground state lowest energy state in a binary quadratic model, eigenstate corresponding to the lowest

eigenvalue . [9} [10} T4} [18} [T9} [26} 28} [34), [36] [42]
Hamiltonian 2V x 2V matrix for N qubits describing a system. |8}

Ising objective function of N variables s = [s;, ..., sy]| corresponding to physical Ising spins, where

h; are the biases and J; ; the couplings (interactions) between spins. [§]
37

Lagrange penalty multiplier.

QUBO quadratic unconstrained binary optimization, objective function: E(z) = } o, :iQi;;

where z;e{0,1} .

spin floppiness flipping the spin leads to another classical state with the same energy.



Chapter 1

Introduction

The factoring problem has been a central mathematical problem from ancient Greek times to modern
cryptography [1]. It is defined as finding the non-trivial divisors of a positive composite integer. In
this work, we consider the factorization of bi-primes N = pq as they are considered to be the hardest
instances of the factoring problems. Our motivation is to assess current state-of-the-art methods for

solving the factoring problem on quantum annealers. In particular, we will examine three different

approaches to formulating the factoring problem. |Quantum annealing (QA), or analog quantum

computing, is one of two major quantum computing paradigms. Quantum annealers are used to

solve optimization problems in the form of an |[sing|[Hamiltonianl Digital, or gate-based quantum

computing, on the other hand, does not focus on one particular class of problems and allows for
the implementation of a wider range of algorithms. Gate-based quantum computers are also called
universal quantum computers because in principle, every computer program can be implemented by
means of a quantum gate circuit in polynomial time. Due to current limitations in quantum computing
hardware, many problems still perform better on classical computers or cannot be implemented on

quantum computers at all.

This thesis is structured as follows: In this chapter we introduce briefly the theoretical background of
[QA] and the machine that we use for experiments, the D-Wave Advantage quantum annealer. Addi-
tionally, an introduction to the factoring problem will be provided. The second chapter describes the
theoretical background of the three examined methods and how and to which extent we implemented
them. In the following chapter, we present experimental results related to the performance of the
three approaches that were obtained on the D-Wave quantum annealer. Finally, the findings of our

study will be presented in the last chapter of conclusions.

1.1 Quantum Annealing

Quantum annealers are designed to solve a specific problem class, the so-called [binary quadratic model|
(BQM)|l This can either be an [Ising| or |quadratic unconstrained binary optimization (QUBO)| model.
Both models are equivalent; an model can be converted to a[QUBO| model and vice versa. The

8



CHAPTER 1. INTRODUCTION

difference is in the range of the two-valued problem variables. An model is a representation of

the problem variables in terms of physical spins s; € —1, 41 of the form

E(S) = Z h;s; + Z J@jsisj (1.1)
=1

1<j

whereas a [QUBO| model is defined as

1<j

with z; € {0,1}. Both problem formulations consist of weighted linear and quadratic terms. Although
at first glance, there seem to be only quadratic terms in the notation, @Q; ; is the weight of the

linear terms, as :U? = x; for binary variables.

The problem is NP-complete, which means that all NP problems can be mapped to models
using a polynomial number of additional steps. Efficient procedures for finding the formulation
have been found for many problems, such as coloring and tree problems (e.g. Travelling Salesman) [2].
For any gate-based quantum circuit an equivalent formulation for quantum annealers can be found. It
is, however, not possible yet to solve these formulations on the quantum annealer that we use, the D-
Wave quantum annealer, as interactions of higher order than quadratic 3| or successive back-and-forth

annealing are required [4].

The basic unit in quantum computation is a quantum bit (qubit), which is defined as superposition
state of |0) and |1)

U) =a-10)+5-]1) = (g) with «a,8€C, |a*+|8*=1. (1.3)

The first step in the annealing process is to initialize the system in a of an initial
Hp that can be easily constructed, the so-called driver A common choice

is

N
Hp=-> ol (1.4)
=1

for N qubits. o, is the Pauli-X Matrix

01
Oy = (1 0> (1.5)

with eigenvalues +1 and —1 and eigenvectors corresponding to
1
1 b
1
-1/

1

+) = —=(0)+ 1) =

S

2
(1.6)
1

=) = —7=(0) = 1) =

Sl Sl

S

2




CHAPTER 1. INTRODUCTION

Therefore, the [ground state] of —o, is the |4) state.
The problem is defined as

N -1
Hp—Zha —i—ZZJ(l ) @ o), (1.7)

=1 j=1

where ¢ and j are the qubit indices. o, is the Pauli-Z matrix,

1 0
o, = <0 _1> , (1.8)

(1.9)

with eigenvectors corresponding to

The of Hp is defined to be the solution to the problem.

During the annealing process, the system is slowly brought from Hp to Hp according to the so-called
annealing schedules A(s) and B(s):

H(s) = A(s)Hp + B(s)Hp

N N . Y3 o . (1.10)
= —A(s) Z o) + B(s) Z hio™ + B(s) Z Z Jij oV @ o),
i=1 i=1 i=1 j=1

where s € [0,1] is the normalized time. A(s) decreases the driving terms in Hp with s, and B(s)
activates the terms of the problem Hp. The standard anneal schedules on the D-Wave

lquantum processing units (QPUs)| are not linear, as can be seen in |[Figure 1.1} Each has its own
default anneal schedule, modified if necessary. In [Equation (1.10)| the driving is homogeneous with

both schedules being controlled by a single timing signal. Another possibility, which will be discussed
in |chapter 2| is to make the timing signal qubit-dependent [5].

If the annealing process happens slowly enough, one expects to measure the solution of the problem

at s = 1 with high probability according to the adiabatic theorem [7].

1.2 D-Wave Quantum Annealer

All results in this work have been obtained on quantum annealers produced by D-Wave Systems, a
Canadian company that manufactures quantum annealers for commercial use. Its largest currently
available device is the Advantage quantum annealer, which has more than 5600 superconducting qubits
and around 40000 couplers. The exact number depends on the particular and the fabrication
process. On the D-Wave Advantage not all qubits are connected to each other, but each qubit

10



CHAPTER 1. INTRODUCTION
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Figure 1.1: Tllustration of default anneal schedules for the D-Wave Advantage 5.1 QPU. Solid markers
represent A(s), open markers represent B(s). Courtesy of [6].

couples to 15 others on average (except for those on the outsides of the [QPUJ|). The consists of
a 15x15x3 grid of unit cells, with each cell containing 8 qubits (so-called Pegasus graph, [Figure 1.2]).
The |[QPU| can be represented as a graph with qubits as nodes and couplers as edges.

All calculations are performed either on the D-Wave Advantage 4.1 (located in Canada) or on the
D-Wave Advantage 5.4, which is located in the Jiilich Supercomputing Centre at Forschungszentrum
Jiilich. It is important to note that 4 and 5 in the names are not versioning numbers, but
identifiers. The versioning for each is indicated after the dot (for example, the Advantage 5.4
identifies number 5 in version 4). Both have received the latest major update (Advantage,

performance update).

Not all qubits and couplers are functional, often because the fabrication process is very complex. On
the Advantage 4.1 the yield of the working graph (the ratio of working qubits to an ideal is
around 97.69% and on the Advantage 5.1 it is around 97.47%.

1.3 Factoring Problem

The factoring problem is defined by finding the non-trivial factors p and ¢ of a composite integer
N, so that N = p x q. The most promising approach for solving the factoring problem in classical
computing is the general number field sieve with sub-exponential time complexity. The current record
on any computing device is held by Boudot et al., who succeeded in factoring a 250-decimal digits

(829 bits) number using this method [8]. With Shor’s algorithm for gate-based quantum computers,

11



CHAPTER 1. INTRODUCTION

/

Figure 1.2: Visualization of two adjacent Pegasus unit cells. Each qubit in the cell is identified by
indices u and k. u denotes the orientation (O=horizontal, 1=vertical) and k is the qubit’s position in
the row/column. Courtesy of @

it is in theory possible to factor integer numbers in polynomial time. In 2012, 15 = 5 x 3 was factored
on a quantum computer using Shor’s algorithm ﬂgﬂ A large-scale simulation of Shor’s algorithm on
classical GPUs succeeded in factoring 549, 755,813,701 = 712,321 x 771, 781 [10].

One of the most promising methods for quantum annealers has been proposed by Ding et al. in
2023, which succeeded in the factorization of 8,219,999 = 32, 749 x 251. The method will be examined

in detail in

To factor a composite integer N on a[QA] device, the factoring problem first needs to be encoded in an

objective function (the [Ising|[Hamiltonian|). In the problem formulation (see [Equation (1.7)]), each bit

of p,q and N is represented by one or multiple qubits ag). At the end of the annealing process, each

qubit’s state is measured, and the corresponding bit string can be interpreted as integers p,q and N.

12



Chapter 2

Theoretical Background and

Implementation

We identified three promising approaches for formulating the corresponding objective function to the

factoring problem, that can be solved on a[QA] device:

1. Multiplication circuit method

2. Modified multiplication table method (Shuxian Jiang et al. [12])

3. |Controlled Full-adder (CFA)| method (Jingwen Ding et al. [11])

All three approaches are based on a shift-and-add binary multiplication table (see . However,
each approach derives the final objective function differently: The first method, the multiplication
circuit, performs all required arithmetic operations by half-adder, full-adder, and and gates. Each
gate has its own objective function, and the sum of these objective functions yields the final cost

function.

The modified multiplication table method works differently: The necessary binary addition and mul-
tiplication operations are implemented using the linear and quadratic terms of the model. Addi-
tionally, the multiplication table is split into blocks to reduce the number of carry bits. A particular

configuration of the modified multiplication method is the direct method that we also examine.

The third method that we examine, the method, is similar in theory to the first method (the
multiplication circuit), but differs in the implementation: Like the multiplication circuit, the
method is based on the multiplication table, where arithmetic operations are performed by full-adder
and and gates. The biggest difference between the method and both previous methods is that the
method takes into account the [QPUJs strucutre and generates a final objective function that can
be immediately processed on the The models obtained with the other two methods first need
to be adapted to the Pegasus in an embedding step, rendering them potentially more complex.

In this chapter, we present the theoretical background of these methods and their implementation.

13



CHAPTER 2. THEORETICAL BACKGROUND AND IMPLEMENTATION

26 95 24 23 22 21 20

p b2 n Po

q a3 q2 q1 q0
P290 P190 Podo

+ P2q1 P1q1 Poqi

+ D2g2  P192  Pog2

+ D293 D143 Pog3

N Ne ns n4 ns no niy ni

Table 2.1: 3 x 4-bit shift-and-add binary multiplication table.

2.1 Multiplication Circuit Method

In this section we introduce the multiplication circuit method, which is included in D-Wave’s
ldevelopment kit (SDK)| [13].

2.1.1 Theory

One approach to constructing a of the factoring problem is to generate a shift-and-add multi-
plication table with the necessary half- and full-adder gates. The cost functions for these gates are

known [14] and can be added up to represent any fixed-size multiplication circuit.

A visualization of a 3 x 4-bit multiplication circuit is given in As we know both factors to
be prime, the factors’ [least significant bit (LSB)|and jmost significant bit (MSB)| are set to 1, reducing

the number of variables required in the circuit. Binary multiplication is performed by and gates that
are not specifically displayed in the figure. Many helper variables (so-called auxiliary variables) are
generated to transmit sum and carry bits in between gates. Each gate with its input and output
variables has a separate cost function. Generally, objective functions are designed in a way that their
global minimum (the in the model) is zero. Therefore, we can sum up all of the
gates’ objective functions to obtain the final cost function without altering the global minimum. To
obtain an objective function for a specific semiprime N for the multiplication circuit in
we fix the bits of N by replacing ni._g with their binary representation. Now the lowest energy state
represents the solution to the factoring problem. In this circuit we need a total of 13 qubits (1 for p,

2 for g, 7 carries and 3 sums).

2.1.2 Implementation

D-Wave offers multiple methods for generating common models and optimization problems. One of

them is the dimod.generators.multiplication_circuit. An explicit example of how to construct

and solve a for the factoring problem with N = 91 is given in

14
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1 po 1 * 1 q1 qo0 1
1 Z po 1
p0qo HA q0
q0 co
c3 / cl
FA \ FA
ql pOql o ql
sl £
€ 5
3 ]
1 po ® 1
FA FA L__cz HA
O
Zglﬂ /
7]
/ FA <6 HA
n6 n5 n4 n3 n2 no 1

Figure 2.1: Multiplication circuit for a 3 x 4-bit multiplication of prime factors using half-adder (HA),
full-adder (FA) and and gates (binary multiplication, not displayed). Arrow annotations are the
names of the helper variables (auxiliary variables).

2.2 Modified Multiplication Table Method

Another possibility to implement the factoring problem on a quantum annealer is to obtain the cost
function directly from the multiplication table, without generating adder gates. Arithmetic operations
such as addition and multiplication of two binary variables can be implemented using the linear and
quadratic terms of the model. To multiply more than two binary variables together, higher order

terms need to be reduced to at most quadratic terms. We examine different strategies for performing

this reduction in

Jiang et al. [12] describe a strategy to reduce the number of linear terms, and therefore also the number
of qubits in the model, by splitting the binary multiplication into blocks (modified multiplication

table). Introducing blocks to the multiplication table reduces the number of carry variables. In the

first [subsection 2.2.1] we demonstrate the application of this method using the example of factoring

N = 91. The second [subsection 2.2.2| details its implementation.

2.2.1 Theory

In this subsection we give an example on how to obtain a cost function for the factoring of N = 91
with 3 and 4 bit factors using the modified multiplication table method. In the examples provided by

Jiang et al., the proposed block size for multiplication tables of this size is 2. To reduce higher-order

15
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26 25 24 23 22 21 20 26 25 24 23 22 21 20
P I po 1 p L po| 1
q 1 a @ 1 q 1 a q |1

1 Po 1 1 Po 1
+ g0 Podo 4o + qo | Poqo 9o
+ g1 pPoq1 Q1 + g1 poq1 | @
I v po V] . Lipo L | | _
+ co + 1 Co
+ Co c1 + c3 co
+ C4 C3
+ Ce Cs
+ c7
N 1 0 1 1 0 1 1 N 1 011 1 0 1|1
(a) Minimum block size (block size 1). (b) Block size 2. Blocks are marked by vertical lines.

Table 2.2: 3 x 4-bit multiplication table for N = (1011011)2 = 91 . Comparison of multiplication
tables a) with block size 1 and b) with block size 2.

terms to quadratic, we refine a strategy initially formulated by Jiang et al.

To obtain a cost function with the modified multiplication table method, the following strategy is
used: The binary multiplication table is split into vertical blocks according to the previously defined
block size. The column containing the [LSB]is not taken into consideration, as the [LSB|of semiprimes
is always 1. Each row in a block is interpreted as an integer number. If a block’s sum could potentially
have more binary places than the block’s length, the needed amount of carry bits is appended to the
next block. For each block in the table, we add the bits of p and ¢ and the carry bits together and
set them equal to the corresponding bit of N.

The number of carries is determined by the maximum possible value for each block and can be easily
calculated by substituting all variables with 1. exemplifies how splitting the multiplication
table into blocks reduces the number of carry bits, by comparing a 3 x 4-bit multiplication table with
block size 1 and block size 2. A block size of 1 means that each column is considered to be a block.
With block size 1, 8 carry bits are required. A block size of 2 already reduces that number to 4

required carry bits.

From we obtain a set of 3 equations:

2(1 + pogo + q1 — (4e1 +2¢0)) +po+qo = (01)2 =1
2(q1 +po+c1— (dez+2¢2)) +q0+pogi +1+co=(11)2 =3 (2.1)
263+1+C2:(10)2=2

We can verify the equation set for this example by substituting all variables accordingly, as can be

seen in [Table 2.3

16
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260 95 9t 93 22 9l 90

1 1)1
1 1 0|1
1 1]1 214+1%04+1—(4%0+2%1)+14+0=(01)s=1
+ 1«0 0 21 4+1+0—(4*0+2%1)+0+1x1+1+1
+ 1 1x1| 1
= (11), =3
+ 1)1 1 (11),
(it N i -1 2504+ 1+1=(10)y =2
+ 0 1
N 1 0|1 1 0 1|1

Table 2.3: The equation set (2.1)) derived from [Table 2.2b| for N = 91 with p = (111)2 = 7 and
g = (1101)y = 13 is correct, as can be seen on the right by substituting all variables.

The cost function has to satisfy the following conditions:

1. the cost function’s global minimum is zero for the input bits of correct p, ¢, and ¢

2. the cost function only contains linear and quadratic terms

Jiang et al. [12] define the cost function by subtracting the right side of [Equation (2.1)[ and squaring
the result to fulfill condition 1:

(2(1 + pogo + @1 — (4e1 +2¢0)) +po+qo — 1)* =0
(2(q1 +po +c1 — (4ez +2¢2)) + go +poq1 + 1+ ¢ —3)> =0
(23 +1+ca—2)?=0

The next step is to add the terms together:

f(p07q07 q1, Co, C1, C2, 63)
=(2(1 + poqo + a1 — (41 + 2¢0)) + po + qo — 1)°

+ (2(q1 4+ po + 1 — (4es + 2¢2)) + qo + pogr + 1+ o — 3)2 (2.2)
4+ (2c54+ 1+ ¢y —2)?
=0

The expanded preliminary cost function looks as follows. Quadratic terms can be replaced by linear

17



CHAPTER 2. THEORETICAL BACKGROUND AND IMPLEMENTATION

ones according to the rule z? = z for z = 0, 1:

f(po, g0, q1, co, c1, c2, c3)

=68cpc1 — 8cgea — 16¢ges — 16copoqo + 2copoqr — 4copo — 6¢oqo — 12¢0q1 + Heg — 16¢1¢o
— 32c1c3 — 32¢1poqo + 4c1poqi — 8eipo — 12¢1q0 — 24c1g1 + 44eq + 68cac3 — Beapoqi — 16¢2po
— 8c2q0 — 16c2q1 + 31cg — 16¢3pog1 — 32¢3po — 16¢390 — 32¢3g1 + 96¢3 + 10pogog1 + 22poqo
+17pog1 — po + 8qoq1 +4q1 + 6

To fulfill condition 2 and reduce higher order terms to second order terms, Jiang et al. use the cost
function for the and gate (see [Appendix Al), because zgx; = xg A x1 for binary numbers:

azrori1Ty = axexs + A(3x3 + xor1 — 2x0x3 — 2x123)  if 23 = To2 (2.3)
azoriry < arsxs + A(3x3 + xor1 — 2x0x3 — 2x123)  if X3 # O .

with A > 0. The term 3z3+xgz1 —2x0x3— 22123 is zero if and only if x5 = zgz; and adds energy to the

otherwise. It is weighted by a penalty multiplier ), also known as parameter.
Jiang et al. use a fixed A = 2. We have modified [Equation (2.3)|as we found that a fixed A\ can lead to

models where the does not represent the solution. There are multiple approaches for
choosing a suitable penalty multiplier, which will be discussed in detail in In the following,

we set A equal to the absolute coefficient o of the three-body term:

azroriry = arsxs + |af (3xs + xor1 — 2w023 — 22123) if 23 = TOX] (2.4)

Applying rule 2.3] and substituting pogo with ¢y and ppq; with ¢; yields the following cost function:

f(po, g0, q1, co, c1, c2, €3, to, 1)
=68cpc; — 8cgee — 16cocs — 4eppo — 6¢oqo — 12¢0q1 — 16¢otg + 2¢ot1 + Heg — 16¢1co — 32¢1c3
— 8c1po — 12¢1qy9 — 24c1q1 — 32¢1tg + 4cqty + 44cp + 68cocs — 16capg — 8caqo — 16¢c2q1 — 8eaty
+ 31cg — 32¢3po — 16¢3g0 — 32¢3q1 — 16¢3t1 + 96¢3 + 80poqo + 47pog1 — 116poto — 60pot1 — po + 8qoq1

— 116qgtg + 10q1tg — 60q1t1 + 4q1 + 174ty + 90t + 6
(2.5)

By enumerating all possible combinations of the values of p,q,c, and t we can verify that the final
cost function represents the factoring problem in this example (Table 2.4J).

2.2.2 Implementation

We have implemented this method from scratch, primarily relying on the Python library SymPy for
symbolic mathematics. It offers features such as basic arithmetic, simplification and expansion of

polynomials and substitution.

First, we demonstrate how we generated the multiplication table with the necessary carry bits. Then,

18
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PO g0 gl cO0 ¢l c¢2 c3 t0 t1 p g energy
i 0 1 1 0 1T O O 1 7 13 0
o o 1 1 O O O O 0o &5 13 3
o 1 1 1 0 1 O 0 0 5 15 4
10 o0 o0 o o o o o0 7 9 )

Table 2.4: Verification of cost function (2.5) by enumerating all possible states using the xubo solver
[15]. Only the four lowest-energy states are shown. The |ground state]is the only correct solution with

regard to all variables p, q, ¢, t. [Equation (2.5)| therefore correctly represents the 3x4-bit factoring of
N =91.

Block 0 Next Block

Block ol 92 [ 93 of
0 1 2 idx i | 0 1
ol 92 23 24 25 26 data | 1 1
idxi |0 1 0 1 0 1 1 1
data | po 1 0 0 0 0 0 1
g0 Pogo o0 0 0 0 0 0

0 ¢ Pogqi Q1 0 0 sum | 0 0|0 1

(a) Visualization of blocks array. Each block con- (b) 2D array. All variables have been substituted with
tains a 2D array with symbols p, ¢, and c. 1. The sum’s length is two greater than the block size,
so two carry bits are appended to the next block.

Table 2.5: 3 x 4-bit multiplication table (Table 2.2b)) represented as an array of blocks. Note that the
order is reversed, because the is stored at array position 0 and the at the last position.

we show how to derive the objective function from the generated multiplication table.

Generating the multiplication table

The multiplication table is represented as an array of blocks (see . Each block contains
a two-dimensional array. Each row is padded with zeros, so that it can be split into blocks of equal
size. Initially, only the symbols for the binary variables of the factors p and ¢ are generated. After
generating the symbols for p and ¢, we split the multiplication table into blocks according to the
previously defined blocksize. Then, we loop over each block, calculate the necessary amount of
carry bits (see for the example of a 3 x 4-bit table) and add them to the variable carryLine.
carryLine is appended to the entire multiplication table because carries can span multiple blocks. It
is important to subtract the carries that we have added to later blocks from the current one, so that
the carries do not influence the block’s sum (Algorithm [1]).
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Algorithm 1 Carry bit generation

blocks < split(table, blocksize) > split table into blocks of size blocksize
for i < 1,len(blocks) do
blocks < split(table,blocksize) > split again to consider new carries

block < convertToOnes(blocks|i])
over flowBits < len(sum(block)) — blocksize
if over flowBits > 0 then
carryIndxStart < (i + 1) x blocksize > first column of next block
carrylndrEnd + carryIndxStart + over flowBits
carries < getCarrySymbols(over flowbits)
carryLine < [0]  tableWidth
carryLinelcarryIndzStart : carryIndzEnd] = carries
> place carries in the right position of the next blocks
carrySum < sum([carryBit x 27t for j, carryBit in enumerate(carries)])
> sum up carries mulitplied by their place
carryLine[(i 4+ 1) x blocksize — 1] < —carrySum
> subtract carries from the last column of the current block
table.append(carryLine)

end if
end for
blocks

blockIdx 0 1 2
2t 22 23 2% 2> 26

idx ¢ 0 1 0 1 0 1

data po 1 0 0 0 0
qo0  Poqo q0 0 0 0
0 Po1 G 0 0
0 O 1 Do 1 0
0 —(co*x2+cy*4) o c1 0 0
0 0 0 —(c2 %2+ c3x4) c2  c3

N 1 0 1 1 0 1

Table 2.6: Final blocks array after adding carries to the next block and subtracting them from the
current one.

20



CHAPTER 2. THEORETICAL BACKGROUND AND IMPLEMENTATION

Deriving the cost equation

To derive the cost equation, for each block we sum up the columns, multiply them with their placement

and subtract the respective part of N.

As a first step, we add all values in a column together. The block data is represented as a two-
dimensional array in a row-oriented structure, therefore all values in a row are stored in an array.
SymPy offers convenient and fast functions to add array values together, which we cannot use unless
we first transpose the array so that the column values are stored in an array (and not the rows, as

before). We multiply each column with 2%, to consider its placement in the block.

Here is an extract of the Python code to perform the addition:

self.column_eq = [[sp.Add(*column) #*2**i for i, column in enumerate(block.T)]
for block in self.blocks ]

Secondly, to obtain the full cost function for each block, we sum up the columns of each block:
self .block_eq = [sp.Add(*¥block_columns) for block_columns in self.column_eq]

Next, we subtract the respective part of IV from each block. To do so, we first reverse the binary
representation of N to fit it to the multiplication table structure, where the first element is the [LSB|
Also we discard the [LSBl as we know it to be 1.

N_bin_rev = self.N_bin[2:-1][::-1]

To subtract N from the block equations, we loop over each block, pick the respective part of IV, reverse

it back, convert it to integer and subtract it from the block equation:

self.cost_eq = [block_equation-int(N_bin_rev[block_inx*self.BLOCKSIZE: (block_inx+1)
* self .BLOCKSIZE][::-1]1,2)

for block_inx, block_equation in enumerate(self.block_eq)]

The next steps are to square the equations and add them together, simplify and apply rule
to ensure that we only have linear and quadratic terms. The latter is done with SymPy’s subs
substitution function, where we can input a rule as a Python dictionary and perform the substitution

(see modifiedmultiplication/src/ProblemCreator.py in [16]).

2.3 Controlled Full Adder Multiplier

To our knowledge, the factoring of the largest semiprime to date on a device was accomplished
by Ding et al. using the method, with the result 8,219,999 = 32,749 x 251. In this section,
we introduce the theoretical background of this method, along with its implementation and potential

tuning options.
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(a) Encoding of a 3 x 4-bit multiplier on the QPU. (b) CFA encoding into the Pegasus unit cell

Figure 2.2: Visualization of the multiplier encoding on the QPU. Generated with code provided in
the git repository by Ding et al. .

2.3.1 Theory

BQMs| generated with the previous methods cannot be solved directly with the quantum annealer,
because they usually require logical connections between different qubits that do not physically exist
on the device. Therefore, they need to be embedded to fit on the [QPU| which means that single logical

qubits are mapped to a chain of physical qubits on the device.

Both the multiplication circuit method and the modified multiplication method use heuristic em-
bedding. This means that the model’s graph is mapped heuristically into the [QPUJs target
graph. This can lead to increased complexity of the model, because one logical qubit might need to

be represented by multiple physical qubits.

Ding et al. propose to encode the multiplier directly into the Pegasus structure (see, by
taking advantage of the shift-and-add multiplier’s regular structure (see . They introduce
a new gate, the gate. Like a regular full-adder it has three input lines inl,in2,c_in and two
output lines out, c_out. Additionally, there is one enable line that enables or disables the first input
line. The enable line allows for combining the multiplication and addition operations in a single gate,
which can then be fit onto a Pegasus unit cell. To construct a multiplier for factors p and ¢ of length
l, and [g, the are placed on a I, x [, grid of unit cells. The is an encoding of the equation
cout x2+ out = (enable Nin_1)+in_2+ c_in. See for an encoding of the 3 x 4-bit multiplier

into the Pegasus structure.
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p2 0 p1 0 PO 0
|
T in2 1 in2 i1 in2
enable enable enable|@—q0
®c_dut cn . ut cin c_qut c_in 0
L out. out
NO1>NOO0
b2 b1 Po *qo in in2 in1 in2
Noz  No2  Noi Noo‘ + enable enable q1
b2 P Po *q1 c_qut c_in _gut c_in 0
out out
Ny Nig N2 Nng ‘ + \
p2 b1 Do *q2 b ~@N4 @ @ Ni3 NT2NN11
‘ inf in2 in in2 in1 in2
Nos  Noy  Nog  Noo +
enable enable enable|@—q?2
P2 Pr Po | %43 . i i
\ ®|cqut cin c_Qut c_in c_out cinl@——0
N3 Nzs Nsg  Ni3 0 ‘ out out
P M N23\N22
in1 in2 in1 in2
aame enable 93
@®|cout cin c_out c_in 0
out 0
N36 N35 N34 N33

Table 2.7: Implementation of a 3 x 4-bit multiplier with CFAs p. 5.
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(a) Advantage 4.1 QPU: 17 x 6-bit multiplier (b) Advantage 5.4 QPU: 7 x 8-bit multiplier.

Figure 2.3: Visualization of the largest multipliers implemented by us on the Advantage 4.1 QPU (left)
and on the Advantage 5.4 QPU (right). Red lines outside the multiplier represent broken couplers
and red dots broken qubits. Graphic generated with code provided in the git repository by Ding et
al. [17]. Some broken couplers are drawn manually for better visibility.

2.3.2 Implementation

Along with the method description, Ding et al. made the corresponding git repository publicly avail-
able online [17]. It contains all the methods necessary to generate the multiplier. We made
only minor changes to the format in which the results are saved to allow for more detailed analysis.

Additionally, we made the following adjustments:

e assessing the feasibility of adapting the method to the Advantage 5.4 |QPU]

e implementing the anneal offset feature

Implementation on the Advantage System 5.4 QPU

The [CFA] method is adapted for the Advantage 4.1 Ideally, we would like to compare results
that have been obtained on the same To implement the [CFA] method on the with version
5.4 that is located in Forschungszentrum Jiilich, we need to take into account the physical properties
of that particular chip. As the multiplier is encoded directly into the all qubits and couplers
that are part of the multiplier need to be working. Consequently, for a multiplier of factors with
length I, and lg, a I, x [, grid of fully intact unit cells is required. To adapt the method to the
Advantage 5.1 we identified a region of the that is free from broken qubits and couplers.
We identified this region to be in the top right corner of the [QPU] (see [Figure 2.3| for a visualization

of multipliers on both [QPUs|).
As the 5.4 has more broken qubits and more broken couplers compared to version 4.1 (see [18]),
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—— A(s)
10 —o— B(s)
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Energy [GHZz]

Anneal Fraction s

Figure 2.4: Tllustration of anneal schedules when using anneal offsets. Shown are the baseline (blue
diamonds), delayed (green squares), and advanced (yellow circles) schedules. Solid markers represent
A(s), open markers represent B(s). Courtesy of @

the largest multiplier that we have been able to implement on version 5.4 is of dimensions 7 x 8
(compared to 17 x 6 on version 4.1). Therefore, all results for the method are obtained on the
Advantage System 4.1 |[QPU]

Tuning

The predictable problem’s structure allows for the implementation of different tuning mechanisms,

most notably the anneal offset feature. This feature delays or advances the anneal schedule (see

section 1.1 individually for each qubit. With individual qubit offsets, the defined in

[Equation (1.10) becomes

N i—1
Hs(s) = Z (s,0i)0s, —i—ZBsd Yhiol +ZZ\/BS6 (5,6;))Jijot @ at. (2.6)
=1 =1 j=1
0 = (d;,...,0n) is a vector of offsets for each individual qubit. Each qubit has individual time schedules

A(s,0;) and B(s,d;) instead of general anneal schedules A(s) and B(s) for all qubits. The quadratic
terms in Hp are annealed according to the geometrical mean of the qubits’ anneal schedules B(s, d;)
and B(s, ;) m Figure 2.4| displays the baseline (no offsets) and modified anneal schedules. A negative
offset 9; delays the anneal process for qubit ¢, while a positive offset advances it. The anneal schedules

are modified by the same d; for all qubits 4.

There are multiple strategies for choosing the offset based on e.g. [spin floppiness or chain length
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[20]. The chain length is defined as the largest number of physical qubits that represent the same
logical qubit in the embedding. To calculate the per-qubit offset, we have opted for a broader approach
that takes into account the general connectivity of a qubit (effective field offsets, Adame et al. [5]).
The intuition behind this approach is to prevent early freeze-out of strongly linked qubits during the
anneal process. Freeze-out means that some qubits freeze early on in the computation and do not
change their values anymore, even though the system has not reached the final yet.
Adame et al. hypothesize that ”qubits that are more strongly coupled to the rest of the system freeze
out earlier than those that are only weakly coupled” [5, p. 3].

The absolute effective field of a qubit ¢ is defined as the bias of ¢ plus the sum of the couplers’ weights

Jij to neighboring qubits j, where sj1,...,s;n, € [-1,41] denotes some configuration of these spins:
Fl‘(Sjl, ce 7Ssz') = |h; + Z Jiij (27)
=01

The next step is to obtain the average effective field of all possible neighboring spin configurations:

E = oN; Z FZ‘(SJ‘I, e 7$jNi) (28)

Siq s Sing

The last step is to normalize these values in the interval [0,1]. Adame et al. denote the normalized
average effective field of qubit ¢ as r;:
F;
T = S — (29)

max _ Fy,
ke{1,..,N}

The formal definition to calculate the actual offset value is
0i(r;) = (1l — 2r;), with a > 0. (2.10)

« is the offset magnitude that we are free to choose. See for an analysis on choosing a
suitable offset magnitude. On the D-Wave quantum annealer, each qubit has a minimum offset (ﬁmin
and a maximum offset §;"** that can be applied to it. To ensure that the applied offset is within that

range, the following strategy is used:

5(r) max{a(1l — 2r;), 00"} if r; > 4, (2.11)
i\Ti) ‘= .
min{a(1 — 2r;), 6™} if r; < 3

In conclusion, the intention behind this strategy is not only to delay highly connected qubits, but to
advance also qubits that have smaller effective fields. In we compare the success frequencies
with and without applying individual offsets (see also Appendix for the implementation of this
strategy).
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Results

In this chapter, we present results of solving the factoring problem on quantum annealers. Since
quantum annealers are sampling devices, they produce a distribution of different samples for each

problem. We measure success by the percentage of successful samples (success frequency).

All results for the multiplication circuit method and the modified multiplication table method have
been obtained on the D-Wave Advantage System 5.4, which is located at Jiilich Supercomputing
Centre, Forschungszentrum Jiilich. Results for the controlled full-adder method have been obtained
on the D-Wave Advantage System 4.1 (located in Canada). The reason for this is that we have not

been able to implement multipliers of sufficient sizes on the 5.4 chip due to the higher number of broken

couplers and chains (seesection 2.3.2)). Comparability of results is still given because both are of
the same model (Advantage, performance update). They only differ slightly in the physical properties

of the calibrated

Before comparing the success frequencies of the three examined factoring methods, some preliminary

observations are necessary. These include:

e assessing two different approaches for setting the parameter to reduce higher order

terms
e finding an optimal block size for the modified multiplication table method
e choosing a suitable offset magnitude for the [CFA] method

At the end of this chapter, we compare the scaling of success frequencies with problem size for the
different methods. In all experiments that we perform we assume knowledge of the factors’ lengths [,

and [, and each approach is initialized accordingly.
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3.1 Reducing Higher Order Terms

The quantum annealing formulation of the factoring problem introduced in requires terms
of higher order than quadratic to be reduced to quadratic and linear terms (see [Equation (2.3)).

To reduce higher order terms of the form zgzixo to quadratic, Jiang et al. introduce an auxiliary

variable x3 and add a constraint to ensure x3 = zoz; (second addend in [Equation (2.3))). If the

constraint is not weighted appropriately in the final objective function, it can happen that it is ignored
by the lowest-energy samples, as there are other terms with much higher coefficients that the model
will try to satisfy first. This can lead to models where the has a negative corresponding
energy and does not represent the solution. Therefore, the constraint term needs to be multiplied with
a penalty multiplier, also known as parameter. We consider two approaches for choosing

the Lagrange parameter:

1. Setting a fixed Lagrange parameter, so that all constraints are weighted equally:

azor1Te = arexs + N(3x3 + zox1 — 2x9w3 — 22123) if X3 = o1, With fixed A > 1 (3.1)

2. Multiplying the constraint with the term’s coefficient for a dynamic Lagrange parameter

azror1T2 = arexs + || (3xs + zoxy — 2x0w3 — 2x123) if X3 = W1 (3.2)

The first approach has the advantage of keeping the range of the linear terms of the low by
choosing a small penalty multiplier. However, optimizing the Lagrange parameters separately such
that they are as small as possible is a separate problem and quickly becomes infeasible for larger
models. Using a dynamic penalty multiplier, we can proportionally penalize constraint violations

based on the coefficient of the corresponding term.

In we present results obtained by numerically enumerating all possible input variable com-
binations of some example models with fixed and dynamic Lagrange multiplier. Contrary to quantum
annealing, which is a sampling method and does not necessarily return the global minimum of the
cost function, numerical enumeration on classical QPUs yields the corresponding energy to all possi-
ble input combinations. Because of memory and computing constraints the numerical enumeration is
limited to small In the examples tested, we observe that the dynamic approach immediately
generates a where the lowest possible energy is 0 and the corresponding bit string represents
the solution to the factoring problem. The dynamic approach eliminates the need for heuristically
determining the Lagrange parameter. Therefore, all results presented in the following sections are

based on dynamic penalty multipliers.

One strategy to further optimize the reduction process is to combine both approaches by scaling down

the coefficient of the three body term by a penalty multiplier A € (0, 1):

azror1re = arexs + A|a| (3zs + xox1 — 2x0x3 — 2w123) if 23 = 221, With fixed X € (0,1)
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N A min_energy solution_valid
493 1 -199 False
493 2 147 False N min_energy solution_valid
493 3 -103 False 91 0 True
493 4 -67 False 143 0 True
493 5 -51 False 437 0 True
493 6 -35 False 493 0 True
493 7 -19 False
493 8 10 False (b) Dynamic Lagrange parameter. The
model is correct for all tested semiprimes
igg 13 _g l;alse without having to determine a suitable La-
rue

grange parameter first.

(a) Fixed Lagrange parameter for N = 493. A
> 10 is the correct penalty multiplier.

Table 3.1: Comparison of fixed and dynamic Lagrange parameter. The column min_energy shows
the minimum possible energy in each model generated with the modified multiplication method. The
last column indicates whether the bit string of the minimal solution represents the factors p, ¢ and
N so that N = p x q. We determine the values by numerically enumerating all possible variable
combinations of the BQM with the xubo solver [15].

N A min_energy solution_valid

91 0.2 0 True
143 0.4 0 True
437 0.4 0 True
493 0.4 0 True

Table 3.2: Combination of fixed and dynamic penalty multipliers for four semiprimes N. The column A
displays the lowest examined penalty multiplier where the cost function’s global minimum represents
the solution to the factoring problem. Results obtained by numerically enumerating all possible
variable combinations of the BQM with the xubo solver [15].

This has the effect of reducing the range of linear terms in the [BQM] Preliminary experiments for

four semiprimes N show that scaling down the coefficient « yields a cost function that fulfills the

conditions defined in [subsection 2.2.1} In [Table 3.2 we numerically enumerate all models using the

combined approach for four semiprimes with A € [0.1,...,0.9]. We observe that using the combined

approach, the coefficient a can be scaled down by a factor A of 0.2 — 0.4. A possible hypothesis is

that, as 3 is the largest coefficient in the cost function for the and gate (see [Equation (2.3)]), a penalty
multiplier of ~ 0.33 is a suitable choice. Further experiments are necessary to determine if this is also

the case for larger semiprimes.

We proceed with reducing three-body terms by using dynamic penalty multipliers without applying

an additional fixed A (Equation (3.2))).
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3.2 Modified Multiplication Table Method

Before solving factoring problems with the modified multiplication table method, a suitable block size
needs to be established based on problem size. In the first subsection, we assess the impact of different
block sizes on the BQM[s parameters and on the success frequencies. The second subsection provides
an analysis of the energy landscape of obtained samples. All calculations in this section have been

performed on the D-Wave Advantage 5.1.

3.2.1 Optimal block size

The range of the coefficients of linear terms on the used is between [—4,4]. All where
terms exceed that range will be rescaled accordingly. Jiang et al. argue that ”reduc|ing] the range
of Ising parameter values [reduces] the bits of precision required by control hardware” [12, p. 3]. In
we can see that the BQMs highest absolute linear coefficient grows exponentially with
block size before it saturates for the largest block sizes. The highest absolute coefficient is relevant
because it determines the scaling factor for all coefficients. To obtain the cost function for each block,
we multiply each block’s column with a factor 20/°¢%-4% wwhere block_idx is the index of the column in
the block. Incrementing the block size, therefore, also increases the exponent of that term, leading to

an exponential growth of the highest absolute linear coefficient with block size.

Increasing the block size to the maximum, which is the binary length of N, has the effect of removing all
carry variables. This is because the cost function is obtained directly from the equation (N —pq)? = 0,
after substituting the binary representations of prime numbers p and ¢ (direct method |12} p. 2]). We
observe the biggest decrease in the number of linear terms with smaller block sizes. This is because

with larger block sizes the number of carry variables no longer changes significantly.

The number of linear coefficients, and therefore the overall complexity of the model, decreases most
from block size 1 (no blocks) to block size 2. At the same time, the scaling factor for the linear terms
is still comparably low at block size 2. Therefore, we would expect the success rates to be largest in
the lower half, possibly around block size 2—3 for the example models. To test this hypothesis, we
compare the success rates of all block sizes for different semiprimes. We find that in almost all cases
the success rates for the direct method are up to eight times higher compared to the best performing
block size ([Figure 3.2)). We hypothesize that the negative impact of the rescaling is balanced out by
the lower number of qubits needed for the direct method. In conclusion, we observe that the direct
method consistently outperforms the block approach. Consequently, in subsequent sections, all models
based on the modified multiplication table method are constructed with maximum block size (direct
method).

3.2.2 Analyzing the energy landscape

A constraint violation can either be an incorrect binary place of p or ¢, or a violation of an equality

constraint in the reduction of higher order terms to quadratic terms ¢;; = p;q; (see [Equation (2.3)]).
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Figure 3.1: Visualization of the highest absolute linear coefficient and of the number of linear terms
for different N with increasing block size.
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Figure 3.2: Comparison of the performance between the direct method and the modified multiplication
table method. On the x-axis the highest obtained success rate for any block is displayed. The y-axis
shows the ratio of the direct method’s success rate to the success rate of the best-performing block.
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Figure 3.3: Comparison of histograms of three samples for N = 503 % 503 = 253009. Each histogram
represents one sample with num_reads=1000. The first row contains histograms of the energy land-
scape for each sample. The second row is a histogram of the number of violations. The yellow bars
represent the number of correct samples (right y-axis).

In we analyze the energy landscape of samples for N = 503 x 503 = 253009. The figure’s
second row shows that successful samples tend to violate fewer constraints. While analyzing the energy
landscapes further we observe that the correct samples have a comparably high energy and that they
are distributed over the entire energy landscape. These violated constraints must, therefore, have a
high penalty multiplier A, leading to a high total energy. A hypothesis is that samples with a low
number of violated constraints are sampled more frequently. Since these samples are more likely to
represent the solution, we tend to sample the solution more often. However, further research is needed

to validate this hypothesis.

3.3 Tuning with Individual Per-qubit Offsets

In we presented an approach by Adame et al. that aims to reduce early freeze-out of
highly connected qubits by delaying their anneal schedule. In this section we describe an approach
to determine a suitable offset magnitude for the anneal offset feature. All results in this section have
been obtained by using the [CFA] method, as we have not implemented the anneal offset feature for

the modified multiplication table and the multiplication circuit method.
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Figure 3.4: Success frequencies for semiprimes of different lengths I factored with the CFA method
with ascending offset magnitude a. The error bars mark the 25% and 75% quantiles. For each [y and
each a € [0,...,0.9], we sampled 5000 times across 10 semiprimes.

3.3.1 Choosing a suitable offset magnitude

The first step when using individual qubit offsets is to choose a suitable offset magnitude. The offset
magnitude determines how much the size of the effective field delays or advances a qubit’s anneal
schedule. We applied offsets to problem instances of semiprimes with different lengths [y
for offset magnitudes a € [0,...,0.9]. The curve’s characteristic hill shape for [y = 11 or [y = 15 is
similar to the observations made by Adame et al. for other problems, such as alternating sector chain
problems [5, p. 9]. However, there are also problem sizes where applying offsets has a negative impact
on success frequencies (for example Iy = 14). Due to the high fluctuations in success frequencies, we

cannot draw any definite conclusions.

We determine a suitable offset magnitude « that can be applied to all problem classes. We weight

each offset magnitude with its observed probability and calculate the average

mean . .
ZaiZO,O.Ol,...,O.OQ DPsuccess IN (al) * 0

Eai:0,0.01,...,0.09 Diecess Ly (c)

apy = (3.3)
We then take the average of oy, over all [ to calculate a general offset magnitude which is suitable for
all problem classes. Another possibility is to not use a single average @ for all I, instead of assigning
each problem class a separate a;, . However, with the big fluctuations in success frequencies that we
observe, we cannot conclude that [ influences a;, . We therefore choose to proceed with an average

a ~ 0.03 over all o, .
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3.4 Comparison of Methods

We provide data in this section that compares all three factoring methods described in We

assess the methods’ success frequencies and the [QPUJs ability of finding the using these
methods.

Terminology: A run is defined as a collection of 1000 subsequent samples.

3.4.1 Comparability of methods

To ensure comparability of these three methods, we define the problem size as the number of unknown
binary places in p and g¢: [ + 7. This allows for the comparison of the multiplication circuit method
with the direct method and the [CFA] method, which have a different number of unknown variables.
The direct method is designed in a way that the [LSB| and [MSB| of p and ¢ are set to 1 in advance.

Therefore, l; =1, — 2 and [ = l; — 2. For the other two methods [; =1, and [j = [,.

The probability (in percentage) for randomly guessing all of the factor’s bits of a semiprime N correctly
is
1

3.4.2 Conclusion

It is difficult to draw definite conclusions, as the high number of problems, to which no solution was
found, increases the fluctuations in the data. Overall, the [CFA] method outperforms both the direct
method and the multiplication circuit method. With this approach, factoring problem of size 21 are

still possible, and solutions to factoring problems of this size can be found in around 10% of runs.

As can be seen in the second subfigure of samples obtained with the [CFA] method contain
the for bigger problem instances of size 18. Samples of generated with the

multiplication circuit method and the direct method fail to find the ground state for small problem

instances of sizes > 11 and > 12 respectively. In the analysis of energy landscapes in [subsection 3.2.2]

we have seen that solutions for the factoring problem obtained with the direct method are distributed
over the entire energy landscape and that these solutions, therefore, do not correspond to the global
minimum of the cost function. In contrast, the quantum annealer is able to solve problems
generated with the [CFA]method for larger problem instances. A possible hypothesis is that the regular
structure of the method’s custom embedding positively influences the quantum annealer’s ability
of finding the On the one hand, the ability of finding the indicates a
problem formulation that is well suited for the On the other, it could be argued that the
problem does not need to be fully solved, as long as the resulting bit string at the end of the annealing
process corresponds to the bits of the factors p and ¢q. Both arguments are valid and further research
is necessary to determine how these methods behave on D-Wave’s next-generation based on the
Zephyr topology. The Zephyr topology allows for a higher degree of qubit connectivity compared to
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Figure 3.5: Overview over problems instances, to which no solution was found, ground states, and
success frequencies for the three examined methods over problem sizes in range [10,22]. The first
subfigure shows the percentage of runs where no solution was found. The second subfigure displays

the percentage of runs where
The last subfigure show the su
solution (red line). The error

at least one sample represents the ground state (minimum energy).
ccess frequencies and the probability of randomly drawing the correct
bars mark the 25% and 75% quantiles. For each problem size, we

sampled 10 semiprimes linearly spaced out over the problem interval. The number of runs for each
semiprime is 5 (or 5000 samples).
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the current Pegasus topology (an average degree of connectivity of 20 compared to 15 currently).

It is difficult to draw conclusions related to scaling for problem sizes > 13 because of the high fluc-
tuations of the data. As quantum annealing is a sampling method the possibility exists that we are
randomly sampling the factors p and gq. shows an evaluation of the scaling of the success
frequencies in comparison to random sampling (red dots). As we can see, the observed success fre-
quencies for all methods are consistently higher than random drawing. Interestingly, even though the

quantum annealer is not able to find the of the model in many cases, it still returns
the corresponding bit strings of p and ¢ with higher-than-random frequency.

Generally, the data currently suggests a scaling of the success frequencies with [ similar to random
drawing. The exponential decrease in success frequencies is observed for all methods. Moreover, all
three methods perform only slightly better than randomly drawing the factor’s bits. The method

still shows the best success frequencies which are about 100 times higher than those of random drawing.
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Conclusion

The goal of this work was to implement and assess state-of-the art factoring algorithms for quantum
annealers, such as the multiplication circuit method, the modified multiplication method and the
method. We examined different approach for reducing higher order terms so that they can be mapped
to the model and implemented individual per-qubit offsets as a tuning strategy.

To reduce terms of higher order than quadratic, we formulated an approach that takes into account
the coefficient of the term to be reduced, and we showed experimentally that it produces valid models
for smaller problem sizes.

We also examined the growth of the linear coefficients with increasing block size for the modified
multiplication table method. Our data indicates no benefit of using the block approach and we find
that models constructed without blocks (direct method) consistently yield higher success frequencies.
As a possible tuning approach, we assessed individual per-qubit offsets by applying them to the
method. Our findings are inconclusive, and we cannot yet say that applying offsets improves the
model’s success frequencies. Some problem sizes perform better with anneal offsets, and for others,
applying offsets impairs the performance.

We find that none of the three approaches examined is able to consistently solve factoring problems
for larger semiprimes. The success frequencies exhibit a scaling that is qualitatively similar to random
drawing, with success frequencies that are on average only 10 — 100 times higher than if we were to
randomly draw each bit of p and q. However, the [CFA] method’s ability to produce ground states even
for larger problem sizes is promising and suggests that approaches with custom embedding might be

the preferred solution in the future.

4.1 Outlook

A major drawback of the method compared to both other methods is that its custom embedding
requires a fully intact grid of unit cells. D-Wave’s next-generation topology, the Zephyr topology,
implements greater qubit connectivity. It is an area of further research to determine if it is possible

to adapt the encoding in a way that broken couplers can be circumvented. This would allow for
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the implementation of larger multipliers.

Another interesting aspect is to further improve the reduction method for higher order terms. We
presented two approaches with fixed and dynamic multipliers. Further research is necessary to assess if
a combination of both methods can consistently lead to valid models with lower coefficients compared

to just using the dynamic approach.

Finally, the strategy that we employed already assumes some knowledge of the solution, by fixing the
factor’s length. Establishing a framework to solve problems without prior knowledge is necessary to

factor cryptographically significant semiprimes on future devices.
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Appendix A

QUBO Formulation for AND Gate

In this section we demonstrate how to find a[QUBO)]formulation for an AND gate. The general [ QUBO]
formulation is E(z) = >, %:Q; z; with z; € {0,1}. For better readability, we denote the linear
coefficients @;; as a; and the quadratic coefficients Q; j as b;;. For three input variables, the

model becomes
E(zo,x1,22) = apxo + a121 + a2x2 + borzoz1 + boaxoxs + biaz122 (A1)

It is not necessary to add a constant offset ¢ to the function to ensure that its global minimum is 0, as
E(0,0,0) = 0. For an AND gate with x9 = xgz1 we obtain the following linear system of equations.
We set the output of the function E(xg,x1,x2) to zero, if the condition x9 = xgz; is fulfilled and to

> (0 otherwise:

F(0,0,1) = as > 0

(0,1,0)—a1—0 =q, =0
E(0,1,1) = +a2+b12—a2+b12>0

E(1,0,0) = ao—O =ap=0
E(1,0,1) = o+a2+b02—a2+bog>0

B(1,1,0) = ag + a1 + boy = bo1 > 0

B(1,1,1) = a0 + a1 + az + bor + boz + bia = ag + bor + bog + b1z = 0

A first approach to construct a[BQM] for the AND gate is to assign the same positive energy z to all

cases where xo # xox1. However, it is not possible to penalize all four cases xo # xox1 equally with
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x0 x1 x2 energy
0o 0 O 0
1 0 0 0
0 1 0 0
1 1 1 0
1 1 0 1
0o 1 1 1
1 0 1 1
0 0 1 3

Table A.1: Energy table generated for a where xg A x1 = xo.

z>0
B(0,0,1) = ay = z Sy =z
E(O,l,l):a2+b12—z+b12—z = by =0
E(l,O,l):a2+b02—z+b02—z = b =0
B(1,1,0) = by = 2 = boy = 2
E(l,l,l)—a2+b01+bog+blg—z+2—2z—0 ffor 2>0

Therefore, a common choice is to set E(0,0,1) = 3 and the three other cases where zo # xoz1 to
one, as can be seen in the energy table for the D-Wave dimod.generators.and_gate () Solving
the system of linear equations with the function values from gives us the following cost
function:

E(l’o, x1, 172) = 329 + 2021 — 22022 — 2T1T2 (AQ)
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Code Examples

B.1 Solving N =91 with D-Wave’s multiplication circuit()

The method multiplication_circuit() is part of the D-Wave SDK package. It is included in the
dimod.generators package, which provides various methods for generating

In the following example, we generate a 3 x 4-bit multiplication circuit to factor N = 91. This package

uses the variable name p for the number to be factored and a and b for the factors.

from dimod.generators import multiplication_circuit
# here we generate a multiplication circutt of size 3,4

bgm = multiplication_circuit(3,4)

# now we need to fix the wariables
N = bin(91)
fix_dict = {'p'+str(i): int(N_i) for i, N_i in enumerate(N[2:]1[::-1]1)}

bgm.fix_variables(fix_dict)

# initialize solver
sampler = DWaveSampler (region='na-west-1")

solver = EmbeddingComposite(sampler)

# solve the bgm on the D-Wave and retrieve lowest energy sample
result = solver.sample(bgm, num_reads =1000)
result.to_pandas_dataframe() \

.sort_values('energy') [['a0','al','a2','b0", 'bl",'b2", 'b3']] .head (1)
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a0 al a2 b0 bl b2 b3 energy num_occurrences

o 1 1 1 1 0 1 1 0.0 191

Table B.1: Lowest energy sample after solving the BQM for N = 91 on the D-Wave quantum annealer
with 1000 reads. The [ground state with the correct solution a = 7 and b = 13 was measured 191 times
in this example.

B.2 Effective Field Calculation

One strategy to calculate individual per-qubit offsets is based on the qubit’s connectivity, the so-called
effective field (Adame et al. , see [section 2.3.2). In this section, we show the implementation of this
strategy: As a first step, we calculate the average effective field F; (Equation (2.8)) for qubit i by

looping over all possible neighbor spin configurations s. The input value h is the linear bias of qubit

i and adj is a dictionary of its neighboring nodes with the quadratic biases (J_terms).

def calc_field_average(self, h, adj):
result = 0
Ni = len(adj)
for s in range(0,2**Ni):
result += self.calc_abs_effective_field(h,adj,s)

return result / 2%x Ni
The following function calculates the absolute effective field Fi(s;,,...,s;y,) (Equation (2.7))):

def calc_abs_effective_field(self, h, adj, s):
result = 0
b_format = f'O{len(adj)}b’

Js = list(adj.values()) # connection strength to nmeighbors

# convert s to binary

config = list(f'{s:{b_format}}')

# 0 values need to be substituted by -1

config = list(map(lambda el: int(el) if el == '1' else -1,config))
# multiply each spin with the corresponding J-value

result += np.dot(config,Js)

return abs(result +h)
Then, we assign the respective average effective field to each qubit q:

average_fields = {q: self.calc_field_average(h,self.bqm.adj[ql)
for q, h in self.bgm.linear.items()}
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The normalized effective field rs (Equation (2.9)) is calculated by determining max (F;) and dividing
each qubit’s average effective field by it:

max_Fi = max(average_fields.values())

rs = {q: Fi / max_Fi for q, Fi in average_fields.items(Q}

We cannot just assign an offset to the qubits in our model, but need to specify it for every qubit on the
We also need to ensure that all our offsets are in the qubit’s valid offset range (Equation (2.11)]).

alpha is the offset magnitude that we determine beforehand.

deltas = [0]*qpu.properties['num_qubits']
for q, ri in rs.items():
delta_i_min, delta_i_max = gpu.properties['anneal_offset_ranges'] [q]
if ri >= 0.5:
deltas[q]

max(self.alpha * (1-2%ri), delta_i_min)

else:

deltas[q] = min(self.alpha * (1-2%ri), delta_i_max)

params [ 'anneal _offsets'] = deltas

Now the array params['anneal_offsets'] contains an offset value for every qubit.
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