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A microscopic understanding of the complex solute-defect interaction is pivotal for optimizing the alloy’s
macroscopic mechanical properties. Simulating solute segregation in a plastically deformed crystalline
system at atomic resolution remains challenging. The objective is to efficiently model and predict a phys-
ically informed segregated solute distribution rather than simulating a series of diffusion kinetics. To ad-
dress this objective, we coupled molecular dynamics (MD) and Monte Carlo (MC) methods using a novel

Keywords: method based on virtual atoms technique. We applied our MD-MC coupling approach to model off-lattice
Molecular dynamics carbon (C) solute segregation in nanoindented Fe-C samples containing complex dislocation networks.
Monte Carlo Our coupling framework yielded the final configuration through efficient parallelization and localized en-
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ergy computations, showing C Cottrell atmospheres near dislocations. Different initial C concentrations
resulted in a consistent trend of C atoms migrating from less crystalline distortion to high crystalline
distortion regions. Besides unraveling the strong spatial correlation between local C concentration and
defect regions, our results revealed two crucial aspects of solute segregation preferences: (1) defect ener-
getics hierarchy and (2) tensile strain fields near dislocations. The proposed approach is generic and can

be applied to other material systems as well.

© 2024 Published by Elsevier Ltd on behalf of The editorial office of Journal of Materials Science &

Technology.

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

Metals, especially alloys, remain critical and widely applied en-
gineering materials. Alloys result from the controlled addition of
other chemical elements (solutes) to the host system (solvent). Con-
sequently, these materials have significant defects resulting from
alloying, heat treatments, and processing techniques. Dislocations
are linear defects, and their mobility characterizes the plastic de-
formation behavior. Due to low solubility and interaction with the
strain fields, solute atoms segregate near dislocations and other de-
fects, forming a cloud-like distribution called Cottrell atmosphere
[1]. The resulting microscopic solute-defect interactions in alloys
tend to enhance the material system’s macroscopic properties.
Thus, a comprehensive understanding of the complex solute-defect
interaction is pivotal for optimizing the alloy’s target property.
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Despite recent advances in characterization techniques [2-6],
the complete sequential in situ investigation of dislocation nu-
cleation, solute segregation, and the resulting solute-defect inter-
actions remain inaccessible to experiments, owing to the asso-
ciated time and length scales. Atomistic simulation method like
classical molecular dynamics (MD) aids the understanding of such
complex solute-defect interactions, still including the interplay be-
tween chemical, thermal, and mechanical contributions encoun-
tered in the processing conditions [7-13]. MD can faithfully sim-
ulate the nanomechanics underlying plastic deformation, i.e., dis-
location nucleation, reactions, and mobility within its accessible
timescale (ps-us) and the adequacy of the system’s interatomic
potential. Solute segregation results from a series of uncorrelated
and orchestrated diffusion events spanning several orders of mag-
nitude in time. To this end, simulating solute segregation beyond
MD'’s timescale remains challenging.

MD is often combined with a non-deterministic atomistic
method like Monte Carlo (MC) to overcome this limitation and
such hybrid approaches simulate rare events like solute diffusion
and the resulting segregation [14-23]. At the core of MC, we ex-
plore the configuration space through a combination of stochastic
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trial moves and subsequent evaluation of the acceptance probabil-
ity of the resulting atomic configuration. For our problem of in-
terest, MC's trial move involves randomly selecting the potential
target sites for diffusing solute atoms. Other MC works [19,24-
26] follow the on-lattice approach, where the target sites corre-
spond to regular geometric grid points representing the material.
However, such strict on-lattice assumptions hold only for an ideal
defect-free system. Consequently, detecting target diffusion sites
with such an on-lattice assumption becomes invalid and error-
prone when the system undergoes severe plastic deformation. MC
sampling requires a series of precomputations to identify target
sites, even for the most straightforward defect configuration with
isolated single dislocations. To this end, previous studies to model
solute segregation were severely restricted regarding chemical and
defect complexity besides poor computational scalability. Further-
more, the existing approaches [19,24,26] cannot capture potential
off-lattice target sites accounting for the dynamic defect environ-
ment. Herein, the term ‘off-lattice’ refers to material representation
as an arbitrary collection of points/atoms/particles, unlike the fixed
geometric points in space considered for the on-lattice assumption.

Using atomistic simulations, our research question is to model
solute segregation in alloys containing arbitrary defects. Herein, a
new simulation framework that couples MD and MC was devel-
oped using virtual atoms to overcome the limitations of timescale
and on-lattice sampling. Precisely, the aim is not to simulate the
kinetics of several solute diffusion events but to obtain a physically
informed segregated configuration, i.e., Cottrell atmosphere (inho-
mogeneous distribution of solute atoms) in the vicinity of crystalline
defects. Furthermore, the parallelization of this coupling frame-
work enables a scalable and physically robust approach to simulate
complex crystalline defects in the realm of atomistic simulations,
thus, a step closer to reality. Also, this framework enables the mod-
eling of solute segregation in complex, generic, and dynamic defect
environments. This study applied the MD-MC coupling framework
to model C solute segregation in a plastically deformed «-Fe (fer-
rite) with a body-centered cubic (bcc) crystal structure and ultra-
low C concentration.

This article is structured as follows: Section 2 introduces the
concept of virtual atoms and their behavior along with necessary
modifications in MD code base and interatomic potential to ensure
physically reasonable and chemically accurate simulations. The last
part discusses the realization of MD-MC coupling besides high-
lighting the dual role of virtual atoms. Section 3 validates the uni-
directional chemical interaction of virtual atoms with the host Fe-C
system, followed by demonstrating their ability to detect energeti-
cally favorable sites still accounting for local lattice distortion. The
final part presents the results of MD nanoindentation to simulate
plastic deformation, followed by modeling C solute segregation in
a plastically deformed Fe-C system using MD-MC coupling.

2. Materials and methods
2.1. Atomistic modeling - virtual atoms

Segregation refers to inhomogeneously distributed high concen-
trations of solute atoms near crystalline defects. At the nanoscale,
the interaction between segregated solutes and crystalline defects
leads to macroscopic phenomena like an increase in yield strength.

Unraveling the atomistic understanding of such interaction
poses two requirements:

» Modeling the distribution of segregated solutes,
o Simulating the chemo-mechanics of the segregated solutes with
defects (e.g., dislocations, surface, and grain boundaries).

Thermodynamics govern alloys’ solid solution type (i.e., substi-
tutional and interstitial), accounting for the host crystal structure
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and constituent atom sizes. In the substitutional type, solute atoms
tend to replace the host atoms at lattice sites. Conversely, solute
atoms prefer at or near off-lattice sites for the interstitial type,
such as the tetrahedral/octahedral sites or in their vicinity. Herein,
we intend to model C atoms (interstitial solutes) segregation in «-
Fe (solvent) with a bcc crystalline structure.

In some past works [19,27], modeling solute segregation in-
volved finding the minimum energy site for each solute atom in-
side the host matrix. Such a modeling approach poses two critical
limitations:

e The problem becomes intractable with an increasing simulation
system size or a high solute concentration;

o It is extremely challenging to detect a probable solute atom’s
minimum energy site that still accounts for lattice distortion
from crystalline defects in the host structure.

To this end, modeling segregated solutes in the plastically de-
formed metallic material (i.e., off-lattice) at atomic resolution re-
mains challenging.

We overcome this challenge by introducing a novel concept of
virtual atoms in the host system (i.e., Fe-C). These virtual atoms
are fictitious, pseudo atoms exerting uni-directional chemical in-
teraction with the surrounding host system atoms (refer Fig. 1(b)).
In principle, virtual atoms aim to find energetically favorable off-
lattice sites (i.e., representing material as an arbitrary collection
of points/atoms/particles) through efficient unbiased sampling, still
accounting for crystal lattice distortions from defects. Note that for
virtual atoms, we assumed the same atomic size and mass as that
of solute atoms.

Experiments and first-principle calculations [14,28] predict that
C atoms prefer octahedral sites in «-Fe, which is a valid assump-
tion in the defect-free host system. However, this assumption gets
invalidated when the host crystalline system undergoes lattice dis-
tortion due to defects and their resulting strain field. Consequently,
identifying potential occupation sites for solute atoms becomes
cumbersome in such scenarios, particularly with some finite solute
concentrations. As a starting point, we introduced virtual atoms at
all octahedral sites in host bcc «-Fe (refer Fig. 1(a)). The so-called
virtual atoms exert a uni-directional chemical interaction with the
surrounding host system containing real atoms, i.e., Fe and C. This
means that the virtual atoms experience the forces from surround-
ing real atoms but not vice-versa (refer Fig. 1(b)). Eventually, the
existence/inclusion of virtual atoms does not affect the atomic evo-
lution of the host real system (i.e., Fe and C atoms) to any degree.
Therefore, virtual atoms are self-consistently following the strain
field in a material, thus enabling the possibility to detect sites close
to the minimum energy position for a solute atom.

2.2. Modifications in MD code & extending interatomic potential

The objective of the virtual atoms is to find energetically favor-
able sites in the host atomic neighborhood considering local lattice
distortion and strain field exerted by crystal defects. Virtual atoms
address this objective by adapting self-consistently their positions,
still obeying the constraint of uni-directional chemical interaction
with the surrounding real atoms.

At this point, implementing the concept of virtual atoms within
the atomistic simulation framework requires two key aspects:

» Physics: Modifications in MD code base to enable the function-
ality of virtual atoms as intended

o Chemistry: Extension of binary interatomic potential (Fe-C) to
include virtual atoms for defining interatomic interactions, i.e.,
a quasi ternary potential (Fe-C-V). Here, V refers to virtual.

In this work, atomistic MD simulations were performed using
the classical MD package, IMD [29], which has been extended to



H. Ganesan and G. Sutmann

Journal of Materials Science & Technology 213 (2025) 98-108

Fe atom

. Uni-directional Bi- directional

Catom Virtual atom interaction

<>

interaction

Fig. 1. Introduction of virtual atoms in the host system (a) Top: A body-centered cubic unit cell with Fe atoms (grey) at lattice sites and virtual atoms (blue) at octahedral
sites, Bottom: Fe atoms are hidden for clarity (b) Schematic illustration of special uni-directional interaction of virtual atoms (blue) with the surrounding Fe atoms (grey) vs.
bi-directional interaction a carbon atom (green) with surrounding atoms. Here, Fe and C atoms are considered as real, whereas blue atoms are virtual.

Table 1
Different energy contribution based on atom element type.

atomi atomj  interaction

real real atom i and atom j exchange energy
real virtual ~ atom i exert energy on atom j
virtual  real atom i get energy from atom j
virtual ~ virtual  atom i and atom j exchange energy

handle the functionality of virtual atoms. The first core modifica-
tion is associated with the force computation, as shown in Eq. (1),
where a real atom exerts some resulting interatomic force on a vir-
tual atom as per the gradient of the potential (feqvirt = —VU),
whereas a virtual atom exerts no force on a real atom (fyirt_, reqt =
0), as per the constraint of uni-directional interaction. Therefore,
force computations are implemented with the following condi-
tions.

(1)

The second core modification is related to energy computation.
Herein, the interactions between Fe-Fe and Fe-C atoms are com-
puted based on the Embedded Atom Method (EAM) [30], which is
often used as a classical approximation for metals and alloys. The
total potential energy (Uro,) Of the many-particle (N atoms) sys-
tem is then computed as

N
Ui = 3 | 5 32 5(rs) + (3 i)

i1 [ 7 i i

freal—>virt 7é fvirt—>real

(2)

where r;; and ¢;; refer to the interatomic distance and pair inter-
action energy between the ith and jth atom. N denotes the total
number of real atoms (i.e., Fe and C) in the system and F; indicates
the embedding energy of the ith atom due to the cumulated host
electron density Y ; p;j(rj;) provided by the surrounding atoms.
The pair interaction energy and electron density are summed over
the neighboring j atoms defined by the cutoff radius. To this end,
special modifications (refer Table 1) were included to eliminate the
energy contributions of virtual atoms while computing the local-
ized atomic energy of a real atom and the total energy of the sys-
tem. Note that per definition, virtual atoms are non-physical and
fictitious, thus contributing no energy to the real host system (i.e.,
Fe and C). For spatial and temporal averaging of real systems quan-
tities during the simulations, virtual atoms’ existence and contribu-
tions are not included. Similarly, the contributions from the atomic
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vibrations of virtual atoms were discarded from the kinetic energy
of the real system.

Another crucial aspect is defining the chemistry of virtual
atoms. Within the atomistic simulation framework, virtual atoms
were assigned a distinct chemical type. Herein, we considered EAM
[31] potential for the host (real) Fe-C system, containing pair in-
teraction (@rere, Prec, Pcc), electron density (o, oc) and embed-
ding function (Fe, Fc). We extended the Fe-C potential with ad-
ditional pair interaction (@rey, @cyv, Pvv), electron density (py),
and embedding function (F;) contributions to realize the Fe-C-
V potential, thus, enabling the chemical interaction between the
real and virtual atoms. Recall that both virtual and solute (i.e., C)
atoms possess the same atomic size and mass. Furthermore, vir-
tual atoms were expected to chemically behave like C atoms, how-
ever, without influencing the surrounding real atoms (owing to
uni-directional interaction). Therefore, we extended the pair inter-
action ¢rey from ¢pec, defined by Ruda et al. [32] to mimic a C-like
behavior.

Introducing a C atom at any octahedral (O) site creates short-
range lattice distortion in the atomic neighborhood [33] due to bi-
directional interaction. However, a virtual atom at any O site in a
defect-free «-Fe tends to remain at the same site (i.e., a/2 = 14
A) due to the force-symmetry from the nearest neighbor atoms.
Contrarily, in case of some local lattice distortion from solute lo-
cal composition or crystalline defects, a virtual atom experiences
some force asymmetry. Consequently, the virtual atom is displaced
from its initial position to find the new energetically favorable site.
The aforementioned extensions included three components of EAM
(refer Eq. (2)), i.e., pair interaction (¢), electron density (o), and
embedding energy (F).

As per Ruda et al. [32], pair interaction ¢cc has a pure repul-
sion below 1.9 A, limiting two C atoms staying closer below this
distance. We assumed identical pair interaction part for ‘¢pcc’ and
‘¢cv’, thus, defining comparable chemistry between real C and vir-
tual atoms. Accordingly, a strong repulsion was defined between
virtual atoms (‘¢yy’) part below 1.4 A (i.e., a/2) and without any
attraction part. Such a strong repulsion component (i.e., linear part
(< 0.5 A) and asymptotic part (0.5-1.4 A)) was necessary to avoid
any unphysical overlapping of two virtual atoms.

Unlike the pair interaction, which dictates the chemistry be-
tween two individual atoms at any instance, the electron density
part refers to the contribution of a group of surrounding ‘j’ atoms
on a target atom ‘i. Herein, no chemical contributions of virtual
atoms (i.e., pyre = 0, pyc = 0) were assumed on the real atoms Fe
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Fig. 2. (a) Initial representative atomic configuration of the defect-free host system composed of real atoms (i.e., Fe, C) and virtual atoms at all octahedral sites. (b) Illustration
of a swap type MC trial move steps (e.g., T1, T2) associated with localized energy computation of reference central atoms.

and C. In contrast, the embedding energy contributions by real
atoms on the virtual atoms were considered. Furthermore, the elec-
tron density contributions (py) of virtual atoms were included only
for other virtual atoms as they should not chemically influence real
atoms (Fe, C) in the system. To this end, the embedding function
F, and electron density py were adapted from F- and pc such that
carbon and virtual atoms have similar many-body contributions.

2.3. MD-MC coupling: duality of virtual atoms

Investigating the interaction of segregated solutes with crys-
talline defects at the atomic scale remains challenging. A criti-
cal bottleneck is a lack of physically sound, scalable, and unbi-
ased modeling of solute segregation in a host crystalline environ-
ment containing arbitrary defects. MD is readily amenable to large-
scale atomistic simulation of materials with defects. However, the
physically motivated choice of MD timestep (i.e., 1 fs for metals
& alloys) to capture fast events like atomic vibrations poses se-
vere spatiotemporal restrictions on physical phenomena that could
be studied. Although some parallel computation approaches (e.g.,
domain decomposition [34]) could lift the length-scale limitation,
overcoming the time-scale limitation even partially remains stren-
uous despite applying some accelerated approaches [35,36]. To this
end, MD can reasonably capture phenomena in the ps-us range
using high-performance computing architectures and state-of-the-
art GPUs [37]. However, segregation due to several independent
and concerted diffusion events span the time scale of seconds to
hours, thus, certainly beyond the scope of classical MD. On the
other hand, hybrid approaches combining deterministic MD and
stochastic MC techniques open some possibilities. Precisely, we are
not interested in the kinetics of several solute diffusion events
but in the nearly final segregated configuration, where it is as-
sumed that configuration space is fully accessible, i.e., inhomoge-
neous distribution of solute atoms in the vicinity of crystalline de-
fects. However, such time-dependent solid-state phase transitions
could also be effectively captured by deploying kinetic MC (requir-
ing some event catalogs) or with some kinetic models like nucle-
ation index-incorporated Johnson-ehl-vrami-olmogorov (NI-JMAK)
[38]. Luo et al. [39] and Li et al. [40,41] provided a comprehensive
review of such kinetic models. To this end, we developed a consis-

tent atomistic framework coupling classical MD and Metropolis MC
approach.

The novelty of our MD-MC coupling approach is attributed to
the so-called virtual atoms, linking these two distinct simulation
protocols to realize solute-segregated configurations in atomic sys-
tems with complex defect environments. Herein, virtual atoms play
a dual role within our MD-MC coupling framework. In the scope
of MD, virtual atoms adapt their positions, sensing any local lattice
distortion in the atomic neighborhood due to solute atoms or de-
fects and their combinations. Note such displacements to new po-
sitions were possible as a result of uni-directional interaction (re-
fer Section 2.1) with the neighborhood real atoms (Fe and C) in the
host system. In the scope of MC, those adapted virtual atoms posi-
tions act as potential sampling sites for evaluating the probability
of target solute atoms’ occupation.

In this work, we applied a three-fold strategy to realize the
nearly final segregated configuration of solute C atoms in Fe-C al-
loys containing arbitrary defects: (1) plastic deformation of the
Fe-C alloy model (with homogeneously distributed C atoms) using
nanoindentation; (2) global energy minimization of the plastically
deformed model; (3) applying the MD-MC coupling scheme to
stochastically redistribute C atoms in accordance with an accep-
tance criterion [42,43] to find more energetically favorable sites,
eventually obtaining segregated C distribution especially near de-
fect regions. Herein, in our coupling scheme, we combined MD and
MC with distinct objectives besides the seamless exchange of in-
formation. Furthermore, two levels of MD are being used, namely
global MD and local MD.

Global MD: As a first step, we realized a defect-free «-Fe
(bcc) single crystal containing virtual atoms at all octahedral
sites (refer Section 2.1). After relaxing the initial system, we al-
loyed the host system with some finite C concentrations (homo-
geneously distributed) by randomly swapping some virtual atoms
into real C atoms (refer Fig. 2(a)). After subsequent energy relax-
ation/minimization of the ternary system (i.e., Fe, C, V), we per-
formed nanoindentation to introduce some plastic (irreversible) de-
formation in the sample.

Local MD: In the scope of our coupling approach, the term
‘local’ refers to the energy computations of the spherical atomic
regions constructed around the randomly chosen particles/atoms
(i.e., a real C atom and a virtual atom), during each MC trial move,
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Fig. 3. MD-MC coupling workflow. The initial configuration refers to a plastically deformed single crystal containing a complex dislocation network and homogeneously
distributed C atoms. Herein, real Fe and virtual atoms are hidden for clarity. The final configuration shows segregated C atoms after n target MC steps (iterations).

as shown in Fig. 2. Specifically, the notion ‘local’ indicates the fi-
nite cut-off radius ryppere around the chosen atom, considered for
energy computation (refer Fig. 2). Our assumption of such local-
ized energy computations was physically motivated by the near-
sightedness of the lattice perturbation introduced by the insertion
or deletion of a C atom. By systematically investigating our Fe-C
system with different defect scenarios (e.g., isolated C, C clusters,
point defects, dislocations) and solute concentration [44], we as-
signed the optimal ryppere = 2 nm for all the local MD simulations
in this work.

Most importantly, such localized energy computation offers the
following advantages: (1) enable parallel execution of trial moves
owing to the spatially independent concurrent spherical regions
(e.g., refer T1 & T2 in Fig. 2), (2) reduce computational workload as
such localized spherical regions contain around 103 atoms against
the global atomic configurations with 108 — 108 atoms, (3) offer
the scope for scalability as such energy computations need to be
performed for 2 x 106 trial moves, thus, saving significant compu-
tation time and resources.

MC Simulations: Such a plastically deformed host atomic sys-
tem containing real (Fe and C) and virtual atoms serves as an input
for the MC counterpart. Herein, the core MC module consisted of
five steps: 1) random particle selection, 2) trial move execution, 3)
energy computation using local MD, 4) evaluating acceptance cri-
terion, and 5) updating configuration.

During step 1, we randomly selected two particles/atoms (one
real C atom and one virtual atom). Recall that both C and vir-
tual atoms possess the same atomic size and mass but different
chemical types and interactions (i.e., C atoms with bi-directional
vs. virtual atoms with uni-directional, refer Section 2.1). Then, in
step 2, we performed a trial move (refer Fig. 2) by swapping the
positions of selected C and virtual atoms (in principle, stochas-
tically mimicking the spatiotemporal diffusion event of a C (so-
lute) atom). In subsequent step 3, we evaluated the energy of the
atomic neighborhood of the selected atoms after the trial move,
i.e.,, swap. Herein, we introduced the novelty of performing lo-
calized energy minimization using local MD [42,45]. The atomic
neighborhood refers to the spherical spatial region falling within
Tspheres @S shown in Fig. 2(b). Then, we evaluated the acceptance
criterion [43,44]| by comparing the atomic energies of the spheri-
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cal regions before and after each trial move. Herein, we considered
the (modified) Metropolis acceptance criterion (at T = 0 K), with
an acceptance probability of Py =1 (if net energy decreases) and
0 (otherwise). As a last step, we updated the atomic configurations
if the acceptance criterion evaluation turned true, i.e., storing the
new positions of swapped atoms during the trial move. By defini-
tion, the existence of virtual atoms should not influence the energy
of the real atoms at both the global and local scales. We justified
the global one in Section 3.1, where virtual atoms were not influ-
encing the real atoms’ energetics. In a similar fashion, we also per-
formed some benchmarking for local energy computation, yielding
identical results.

Then, we continued with the next MC step, executing trial move
T2, and iterated through these five steps until the convergence
criterion was satisfied. Eventually, the final atomic configuration,
which consisted of redistributed C atoms (solutes), corresponded
to segregated solutes (Cottrell atmosphere) near the defect regions.

In this work, we demonstrated the concept of virtual atoms with
an emphasis on the coupling approach (refer Fig. 3) rather than the
complexity of the solute segregation scenario. However, in princi-
ple, our approach could be extended to simulate solute segregation
in poly-nanocrystalline models constructed by using Voronoi tes-
sellation, where the grain regions represent the crystalline lattice
configuration (e.g., Fe-C-V). Note that initial virtual atoms could be
either at octahedral sites or some randomly rattled positions.

Parallelization of MD-MC coupling: Interestingly, during MC
step 3, if these localized atomic regions do not overlap in space
(refer to trial moves T1 & T2 in Fig. 2), the energy computations
can be done independently from each other, which allows for spa-
tial parallelization of the relaxation process of inserted atoms. Ob-
viously, there might exist scenarios where spherical regions from
different trial moves could spatially overlap, thus making the par-
allel execution of trial moves challenging. To this end, we tack-
led such changes by developing a robust, computationally efficient,
resource-aware, yet physically conforming parallelization scheme
for our MD-MC coupling approach. More detailed information
on methodological and performance aspects of our parallelization
scheme shall be referred from our previous works [43,44,46,47].
Furthermore, we used an in-house visualization tool to visualize
the atomic configurations and extract dislocations [48].
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Fig. 4. Comparison of thermodynamic evolution of two topologically identical but chemically different systems (i.e., insets showing System 1 - real Fe atoms, System 2 - real
Fe + virtual V atoms). (Left): Temporal evolution of global energy and (Right): Temporal evolution of global temperature for the two systems.

3. Results & discussion

This section encompasses results and in-depth discussions of
two aspects:

o Validation of physically reasonable and chemically accurate
working of virtual atoms

» Realization of C solute segregated configuration using our MD-
MC coupling framework in a nanoindented sample (i.e., plasti-
cally deformed).

3.1. Validation of virtual atoms interaction with real atoms

As extensively discussed in the Section 2.1, we introduced
the concept of virtual atoms within our atomistic MD-MC cou-
pling framework. These virtual atoms were conceptualized to ex-
hibit uni-directional chemical interactions with the surrounding
real atoms (e.g., Fe and C) in the host crystalline system. In other
words, the host system should not chemically experience the ex-
istence of virtual atoms; thus, the global thermodynamic observ-
ables of the real atomic system during MD simulations must re-
main unperturbed. To verify this conceptual claim, we performed
comparative MD simulations of two topologically identical atom-
istic systems with the same dimensions (5 nm3) and underlying
crystal structure (bcc). However, system-1 contained only real Fe
atoms, whereas system-2 contained both real Fe atoms and Virtual
atoms at all the octahedral sites (refer Section 2.1). Furthermore,
we evolved these two systems at different temperatures (T = 100,
300 K) under an NVT ensemble with fully periodic boundary con-
ditions.

Fig. 4 compares the evolution of global thermodynamic quanti-
ties of these two systems, i.e., system 1 with Ng.- 11664 (real Fe
atoms), system 2 with Ng.- 11664 real Fe atoms and Ny- 34992
(virtual atoms). Note that in system-2, we had a real/virtual atoms
ratio of 1:3, indicating three times more octahedral sites than lat-
tice sites. Both systems exhibited identical potential energy and
temperature (both quantities were globally averaged).

It is worth mentioning that we compared these simulation re-
sults generated using two different versions of the IMD code base
[29], i.e., the original version (without virtual atoms) and the ex-
tended version (with virtual atoms) to validate the quantitative ac-
curacy including the algorithmic correctness and expected chem-
ical implications. To this end, both the systems were in perfect
agreement at both simulated target temperatures of 100 and 300 K
(refer Fig. 4), validating the intended uni-directional interaction of
virtual atoms. Herein, for the final configuration, the virtual atoms
did not exhibit significant displacements (w.r.t initial octahedral
positions) except for thermal oscillations, as the host Fe system
was defect-free. In short, the existence of virtual atoms did not in-

103

fluence the trajectory of the real system, as indicated by the poten-
tial energy and temperature evolution of the two systems during
MD simulations. Furthermore, these simulation results validate the
physical correctness of extensions w.r.t virtual atoms made within
some of the core MD [29] routines (refer Section 2.2).

3.2. Detecting local lattice distortion and rearrangement behavior of
virtual atoms

The prime objective of the virtual atoms is to detect energet-
ically favorable sites accounting for local lattice distortion orig-
inating due to several sources, including strain fields resulting
from crystalline defects, chemical interaction with the constituent
species, or externally applied force fields. To demonstrate this ob-
jective of the virtual atoms, we performed a nanoindentation simu-
lation (spherical indenter, ripgenter = 8 nm). The initial atomic con-
figuration represented the defect-free «-Fe bcc system containing
real Fe atoms and virtual atoms at all the octahedral sites (refer
Section 2.1). Fig. 5 shows the sliced views of atomic configura-
tions during simulated nanoindentation using global MD. Also, to
improve visualization, a special focus has been emphasized on the
spatial region beneath the indentation contact point (refer to the
bottom row in Fig. 5). Herein, the sliced views of MD simulation
snapshots include only virtual atoms (blue) for clarity.

At the start of nanoindentation simulation (refer Fig. 5), when
the spherical indenter came in contact with the surface (at t =
20 ps), a vast majority of virtual atoms remain undisturbed ex-
cept a special zone beneath the indenter showing some virtual
atoms rearrangements in positions. This early observation sounds
physically reasonable as the displacement/strain field introduced
by the indenter was locally confined in space. Therefore, only the
virtual atoms in the vicinity showed some recognizable displace-
ments. As the indenter penetrated further into the material sam-
ple during the loading phase (at t = 140 ps), the externally in-
duced strain field propagated deeper into the material. At that
point, we observed some considerable lattice distortion; thus, rela-
tively more virtual atoms undergo displacements from their initial
octahedral sites. Such rearrangement behavior demonstrates virtual
atoms’ ability to find energetically favorable sites considering in-
stantaneous lattice distortions in the atomic neighborhood. Note
that still, virtual atoms located far from the indentation zone (i.e.,
lower half of the system) remained unperturbed. Unloading the in-
denter (at t = 340 ps) recovered all the elastic strain, thus leaving
only the plastic strain in the system characterized by the existing
dislocation networks and some lattice distortions (e.g., vacancies,
voids), near which we observed some localized redistribution of
virtual atoms due to force asymmetry compared to the defect free
neighborhood (refer Fig. 5). Note that the sliced view contains only
part of the dislocation components. Interestingly, again, most of
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Fig. 5. Sliced views of atomic configurations (snapshots) during simulated nanoindentation test, demonstrating virtual atom’s ability to find new energetically favorable sites
considering lattice distortion in the atomic neighborhood. For clarity, only virtual atoms (blue) are shown.

the virtual atoms rearranged back to their original sites as most of
the elastic displacement field was removed from the system. How-
ever, the virtual atoms captured the traces of plasticity and rear-
ranged in the vicinity of the surface crater, dislocation segments,
vacancies, and voids.

These results demonstrate the physical robustness of our virtual
atoms in sensing the dynamic lattice distortion due to strain fields
in the system, which is a salient feature, and their ability to find
energetically favorable off-lattice sites governed by uni-directional
interaction and extended Fe-C-V potential. Similarly, in our previ-
ous works [42,44], we have also demonstrated the robustness of
virtual atoms in another dynamic defect environment (e.g., the an-
nihilation of defects).

3.3. Nanoindentation and simulating C segregation in plastically
deformed crystal using MD-MC coupling:

The overarching goal of our atomistic MD-MC coupling frame-
work using the novel virtual atoms is to model segregated so-
lutes in crystalline configurations containing arbitrary defects. Con-
sequently, the effects of the interaction of segregated solutes and
crystalline defects on the mechanical deformation behavior of alloy
systems could be further investigated.

It is worth emphasizing that the phenomena of plastic defor-
mation (defect nucleation) and carbon segregation evolve at differ-
ent time scales separated by orders of magnitude. Recall that the
objective here is not to simulate the kinetics of carbon diffusion
events but to realize the nearly final atomic configuration contain-
ing segregated carbon atoms. Thus, the energy-relaxed atomic con-
figuration containing arbitrary defects (simulated with Global MD)
will be given as the input for modeling solute segregation (MD-MC
coupling). Note that there are significant thermodynamic factors
(e.g., free energy minimization, elastic strain energy minimization,
chemical bonding, and solute-solute interactions) and Kkinetic fac-
tors (e.g., deformation-induced defects generation (like vacancies,
dislocations, and planar defects), defect mobility, non-equilibrium
segregation, and enhanced diffusion) contributing to the solute
segregation in plastically deformed alloys. This work focused ex-
tensively on the former factor while indirectly encompassing the
latter one.

To this end, we realized solutes segregated configuration in
plastically deformed samples in two stages:
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1) Plastic deformation using Global MD: In stage 1, using
Global MD (refer Section 2.3 for details), we simulated nanoinden-
tation to deform the sample plastically, thus introducing some ar-
bitrary defects into the initial defect-free -Fe system with real Fe
and virtual atoms (at all the octahedral sites). Herein, the simu-
lation domain had a lateral length, I = 30 nm, with the crystal-
lographic orientations X [1 0 0], Y [0 1 0], and Z [0 O 1]. We
introduced a background C concentration (0.005 wt.%) by swap-
ping some randomly selected virtual into real C atoms. The initial
configuration contained 2.23 x 106 Fe atoms, 6.7106 x 106 virtual
atoms, and 2 x 103 C atoms. Then, we performed energy minimiza-
tion to accommodate the local lattice strain caused by homoge-
neous C distribution. We simulated nanoindentation (spherical in-
denter, ripgenter = 6 Nm) on the energetically minimized initial con-
figuration, introducing plastic deformation into the defect-free sin-
gle crystal. Herein, the Fe-C EAM potential from Veiga et al. [31]
was applied for interatomic interactions along with the extended
Fe-C-V potential (refer Section 2.1). Along the Z [0 0 1] direction,
we assumed free boundary conditions on the top surface and fixed
boundary conditions at the bottom, corresponding to the last few
atomic layers with a thickness of 1 nm. The spherical indenter was
loaded on the material surface along the Z direction at a velocity
of 20 m/s for a total duration of 220 ps.

The top row in Fig. 6 shows the dislocation nucleation and pro-
duction using global MD. An avalanche of dislocation segments was
created and multiplied as a follow-up stage to sustain the plastic
deformation. For visual clarity (refer Fig. 6), the nanoindented sam-
ples show only C atoms and introduced dislocations. After unload-
ing, the elastic strain was recovered, thus leaving a plastically de-
formed intermediate configuration with dislocation networks. Note
that virtual atoms in the vicinity of dislocations and surface crater
(underneath the indenter) underwent considerable displacements to
detect energetically favorable sites, as extensively discussed in the
previous Section 3.2. Herein, the dislocation skeletonizer algorithm
introduced by Begau et al. [48] was used to extract the dislocation
networks in the deformed sample.

2) Modeling solutes segregation using MD-MC coupling with
local MD:

In stage 2, the plastically deformed output configuration from
the global MD simulation was energetically relaxed and assumed
to be the initial configuration for the coupled MD-MC simu-
lations (refer to Fig. 3). Then, we iterated through five steps
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Fig. 6. Top row: Global MD simulated nanoindentation snapshots of atomic configurations with the initial defect-free «-Fe single crystal containing 0.005 wt.% C (homoge-
neously distributed red atoms). Bottom row: MD-MC coupling simulated sequence of atomic configurations showing segregated C atoms towards dislocations and surface after

different MC steps.

(refer Section 2.3) in the MC core routine, namely: 1.) random par-
ticle selection, 2.) trial move execution, 3.) energy computation us-
ing local MD, 4.) evaluating acceptance criterion [43,44], and 5.)
updating the configuration. During each MC step, we executed a
trial move by randomly choosing one real C atom and one V atom
with a uniform sampling probability of 1/Nc and 1/Ny and swap-
ping their positions. Then, we evaluated the energies of the result-
ing atomic configurations confined in the spherical regions (refer
Fig. 2) using local MD. Fig. 6 (bottom row) shows the segregated C
atoms after different MC steps (i.e., 5 x 10* MC steps, 5 x 10> MC
steps, 1 x 106 MC steps).

Recall that virtual atoms assumed a dual role. In the scope of
MD, virtual atoms detected energetically favorable sites by under-
going displacements; accounting for local lattice distortion (refer
Section 3.2), whereas within MC, these virtual atoms act as po-
tential sampling sites for executing the swap type trial move. In
particular, such rearranged virtual atoms near defects bear a high
probability of acceptance as they were more energetically pre-
ferred. With increasing MC steps and more successful trial moves,
we observed more C atoms (red) relocated to such new energet-
ically favorable sites. Compared to the initial configuration (from
Global MD) with homogeneously distributed C atoms, the simu-
lated final configuration using MD-MC refers to a segregated pro-
file (i.e., Cottrell atmosphere) exhibiting non-homogeneous high C
concentration near dislocations and the surface.

Through non-local swap type trial moves, we ensured uniform
and unbiased sampling. Starting with the initial homogeneous C
distribution, the acceptance probability was higher for long-range
trial moves. During early MC steps, C atoms distributed in the
lower half of the crystal showed a tendency to segregate towards
the new energetically favorable sites in the upper half of the
crystal with dislocations and surface defects. The resulting solute
segregated profile appeared qualitatively correct after 1 x 106 MC
steps. However, the physical correctness of the obtained profile
needs to be validated considering various aspects. Most of the ac-
cepted trial moves were energetically favorable from a thermody-
namic standpoint. In other words, the potential energy of the ini-
tial configuration (homogeneous C distribution) got continually min-
imized as more C atoms segregated towards or near the dislo-
cation regions. We have earlier reported [42-44] that the solute-
segregated profiles (i.e., C Cottrell atmosphere) in the Fe-C system
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with isolated, perfect dislocations (e.g., screw, edge) using our MD-
MC coupling workflow were in good agreement with electronic
structure calculations. It is worth emphasizing that our parallel
MD-MC coupling scheme using the novel virtual atoms is generic
in design and requires no apriori information about the defect and
chemical environment of the system in question; thus, faithfully
realizing segregated solute distributions in scenarios ranging from
isolated single dislocation to the complex defect environment.

Most importantly, our MC sampling had no inherent bias with
no apriori information on defect geometry and current solute dis-
tribution. For each trial move, the probability of being chosen for
a particle swap was the same for each virtual atom (py = 1/Ny)
and real carbon atom (pc = 1/N¢)). In other words, the probability
of choosing an arbitrary virtual atom and a real atom was equally
likely. Such a combination of MD-MC coupling with virtual atoms
and an unbiased sampling approach gave our approach the unique
feature of modeling solute segregation in the crystalline host sys-
tem with arbitrary defects. Also, we extensively investigated the
aspects of biased sampling [43] and localized trial moves [47] in
our previous works. Furthermore, parallelization of MD-MC cou-
pling [42,43,46,47] was proven to be crucial considering scalabil-
ity so that larger systems with some microstructure complexity
shall be realized. Herein, for our MD-MC simulations, we assumed
a fixed global concentration of solute C atoms, in line with our aim
to model solute segregation in an alloy model with predefined sto-
ichiometry and arbitrary defects (e.g., as a result of processing). In
principle, one could also realize a system with an external reser-
voir of solute C atoms in an unperturbed system (e.g., like the
lower region of the model as shown in Fig. 7 Top row), such that
the total number of carbon atoms (N¢) could fluctuate.

Effects of initial C concentration: We extended our parallel
MD-MC coupling framework to validate its robustness for atomic
configurations with different initial background C concentrations.
Fig. 7 (top row) shows the homogenous distribution of four dif-
ferent C (red) concentrations (i.e., 0.0025, 0.005, 0.010, and 0.020
wt.%). The pixelated regions indicate moderate to high geometri-
cally necessary dislocations (GND) values, correlating with existing
dislocations caused by nanoindentation. Across all the configura-
tions simulated with MD-MC coupling, after 0.35 x 105 MC steps,
we observed a qualitative trend of C atoms segregating toward re-
gions with considerable GND values (refer Fig. 7 (bottom row)).



H. Ganesan and G. Sutmann

Journal of Materials Science & Technology 213 (2025) 98-108

itial concentration

0.0025 wt.%

0.005 wt.%

Segregated carbon atoms distribution in plastically deformed samples after 0.35 x 106 MC step

0.010 wt.%

0.020 wt.%

0.0wt% o
GND e
1018 /m? -
|| i il
. 1015 /m? e
0.0025 wt.% 0.005 wt.%

 0.020wt%

0.010 wt.%

Fig. 7. Top row: Nanoindented samples from Global MD with different initial background C concentrations, i.e., 0.0025, 0.005, 0.010 and 0.020 wt.% The pixelated color code
indicates GND. Only C atoms (red) are shown for visual clarity. Bottom row: Atomic configurations showing segregated C atoms after 0.35 x 105 MC steps.

However, for the high C concentration model with 0.020 wt.% C,
we observed a smearing pattern of C atoms at spatial regions out-
side GND pixels in the upper half of the simulation domain (refer
Fig. 7 bottom row (last)).

The reasons behind such a smearing pattern (for a high C con-
centration, i.e., 0.020 wt.%) could be twofold: 1) a series of seg-
regated C atoms in a spatially confined region near defects could
reach the local C concentration limit and, therefore, not energeti-
cally favorable due to C-C repulsion. We justify this argument by
observing a similar C-smearing pattern in other Fe-C systems from
our previous studies [42,44| with single dislocations. 2) Also, sam-
pling probability is considerably lowered with increasing C atoms
while comparing all four configurations after 0.35 x 10 MC steps.
Another interesting aspect is to observe some slight changes in the
GND distribution profile after 0.35 x 106 MC steps, resulting from a
series of localized energy minimization; thus, the effects of solute-
defect interaction. Furthermore, our results revealed no or few car-
bon atoms existed in the lower half of the crystal spanning 15 nm,
indicating the executed MC steps sufficiently spanned the whole
simulation domain, regardless of the initial C concentration.

To the author’s best knowledge, no previous works reported
such physically informed modeling of solute segregation (Cottrell
atmosphere) in crystalline material with arbitrary defects using
off-lattice atomistic simulations, combining efficient parallelization
and scalability.

Investigating local C solubility limit: To unravel the origin of
the local C solubility limit and its spatial correlation with defect
sites, we computed local C concentration in the final configuration
yielded by MD-MC coupling. Recall that a final configuration con-
tained segregated C distribution and crystalline defects like dislo-
cations networks.

In the final configuration, local atomic C concentration was
computed by constructing a sphere of radius, rconc = 1 nm around
each C atom. Fig. 8 shows such computed local C concentration
field map on the perspective projected computational domain.
To obtain spatially relevant information, the configurations were
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sliced at the selected coordinates interval (refer to slice markers
(a-i) in Fig. 8), and each sliced portion spans the thickness, t =
4 A. Herein, sliced slabs along the X (a (146-150 A), b (176-180
A), ¢ (256-260 A)), Y (d (56-60 A), e (156-160 A), f (256-260 A)),
and Z (g (136-140 A), h (276-280 A), and i (286-290 A)) directions
at selected intervals aid in visualizing C distribution and quantify-
ing their respective local concentrations in the nanoindented sam-
ple. In Fig. 8, the slices along the X (‘a’and ‘b’) and Y (refer ‘e’)
showed high local C concentration (1.5-2.0 at.%.) in the vicinity of
the surface crater created by the spherical indenter. Also, consid-
erable concentration (0.25-1.75 at.%.) was observed near the dislo-
cation core region. Whereas the sliced configurations (refer to ‘c,
‘" in Fig. 8) exhibited low C concentration along the surface, as it
was near the periphery of the crater region. Negligible or nearly
zero local C concentrations were observed in the lower half of the
computational domain along the Z direction, as there were no sig-
nificant traces of distortion, validating our previous results and dis-
cussion on C segregation profiles. Therefore, sliced configurations
(refer to ‘h’ and ‘i’ in Fig. 8) were intentionally made in the upper
half of the simulation domain.

To this end, our investigation revealed the distribution of lo-
cal C concentration by probing the entire computational domain,
however, by making slices at selective locations both near the sur-
face crater and lattice distortion regions (i.e.,, moderate-high GND).
We propose two possible reasons for such C distribution: 1) hierar-
chical solute-defect interaction energy and 2) interaction between
different dislocations and strain fields:

Hierarchical solute-defect interaction energy: While perform-
ing MC trial moves, some C atoms sampled near the crater re-
gion were energetically favorable relative to dislocation or defect
regions. Consequently, our results emphasize that both the crys-
talline defect dimensionality, e.g., vacancies (0OD), dislocations (1D),
grain boundaries (2D), and their associated strain fields govern the
energetics of the solute-defect interaction and the resulting segre-
gation profile. In other words, C atoms tended to segregate at or
near defect regions that were more energetically favorable.
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Interaction between dislocations and strain fields:

Interactions between dislocations and their types determine the
resulting strain field in the atomic neighborhood. For instance,
when an attractive force field exists between two dislocations,
they get drawn to each other and annihilated. In such a sce-
nario, local strains were utilized to rearrange the atomic planes
and make them less energetically favorable [42]. The dislocations
in the nanoindented sample were extracted using the visualiza-
tion package OVITO [49] to gain more insights regarding the afore-
mentioned possibilities. Extracted dislocations and their types are
shown in the Fig. 8 inset. Altogether, 52 dislocation segments were
detected, spanning 145.9 A and with three major dislocation types:
1/2 <111>, <100 >, and <1 1 0>. For visualization, we
color-coded the dislocation segments as follows: edge dislocations
(blue), screw dislocations (red), and color gradient for mixed dis-
locations. Furthermore, dislocations were characterized by the line
vector (as body arrows) and the Burgers vector (as black arrows).
To this end, we observed many C atoms segregated towards the
crater region, followed by the edge dislocation (lined up along the
core) segments in the network. The screw dislocations exhibited
triple junctions, thus, eventually providing less energetically favor-
able sites for C atoms segregation. Thus, a diffusing C atom experi-
ences the least resistance and more room from the atomic neigh-
borhood in regions with a tensile strain. On the other hand, a com-
pressive strain field provides less room for the interstitial C solutes,
resulting in low segregation in those regions. Consequently, regions
with tensile strains were more preferred energetically for solute
segregation [15,16,19,22].

4. Conclusions

Metallic materials, especially alloys, encompass crystalline de-
fects due to processing and heat treatments. Due to low solubil-
ity, solutes segregate towards these defects, resulting in an inho-
mogeneous cloud-like distribution called the Cottrell atmosphere.
Such microscopic interactions between segregated solute clouds
and defects contribute to macroscopically observed strengthening
phenomenon (i.e., higher yield strength). Obtaining physically in-
formed solute-segregated patterns in alloys remains a challenge
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in unraveling the complex segregated solutes-defect interaction.
This work addressed this challenge by realizing an MD-MC atom-
istic framework using a novel concept called virtual atoms, which
are non-physical per definition, exhibiting uni-directional chemi-
cal interaction with the host real (Fe and C) system. These vir-
tual atoms assumed a dual role by displacing to new positions
accounting for local lattice distortion (in the scope of MD) and
acting as potential sampling sites (in the scope of MC). To this
end, we applied this framework to model C solute segregation in
the a-Fe (bcc) system. Our MD simulations provided both quali-
tative and quantitative validations that the virtual atoms are not
chemically influencing the atomic trajectories of the real Fe-C sys-
tem. One of the salient features of virtual atoms is that they
sense any dynamic lattice distortion in the system (e.g., defect nu-
cleation) and rearrange to new energetically favorable sites with
no apriori information about the solute concentration and defect
geometry.

Then, we simulated nanoindentation to plastically deform the
atomistic model (i.e., Fe-C) with no apriori expectations on the
resulting defect configuration. Note that the phenomena of plas-
tic deformation (defect nucleation) and carbon segregation evolve
at different time scales separated by orders of magnitude. Herein,
the objective is to realize the nearly final atomic configuration con-
taining segregated carbon atoms but not simulate the kinetics of
carbon diffusion events. Thus, the atomic configuration containing
arbitrary defects and homogeneously distributed C atoms (simu-
lated with Global MD) will be given as the input configuration
for modeling solute segregation (MD-MC coupling). Our coupling
framework yielded the final configuration after 1 x 10° MC steps,
showing rich inhomogeneous C distributions near dislocations and
surface craters. Furthermore, starting with different initial global C
concentrations, our simulations yielded consistently segregated C
solutes, such that all C atoms migrated from less crystalline distor-
tion to high crystalline distortion regions. Due to the local C sol-
ubility limit, segregated C atoms smear out near the defect at the
high C concentration. Besides unraveling the strong spatial corre-
lation between local C concentration and defect regions, they also
revealed two crucial aspects of preference: 1) defect energetics hi-
erarchy and 2) tensile strain field near the dislocations.
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To the author’s best knowledge, we first reported modeling
off-lattice solute segregation in such plastically deformed sam-
ples with arbitrary defect and chemical complexity. To this end,
our results demonstrate the capability of obtaining physically in-
formed solute-segregated configurations with no apriori informa-
tion on favorable sites and defect geometry. These unique features
of our MD-MC coupling framework were possible through virtual
atoms. Although we proved the application of our proposed cou-
pling framework for realizing solute segregation in a deformed sin-
gle crystal with dislocation networks, the core concept remains
amenable to other complex scenarios like poly-nanocrystalline sys-
tems. Our MD-MC coupling approach with the virtual atoms en-
ables unraveling complex segregated solutes-defect interaction in
alloys at atomic resolution.
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