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Summary and outlook
 • Fast network construction directly in GPU memory
 • Tested on networks containing up to 21.6 million

neurons and 243 billion synapses
 • Future tests planned to evaluate performance impact

with the multi-area model

Dynamic allocation in GPU memory

NEST GPU (onboard - single GPU) [4]:
 • Connections are directly created in GPU memory through dynamically 
allocated blocks with fixed number of connections per block
 • Before simulation connections are organized and grouped by delay to 
optimize spike transmission (calibration phase)

Performance improvements on one GPU
Offboard and onboard method results using the cortical microcircuit model [5]:

Fast and scalable network construction
 • Using the HPC benchmark, a 
weak scaling model based on two 
interconnected neuron populations 
with fixed in-degree per neuron

 • Network parameters are defined so 
as to keep activity stable when 
scaling the total number of neurons

 • Simulations ran in JURECA DC-
GPU partition with 4 NVIDIA 
A100 GPUs per node

 • Each GPU houses 225 000 neurons 
and 2.5 billion synapses

 • Largest network size is 21.6 
million neurons and 243 billion 
synapses (limited by maximum 
allocatable nodes for a single 
simulation run)

Parallel connectivity generation in GPU

NEST GPU (onboard - multi GPU):
 • Mirrored use of pseudo-random number generators ensure identical 
sequences of random states between MPI processes
 • By synchronizing connection calls between MPI processes, each process 
indepentently generates identical network structures
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NEST GPU as part of the NEST Initiative
 • Previously developed as NeuronGPU [1]
 • Ongoing alignment to the community-centered 
workflow pioneered by NEST
 • Multi-area model [2]: at least 2.4x faster 
simulation with NEST GPU compared to NEST, 
but 11x slower network construction time [3]
 • NEST GPU (offboard): connections created 
between remote MPI processes are generated in CPU 
then moved to GPU memory

https://github.com/nest/nest-gpu


