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ABSTRACT

Distance measures between graphs are important primitives for a
variety of learning tasks. In this work, we describe an unsuper-
vised, optimal transport based approach to define a distance between
graphs. Our idea is to derive representations of graphs as Gaus-
sian mixture models, fitted to distributions of sampled node embed-
dings over the same space. The Wasserstein distance between these
Gaussian mixture distributions then yields an interpretable and easily
computable distance measure, which can further be tailored for the
comparison at hand by choosing appropriate embeddings. We pro-
pose two embeddings for this framework and show that under cer-
tain assumptions about the shape of the resulting Gaussian mixture
components, further computational improvements of this Wasser-
stein distance can be achieved. An empirical validation of our find-
ings on synthetic data and real-world Functional Brain Connectivity
networks shows promising performance compared to existing em-
bedding methods.

Index Terms— Optimal Transport, graph distance, graph simi-
larity, node embedding, functional brain connectivity

1. INTRODUCTION

Graphs and networks have become an almost ubiquitous abstraction
in domains like biology, medicine or social sciences to represent
a large range of complex systems [1]. For instance, protein inter-
actions, brain connections or social dynamics are frequently mod-
elled as networks and studied from this perspective [2} 3| 4]. Due
to this increasing abundance of network data, the classical problem
of quantifying (dis-)similarities between graphs has seen a surge
of research interest recently. Indeed, a graph distance measure to
compare the structure of various systems is crucial to enable an ex-
ploratory, comparative analysis of (sets of) graphs in many applica-
tion contexts. However, for most applications it is typically not only
important to quantify the difference between two graphs on a global
level, but to identify the lower-level, structural differences that con-
tribute to this difference. Accordingly, optimal transport based graph
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distances, which not only provide a distance measure between two
graphs based on a probabilistic matching but also a transport plan
that highlights where changes occur, have recently gained significant
attention (5} |6l 7]

In general, graph similarity measures may be classified as either

supervised or unsupervised. Supervised approaches aim at learning
a distance function that effectively distinguishes between differently
labeled networks. These include approaches for graph similarity of
human brain fMRI data using Graph Neural Networks [8|] or Protein-
Protein interactions using Genetic Programming [9]. Unsupervised
approaches, on the other hand, are concerned with finding distances
between networks without having access to labels. They are partic-
ularly useful for the exploratory study of cluster differences beyond
known classes. Some approaches leverage the powerful but com-
putationally expensive Graph Edit Distance [10, |11]]. Other meth-
ods first compute a vector representation of the network, which is
then used to define a distance metric 12} 13]. Recently, there have
been approaches that use Optimal Transport (OT) to define a distance
between networks, based on the Gromov-Wasserstein distance [[14}
15]].Fused Gromov-Wasserstein [|16] is an extension for attributed
graphs where in addition to the graph structure, node attributes can
also influence the distance between two graphs. Closely related to
our approach are OT-based methods that leverage Wasserstein dis-
tances on graphs [5} |6} [7]. These approaches define the distance
between two graphs as the distance between the distributions of the
corresponding systems excited by Gaussian noise. In contrast, we
propose specific non-gaussian node embeddings that highlight dis-
tinct structural aspects of the graph.
Contribution. In this paper, we propose a novel unsupervised ap-
proach for computing the distance between two graphs based on Op-
timal Transport. This provides us not only with an alignment be-
tween the two node sets of the graph, but also with a measure of the
quality of this alignment (the actual distance between the graphs).
Our approach is efficient and thus scalable to large data sets. Fur-
ther it can even be used to compare graphs of different sizes. We
show that, as we increase the number of samples, our approach de-
fines a distance pseudometric on the space of all graphs. Further,
we evaluate our approach on a range of synthetic data and apply it
to Functional Brain Connectivity networks of mice, where we can
recover meaningful patterns in the data.

2. NOTATION AND PRELIMINARIES

Notation. A graph G = (V, E) consists of a node set V" and an edge
set E={uv|u,v€V}. Given a graph G = (V, E), we identify the
node set V' with {1,...,n}. We allow for self-loops vv € F and
positive edge weights w: £ — R in our graphs. For a matrix M,



M; ; is the component in the i-th row and j-th column. We use
M;,_ to denote the i-th row vector of M and M_; to denote the j-th
column vector. An adjacency matrix of a given graph is a matrix A
with entries A, , =0 if uv ¢ E and A, , =w(uv) otherwise, where
we set w(uv) =1 for unweighted graphs for all wv € E. For two
vectors x, y we write ||y for the concatenation and ||_,z; for the
concatenation over a sequence of vectors zo, . . . , £n. We denote the
two norm of a vector x by ||z||.

Optimal Transport. Optimal transport (OT) is a framework for
computing distances between probability distributions. In this paper,
we leverage the so called Wasserstein distance (W3), also referred
to as Earth Movers Distance. For two probability distributions X', )
on some metric space S, the Wasserstein distance can be computed
by solving the following optimization problem:

WX, V)= mi
2(X, V)= min

/ o —ylPdn(z,y) (1)
XXY

where II(X,)) is the set of all admissible couplings m on S x S
whose marginals are X and ) with 7(z, y) being the mass moved
from x to y.

When both distributions considered are multivariate Normal dis-
tributions, i.e., X =N (p1, 1), Y =N (u2, $2), with mean vectors
11, p2 and covariance matrices X1, 2o, respectively, the Wasserstein
distance has a closed form expression given by
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Reference [17] appropriately generalizes this to Gaussian Mixtures
M, M, which are central to our approach. Here we consider uni-
formly weighted GMMs M:% (M1+...+N,,) with Gaussian distri-
butions N; =N (s, X;), called Gaussian components, having equal
weight % In this case the optimal transport distance can be com-
puted by considering the optimization problem
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MW3Z(M, M) = min _
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where NV, M are the i-th resp. j-th component of the Gaussian mix-
ture distributions M, M and 7,5 the mass moved from the Gaussian
component N; to the Gaussian component /\7 i

The OT framework can also be used to compare metric spaces
(or distributions of points defined in different spaces) by means of
the Gromov-Wasserstein distance (GW2) [14l |15]]. For two proba-
bility distributions X', ) supported in different spaces the associated
optimization problem the becomes [18]]:

GWF(X, V)= min > [[W5 (@i, ax)=W3 (g5, 00)l | *mi e

mell(X,Y)
where z;, xj, ~ X and y;,y; ~ ).

Intuitively, the Gromov Wasserstein formulation seeks to map
points onto each other such that the overall distances between all
pairs of points are as much as possible preserved. Hence, in con-
trast tothe Wasserstein distances W3 are only computed
between elements of the respective distributions X and ). Conse-
quently the Gromow Wasserstein distance GW3 can be computed
for distributions supported on different spaces. While this additional
flexibility can be advantageous for applications, in this paper we
argue that it can be worthwhile to compute vectorial graph repre-
sentations that are supported in the same space. This enables us to
leverage the Wasserstein Distance as a graph distance measure. Our
experiments show that our proposed embedding methods CCB and
CNP are suited to produce such graph representations.

3. PROPOSED METHOD

In this section, we establish our approach for computing the distance
between two graphs using OT. The high-level approach is as follows:
We compute multiple randomly initialised i.i.d node embedding for
each node. Subsequently fitting a Gaussian to the sampled embed-
dings of each node represents the graph as a Gaussian Mixture. By
computing the optimal transport plan between the Gaussian Mixtures
of two graphs we obtain a node allignment with the corresponding
cost. In the following, we present two node embeddings that can be
used in the above framework and that highlight different properties
of the network.
Node Embedding. Our approach hinges on the fact that the embed-
ding we create for each node is dependent on some random variable.
If this is not the case, then the (co-)variance is jointly O for all nodes
which reduces the Wasserstein distance to the square euclidean dis-
tance between the means. We propose two node embeddings that ful-
fill this requirement: CCB and CNP. The proposed Colored Cooper
Barahona embedding (CCB) is an extension of the Cooper Bara-
hona embedding [[19]. The original embedding embeds a node as
the concatenation of the rows in the matrix power A°1 of the adja-
cency matrix A. This captures not only the degree of a node but also
the connections of length up to § < d. We adapt the embedding by
using colors which we use to combine the nodes into groups. We
thus receive a more expressive yet still low-dimensional embedding.
The CCB embedding works as follows: For a number of colors
k and n nodes, we sample k—1 cuts (cz, ..., ¢k ) uniformly at random
from {1, ..., n — 1} without replacement, sort them such that ¢; < ¢;
for ¢ < j, and define ¢; =0, cx+1 =n. We then construct a block
matrix H € {0,1}**™ where H; ; =1if ¢; <i<cji1 and H; ;=0
otherwise for 1 < j <k. We then simply compute the embedding as:
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The CCB embedding thus embeds the nodes with an embedding of
size k- d. However, the ordering of the nodes is paramount for the
expressivity of the embedding. A new ordering of the nodes could
lead to vastly different embeddings.

On the contrary, the Colored Neighborhood Propagation (CNP)
embedding is one that is invariant under reordering of the nodes.
It is an extension of the SNP embedding used in [20]. Again, we
adapt the original using random colors, the sampling procedure is,
however, different: We first randomly assign one of k colors to each
node using an indicator matrix H, where H, =1 <= ¢(v)=c and
H, =0 otherwise. As opposed to the CCB embedding, this matrix
has no block structure. For each distance 0 <§ <d and for each node
v, we count the number of nodes reachable in ¢ steps, which have a
certain color, and store them in a matrix of size (d+ 1) - k. We then
sort the colums of this matrix lexicographically. This leads to the
following definition of the CNP embedding:

A H
d+1
@ene(v, H,d) = M;,_ with M = lex-sort :
i=1 1 gd
T Av.H

We also normalize each embedding ¢ (v, H, d)= 15y #(v: H, d).
Due to the sorting, this embedding is invariant under isomor-

phism, that is, the probability of sampling a certain embedding is

independent of the node ordering of the graph.

Optimal Transport of Gaussian Mixtures. For each node v we

compute s embeddings ng(l), s cp(s). We now fit a Gaussian using



Algorithm 1 Compute the distance between G1 and G2
1: Input: G1 = (V1, E1), Go=(Va, E2)
2: forveViUVz do
3: for : <sdo v
4 sample assignment of node to colors H ®
5 @(Z)(U)ZWX(UvH(l)vd)
6:  Fit Gaussian N (p1y, X0) on o™ (v), ..., o) (v)
7: Compute Gaussian Mixture Mo =37, i, N (v, Xo) return
MW3 (M, Ma)

the maximum likelihood estimate N, =N (&, £ >, (@ — i) (@i —
f)T) on this collection {..,z;, ..} of embedding points, where [i=
% >, @i. The entire graph is then encoded as a Gaussian Mixture
M(G)= ﬁ > wev No of the Gaussians extracted from each node.
To compute the distance between two graphs, we can then com-
pute the Wasserstein distance between the two Gaussian Mixtures
M(G1), M(G2) (seeleq. (2)). The whole procedure can be found
in This leads to relevant properties of the extracted
distances for both CCB and CNP embeddings:

Proposition 1 For the sample size s — 0o, CNP defines a pseudo-
metric on the space of all graphs and CCB defines a pseudometric
on the space of all adjacency matrices.

The distinction here is related to the isomorphism invariance of
the embeddings. While CNP converges to the same expectation re-
gardless of the node ordering, CCB is dependent on the node order-
ing and will assign a non-zero distance to isomorphic graphs.

The following proposition states that our distance measures can
be simplified if we assume additional conditions on the covariances
of the distributions.

Proposition 2 Ler D; =diag(di, ..., d%), D; =diag(d?, ..., d%).
Assume the Mixture components Ny =N (w4, X4) share scaled co-
variances: D;¥;=D;3¥;=3%. Let A\, be the eigenvalues of ¥. Then,
the Wasserstein distance between two components is equal to:

. LI VS 2z
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This substantially speeds up the computation as we do not have
to compute a matrix square root. While the assumptions on the
covariance may not always be fulfilled, we can use of the above
formula as an approximation. In the following, we use three dif-
ferent approaches to compute the distance between two Gaussians
that only differ in the approximation of the Wasserstein distance
used: The full Wasserstein distance, the scaled Wasserstein distance,
where we adjust the covariances of the Gaussian components such
that the assumption of’ holds, and the tied Wasserstein
distance, where we assume >; =% ; =3, which further simplifies the
Wasserstein distance to only the square euclidean distance between
the means.

Properties of our approach. We remark that with our computa-
tions, we not only obtain a distance between two graphs, but also a
(probabilistic) mapping between the nodes via the computed trans-
port plan. For applications, this alignment can be very useful. Fur-
thermore, one can use OT to compute the distance between two
Mixtures with a distinct number of components — meaning that we
can compare graphs of different sizes. One can even define unbal-
anced transport plans, such that only similar nodes are mapped to

each other. Moreover, our approach using the tied Wasserstein dis-
tance is very efficient making it applicable to (sparse) graphs of size
|V |~ 10.000. For even larger graphs, reducing the number of Mix-
ture components |21} 22]] can be used to speed up computations even
further.

4. EVALUATION

We now present two experiments on both synthetic and real-world
biological data to evaluate the performance of our OT-based graph
distances in comparison to other common distance measures. First,
we qualitatively show the meaningfulness of clusters produced from
our distance measures and the capability to retain these clusters un-
der 2D projections, commonly used in biological domains to visu-
alize population differences. Second, a classification task is pre-
sented to provide a quantitative comparison of our approaches with
other graph distance methods. It should be noted that although a
supervised classification task is presented, all methods are unsuper-
vised and do not use the labels in any way apart for the evalua-
tion. We benchmark against the Euclidean distance between the de-
gree (Degree) distributions, the dominant eigenvector (EV) and the
Graph2Vec [23]] embedding of the graphs. We also compare against
the Node2Vec [24] and Role2Vec [25] embeddings using Gromov-
Wasserstein as a distance measure, as well as the GOT [5]] distance.
All code and data used for the experiments are available hereﬂ
Synthetic Networks. This dataset consists of random networks
generated with four common network models: Erdds-Rényi (ER),
Watts-Strogatz (WS), Barabdsi-Albert (BA) and Configuration Mod-
els (CF) [26, 27} 28| [29]. From each of the four generative models
we sample 20 networks with n € {10, 200} nodes. The other param-
eters such as edge probability or degree distribution are chosen such
that nodes in the resulting networks have an expected degree of 6.
Functional Brain Connectivity Networks. This dataset consists of
Functional Brain Connectivity (FC) networks [30} |31] calculated as
the Pearson-Correlation between the neural activity traces of differ-
ent brain regions defined by the Allen Brain Atlas [32]. This results
in complete, weighted graphs with n =64 nodes. The neural ac-
tivity is recorded through Widefield Calcium Imaging [33} |34} |35,
36] while the mice perform a virtual maze experiment under a two-
alternative forced choice paradigm[37} |38} 139} 40]. A trial in this
experiment consists of the mice perceiving a uni- or multisensory
stimulus and responding accordingly after a short delay to get re-
warded. The FC networks we use are grouped into 5 classes: De-
fault Mode Network (DMN), Left- & Right Stimulus (LS&RS) and
Left- & Right Response (LR&RR). While the DMN corresponds to
the baseline neural connectivity between the trials, the stimuli and
response classes contain the FC networks from the respective phases
within the trial. Each class contains 200 FC networks from 3 differ-
ent experimental sessions of the same subject.

Setup. On both the synthetic and the real-world dataset, we com-
pute the pairwise distances as defined by CCB and CNP between all
graphs. For both experiments the chosen parameters for our embed-
ding methods on the real world data were sampled s =1000 times
with k=10 colors and depth d=5. Larger values for these parameters
generally did not decrease performance, but only increased computa-
tion times. Both embeddings therefore do not appear sensitive to the
specific parameter selection. We aim to show this more rigorously as
part of a sensitivity analysis in future work. To ensure a fair compar-
ision, all competing node embedding methods, like Node2Vec and
Role2Vec were computed for the same number of total dimensions,

! git.rwth-aachen.de/netsci/wasserstein-graph-dist-prob-embeddings/
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Fig. 1: CCB-TiedW distances for the synthetic networks (a) and
the functional connectivity networks (c). The networks are ordered
according to the hierarchical clustering dendrogram where small
heights correspond to small cluster distances. These distances can
also be projected into a 2D space using UMAP for visualization
purposes (b,d). Class memberships are indicated by the same color
scheme in both corresponding plots.

while Graph2Vec was allowed larger dimensions as it computed only
one embedding per graph. The resulting distance matrices are de-
picted as a hierarchically clustered heatmap in[Figure 1] In the same
figure, we also show a 2D projection of the distance landscape us-
ing UMAP [41]. As a qualitative comparison, a k-Nearest Neigh-
bor (kNN) classification is performed on both datasets based on
the precomputed distances. This provides a measure for how prox-
imities in these distances reflect the true class membership of the
graphs. For this purpose, a weighted kNN classifier (k=75) is used
which weights points by the inverse of their distance. This gives a
higher importance to closer neighbors. To validate the generalizabil-
ity of the computed distances a k-Fold Cross-validation scheme is
deployed. This means that the neighbors the classification is based
on are from a training subset of the graphs while the evaluation of
the actual classification is done on a separate test set containing un-
seen graphs. We test on 20% of the data in each of the 20 splits. The
mean accuracy and its standard deviation over the splits are shown in
We also report the silhouette score as a measure of cluster
density. Computation times are given as an average over all pairwise
computed distances.

Discussion. On the synthetic graphs we can see that the clusters
are generally well separated with small inner cluster distances and
large distances between clusters. Additionally, the hierarchical clus-
tering shows that these clusters can be found by relatively simple
algorithms given our precomputed distances. This stands in stark
contrast to the distances computed by other approaches that did not
recover any meaningful clusters. also shows this trend as
classification and silhouette scores are high for our approaches and
considerably worse for the competition. The corresponding figures

(d) CCB-TiedW UMAP Projection

Dataset Random Graphs Functional Connectivity

ER ws BA cF Method KNN  Silh. t(ms) KNN  Silh. t(ms)
Degree 0.25+0.1 -.082 <0.01 0.53+0.04 -.074 <0.01

EV 0.59+0.09 .02 0.05 0.44+0.03 -.047 0.01

Graph2Vec 0.51+0.14 .01 0.08 0.33+0.02 -.168 0.01

Node2Vec GW | 0.61£0.10 -.003 390 0.76+0.03 .133 14.74

Role2Vec 0.71+0.10 -.014 109 0.78+0.03 .032 9.67

GOT w - - - 0.68+0.03 -.209 24.30

CNP-Tied 0.90+£0.06 .550 40 0.59+0.03 -.169 2.85

CCB-Tied 0.91+0.06 .353 36 0.82+0.02 -.019 2.60

CNP-Scaled 0.93+0.07 512 57 0.58+0.03 -.170 14.22

CCB-Scaled 0.90+0.06 .385 52 0.81+0.03 -.021 14.11

Ky g CNP-Full 0.93+0.05 .528 178 0.59+0.03 -.167 36.57
(b) CCB-TiedW UMAP Projection g 0924005 358 170  0.8320.02 -015 50.54

Table 1: Weighted k-NN (k =5) classification scores on synthetic
and real-world data given as p + 0. Classification is performed un-
der a 20-fold cross validation with a relative test set size of 20%.
OT-based methods are grouped into Gromov-Wasserstein (GW) and
Wasserstein (W) distances. Computation times t are averaged over
all pairwise computed distances. — indicates that the provided
method is not implemented for graphs of different sizes.

for all considered methods can be found in the supplementary mate-
rial.

In the real world data, we can see the presence of noise, with some
networks not clearly distinguished according to their classes. How-
ever, this is to be expected due to the nature of behavioral experi-
mental data where observed behaviors are not always caused by the
activation of the hypothesized neural pathways. More specifically,
while we have only included trials where the mouse responded cor-
rectly to the presented stimuli, this behavior might also happen by
random chance if the mouse is disengaged. Despite the presence of
noise, CCB-TiedW successfully finds meaningful clusters w.r.t the
defined classes. Most trials from the DMN, LR and RR classes are
clearly clustered together in the heatmap and projection in [Figure 1]
Interestingly, trials from the LS and RS both form two well sepa-
rated sub-clusters with similar structures which can not be explained
by the stimulus type as visual and tactile trials were present in both
clusters. This could hint at trials where the mouse was not engaged
and that are thus further away from the responses and closer to the
default mode network. Such exemplary findings of unexpected but
consistent within-population differences beyond known labels illus-
trate how unsupervised methods can help explore real-world data
and provide directions for further investigation.

The run times of CNP and CCB in [Table 1] show that the tied and
scaled Wasserstein formulations provide a significant speed up with-
out a loss in performance. Competing OT based methods are on
average around 3 to 10 times slower, while euclidean distance based
methods are faster but fail to differentiate the graph classes.

5. CONCLUSION

We introduced an Optimal Transport framework that represents
each graph as the Gaussian Mixture of probabilistic node embed-
dings. This enabled the use of the Wasserstein distance instead of
the widely used Gromov Wasserstein distance. We introduced two
probabilistic node embeddings that fulfill the requirements of the
framework and highlight different properties of the graph. Further,
we derived theoretical properties of the resulting graph distances
showed their efficiency and performance on both synthetic and
real-world data.
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A. PLOTS AND TABLES
B. PROOFS.

Proposition 1 For the sample size s— oo, CNP defines a pseudo-
metric on the space of all graphs and CCB defines a pseudometric
on the space of all adjacency matrices.

Proof. Toward proving this claim given a graph G, we will first
show that the Gaussians Mixture M (G) (see converges
to a Gaussian Mixture M(G) :=lim;_, o M(G). For the moment,
assume this to be true. Then, we can use the following result:

Lemma 1 (Proposition 5, [17]) The distance M W2 between Gaus-
sian Mixtures defines a metric on the space of Gaussian
Mixtures.

For graphs G1, G2, G'3, this means that:

dist(G1, G1) = MW3 (M(G1), M(G1))=0
dist(G1, Go) = MW3 (M(G1), M(G2))
= MW3(M(G2), M(G1)) =dist(Ga, G1)
dist(Gy, G3) = MW3 (M(G1), M(Gs)) 3)
< MW3(M(Gh), M(Gs))
+ MW3 (M(G2), M(G3))

IdiSt(Gl, Gz) +dist(G2, Gg)

proving that the distance is a pseudometric. To show convergence,
consider the embedding gom(v). Each instance is bounded by
@ (v)|] 0o < 8% where d is the number of adjacency matrix powers
used and ¢ is the maximum degree in the graph. Since we only
allow non-negative edge weights, each component is bounded by
0< gog-l) (v) < 8% We apply Hoeffdings inequality [43]:

2
Pr( >6> < 2exp (—Q;Téd)

We now union bound over all kd components of the embedding

P (v):
2s€?
> e) < 2kdexp (— 524 )

pr<

This proves, that the maximum likelihood estimator 2 3°°_ (V) (v)
converges to the expectation E[¢(v)] as s — co. For the covariance,
we apply the matrix Bernstein inequality (Corollary 6.2.1, [44]]) to
the our maximum likelihood covariance estimator £ 3% (p!") —

W(® = )7 Leti = (9 (v) — £ 15, 9 (v)), then:

Pr liij—— E[zz]|| > €| < 2kdex (—%)
5 ot =)= P\ kdo?(2 +97)

oo
Again this proves that the maximum likelihood estimator fo the co-
variance converges to the expected covariance as s — co. Combining

S 36 () ~ Bl (0)

2> @) ~ Elp(v)

the two results, we can see that the Gaussian component N, rep-
resenting a node in the graph converges to the expected Gaussian
No=N(E[¢(v)],E[zz"]). One final union bound yields that the
whole Gaussian Mixture converges to a Gaussian Mixture M(G) =
Yo cv N, as s— oo. Finally, to show that the CNP is a pseudomet-
ric on the space of graphs, we can use the same argument as above.
Additionally we need to show that CNP converges to the same Gaus-
sian Mixture for two isomorphic graphs G~G’. Let A, A be the ad-
jacency matrices of G, G’ respectively, then PAP T = A’ for some
permutation matrix P. Recall the definition of CNP:

140 H
d+1 TA[“7vs
(,(_JCNP(’U7 H, d) = Mi,, with M = lex-sort :
=1 1 d
HAHdAv”H

and consider what happens when you permute the rows of H (so that
all nodes have the same color in both graphs) and after the transfor-
mation, permuting them back:

P A'PH =P "PAP"PH = AH

This also extends to matrix powers. It the node v has the same color
as the node v’ it is isomorphic to in the other graph, so the Gaussian
Mixture will have the exact same components (in a different order).
Also, since H is sampled uniformly i.i.d, H and PH have the same
probability to be sampled. Thus, the two distributions, in fact, are
the same. This proves that the CNP is a pseudometric on the space
of graphs.

Proposition 2 Let D;=diag(ds, ..., d%), D; =diag(d?, ..., d%,).
Assume the Mixture components Ny =N (Wi, Xs) share scaled co-

variances: D;¥;=D;¥;=3. Let Ay be the eigenvalues of ¥.. Then,
the Wasserstein distance between two components is equal to:

. LN VY 2\
WoNE N ) =l — i3+ 57+ 55 — ==
; i3 Z i

— dy
Proof. Consider the Eigenvalue decomposition of the non-
negative, symmetric, real matrix ¥ =V AV . In the trace term of
the closed form solution of the Wasserstein distance, we have:

11 _1 1
() =Tr(D, 22D, 2)=Tr(D, 2VAV ' D, 2)
_1 1
=Tr(V'D; 2D; *VA)=Tr(D; 'A)
By the same reasoning Tr(X;) :Tr(Dj_lA). Regarding the last

term, we can use that V' DV = D for any diagonal matrix D and
the fact that diagonal matrices commute:

_1 DR S | 11 1
=D, 2VAZD?V D, ?D;?VAZD2V'D, 2
_1 1 i 1 _1 31 1 _1
=D; *VA*D?D;*D; ?A2D?V D, >
_1
=D, 2VAV ' D, 2
X
Then the similarly for the last term:
1 1
IEDVDIE
_1 1 1oL 1 1 T -1 1 1 1oL 1
=D; *VA>D?V'D;*D;*VAV'D;*D; *VA2D?V D, *
_1 11 1 _1 1 17 1 - 1
=D; *VA?D?D;*D, ?AD; *D; *AZ D2V ' D; ?
_1 _1
=D, *VA’D;'V'D; ?



We can now fairly easily see that:
1 1 _1 1 1 L 1
(278;57)2=D, *VAD,; *D2V D, *

Since the trace is invariant under cyclic permutations, we can write:

1 11
Tr((57%557)2)
1 1 _1
=Tr(D; *VAD; *DZV'D; ?)
R S § 1 1
=Te(V'D; *D; *VAD; >D?)
_1 _1 1 1
=Tx(D; *D; *AD; *D?)
1 _1
=Tr(AD; 2D, ?)

Az

Z—1 1 /d;i)dggj)

Plugging this in yields the claim.
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