
Electrochimica Acta 507 (2024) 145085 

A
0

Contents lists available at ScienceDirect

Electrochimica Acta

journal homepage: www.journals.elsevier.com/electrochimica-acta

Using the nonlinearity of a PEM water electrolyzer cell for its dynamic model
characterization
Pietari Puranen a,∗, Michael Hehemann b, Phillip Kütemeier b, Lauri Järvinen a, Vesa Ruuskanen a,
Antti Kosonen a, Jero Ahola a, Pertti Kauranen a

a Lappeenranta–Lahti University of Technology LUT, P.O. Box 20, FI-53851, Lappeenranta, Finland
b Forschungszentrum Jülich GmbH, Wilhelm-Johnen-Straße, DE-52428, Jülich, Germany

A R T I C L E I N F O

Keywords:
Green hydrogen
Water electrolysis
Dynamic modeling
Equivalent circuit

A B S T R A C T

The voltage response of a water electrolyzer at low frequencies is characterized by a combination of a static
polarization curve and dynamic, capacitive effects. In this paper, a model combining these two phenomena is
created, which incorporates the Butler–Volmer equation in parallel with a capacitance in order to produce
differential equations for the activation overpotentials separately on both electrodes. A parameter fitting
methodology is then developed for obtaining the seven model parameters from a set of low-frequency, high-
amplitude dynamic waveform measurements. The method is further implemented in an electrolyzer modeling
toolbox for MATLAB. The model built in this study is proven to predict well both static and dynamic voltage
responses down to the 1Hz frequency. At higher frequencies and at small amplitudes the model reduces to the
Randles equivalent circuit, and in a static case to the polarization curve of the cell. The proposed methodology
can be used for probing individual electrode properties with full-cell measurements and providing a reliable
tool for simulating water electrolyzer voltage responses with arbitrary waveforms and amplitudes.
1. Introduction

According to Faraday’s law of electrolysis, hydrogen production
from electrochemical water splitting is directly proportional to the
current supplied to the cell. As a result, water electrolyzers are ideally
supplied with uniform DC current. This ideal condition is, however, not
always met. The voltage response, and thus power consumption, of the
cell also depend on the dynamic changes of input current, its amplitude
and frequency. In grid-connected industrial water electrolyzer systems,
the commonly used thyristor-based power electronic rectifiers induce
a significant AC ripple on top of the DC current they supply, which
has been found to increase the power consumption of water electrolyz-
ers [1]. Operation at partial loads further increases the significance of
the ripple. Moreover, with electrolyzers being increasingly controlled
by the energy generation of renewable sources, the load level of the
electrolyzer will be more variable, which means that the dynamic
performance of cells and stacks will play an even greater role in the
future. Frequency ranges of these two sources of dynamic power dif-
fer, renewable energy sources mostly causing low-frequency variation
roughly below 1Hz due to changing weather conditions and seasons [2]
and power electronics producing AC ripple above 300Hz [3]. To fully
explore these phenomena and control their effect, it is essential to have
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system models capable of taking into account both static and dynamic
performance regardless of the AC frequency or amplitude.

Electrochemical impedance spectroscopy (EIS) is a commonly used
dynamic cell characterization method, which is based on the assumed
linearity of the voltage response at low amplitudes. The modeling
of EIS results is generally based on equivalent circuit models with
linear electronic components, such as resistors and capacitors, but also
nonlinear components like the constant phase element, which describes
the behavior of porous electrodes [4]. All of the equivalent circuits
are linear, and as such, their impedance is well determined and easily
calculable. The applicability range of these equivalent circuits can be
somewhat extended by recognizing that at the higher frequency range
of ripple produced by power electronics, the voltage response of water
electrolyzers is approximately linear regardless of the current AC ampli-
tude [5]. At lower frequencies, however, the static polarization curve
adds a nonlinear effect to the large-amplitude voltage response. The
significance of this nonlinearity increases as the frequency is reduced,
converging eventually to the static behavior of the polarization curve.
Example current density–voltage representations of the nonlinear static
polarization curve, the linear response to an EIS measurement and
the nonlinear large-amplitude dynamic response of a single water
electrolyzer cell are given in Figs. 1(a), 1(b) and 1(c), respectively.
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Fig. 1. Example current–voltage representations of (a) the nonlinear static polarization curve of a water electrolyzer cell, (b) a linear response for an EIS measurement at 0.5Hz
and (c) a large-amplitude dynamic (abbreviated for the figure as LAD) response at 0.5Hz. All three figures have been simulated using the model created and parametrized in this
aper.
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Both the linear equivalent circuit modeling and the nonlinear static
olarization curve modeling are well established in the literature.
he nonlinear transition between these two modes of operation is,
owever, less studied. Closer inspection on this frequency range can
rovide novel characterization and analysis tools for water electrolyzer
esearch.

Multiple studies have used linear equivalent models of various
omplexities for water electrolyzer dynamics. In particular, these meth-
ds have been proven useful in reproducing step responses [6,7].
ither the studied step responses [7] or EIS [8,9] can be used for the
odel parametrization. One issue with the linear equivalent circuits

s, however, that they cannot take into account the static response.
y separating the nonlinear static and linear dynamic parts, Amireh
t al. [10] were able to bypass this issue. Nevertheless, the linearity of
he dynamic model limits its usage to either small AC amplitudes or
igh frequencies, where the voltage response approaches linear [5].

Some ways of representing the nonlinear dynamics have been pre-
ented in the literature. Ursua and Sanchis [11] introduced an equiva-
ent circuit model with current-dependent activation resistances. Their
odel has to be parametrized by using a large set of polarization

urve and EIS measurements in different setpoints. Zenith et al. [12]
pproached the issue with a set of analytic and differential equations
or calculating a time constant for a high-temperature polymer fuel
ell. A similar differential-equation-based solution was proposed by
mmerz et al. [13] to analyze over- and undershoot phenomena in
2 
EM water electrolyzers under galvanostatically and potentiostatically
ontrolled stepwise load changes. Krenz et al. [14] solved the dif-
erential equation after a current interruption and used this solution
ith experimental results for parametrizing an industrial PEM water
lectrolyzer. Their model simplified the system to a single electrode
ith one kinetic-induced time constant.

Beyond simply modeling the electrochemical systems, their nonlin-
ar behavior has been utilized in various characterization methods.
asmin and Srinivasan [15] reviewed methods aiming to expand the
pplicability of EIS to large amplitudes, the nonlinear EIS (NLEIS)
ethods, also interchangeably called nonlinear frequency response

nalysis (NFRA). The methods are based on applying a large-amplitude
inusoidal signal and analyzing the response in the frequency domain
oncentrating on either only the fundamental frequency as a function
f applied amplitude or separately on each frequency component.
idaković-Koch et al. [16] performed another review on the topic, dif-

erentiating between NLEIS and NFRA, the former concentrating on the
hanges in the fundamental frequency and the latter also comprising
he harmonic components. The methodology of NFRA is often based
n series expansions of the response, which are then compared with
uitable models. Wolff et al. [17] analyzed theoretically the responses
bservable in the nonlinear harmonics of a general electrochemical
ystem after changes in the system parameters. Their study presents
group of ways in which NFRA could be useful in analyzing a real

ystem. In general, NFRA have mostly been used to investigate reaction
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mechanisms and kinetics of specific technologies, for example PEM
fuel cells [18,19], direct methanol fuel cells [20], and lithium-ion
batteries [21,22].

In this paper, a method is presented for parametrizing a dynamic
water electrolyzer model by using a simple fit to a set of voltage
responses to sinusoidal, large-amplitude current excitations in time do-
main. The frequency range for the excitations is selected appropriately
to especially allow capturing the transition from the high-frequency,
impedance-based voltage response to the quasi-static, low-frequency
response [5]. The model used in the study incorporates Butler–Volmer
reaction kinetics separately for both the electrodes, with double-layer
capacitances in parallel, as previously described by Immerz et al. [13].
The resulting model is solved numerically and as such allows arbitrary
current waveforms to be used. The model and the fitting algorithm
are incorporated into the Electrolyzer Modeling Toolbox for MATLAB
by Järvinen and Puranen [23] to utilize its existing code base and
methodology. A renewed version of the toolbox will be published after
the required documentation and usage examples have been created.

The model and parametrization methodology presented in this pa-
per enable characterizing PEM water electrolyzer electrodes separately
by only using full-cell measurements. Compared with EIS, the model
adds the inherent nonlinearity of the activation overpotential and
expands the range of applicability to large-amplitude signals and low
frequencies. However, the required measurements differ from EIS only
by their amplitude and by the need for waveform measurements. As the
signal frequencies are low, there is no fundamental need for the high
sampling frequencies used in this paper. The experimental methodology
is, therefore, accessible to laboratories of different levels, or it can
be implemented in future designs of electrochemical measurement
devices.

2. Theory

Water electrolysis is an electrochemical process where water
molecules are split to hydrogen and oxygen with the aid of electricity
following the overall reaction equation:

H2O ←←←←←←←←←←←←←←←←←⇀↽←←←←←←←←←←←←←←←←←
1
2
O2 + H2. (1)

The process is split in two half-cell reactions: the anodic oxygen evo-
lution reaction (OER) and the cathodic hydrogen evolution reaction
(HER). The two electrodes are separated by a separator preventing di-
rect electric contact but allowing ionic conduction. Electric connection
between the two electrodes is obtained through a power supply.

In electrolysis, the power supply generates a potential difference
between the electrodes which initiates the half-cell reactions. OER
releases electrons which are transferred through the power supply to
be bound by HER. The ions produced in the process, either cations or
anions depending on the chosen technology, are transferred through
the separator of the cell. The number of charge transfers needed for a
single water splitting reaction is two.

The static voltage response of a water electrolyzer is commonly
modeled by separating the total cell voltage to the reversible or open
circuit potential (𝑈ocv), representing the minimum voltage required for
the reaction to take place, and a set of current-dependent overpoten-
tials, namely ohmic (𝑈ohm), activation (𝑈act), and concentration (𝑈con)
verpotentials:

= 𝑈ocv + 𝑈ohm + 𝑈act + 𝑈con. (2)

Often, there is only a need to model the static behavior of the cell,
but when the current input to the electrolyzer fluctuates, the voltage
response has some slowness caused by internal capacitances in the cell.
Dynamic modeling takes into account this capacitive behavior, and it
can be used to analyze those characteristics of the cell that static models
typically neglect. Additional power consumption caused, for example,
by an alternating current input, has to be modeled dynamically [5].
3 
2.1. Static modeling

Static modeling of the current–voltage behavior of electrolyzers ro-
tates around the reversible open-circuit potential alongside irreversible
overpotentials. In this study, the static modeling is based on well-
known conventions summarized in detail for example by Järvinen
et al. [24]. The open-circuit potential reflects the minimum voltage
required to initiate the electrochemical reaction. This potential is con-
sidered constant if the environmental variables, temperature and pres-
sure, stay unchanged. Its value can be calculated from environmental
parameters by using the Nernst equation:

𝑈ocv = 𝑈◦ + 𝑇
𝑛e𝐹

ln

(

𝑝cat − 𝑝sv(𝑇 )
)(

𝑝an − 𝑝sv(𝑇 )
)1∕2

𝑝◦3∕2
, (3)

where the standard potential 𝑈◦ is calculated by using an equation by
Schalenbach [25]:

𝑈◦ = 1
𝑛e𝐹

[(

−159.6 J∕(molK)
)

𝑇 + 2.8472 ⋅ 105 J∕mol
]

. (4)

The latter, pressure correction term in Eq. (3) takes into account
the system pressure, where the cathode and anode absolute pressures
are denoted by 𝑝cat and 𝑝an, respectively, and 𝑝◦ is a reference pressure
of 1 bar. 𝑝sv(𝑇 ) is the saturation vapor pressure of pure water, which is
calculated by an experimental equation presented by Balej [26]:

log10 𝑝sv(𝑇 ) = 35.4462 − 3343.93
𝑇

− 10.9 log10 𝑇 + 4.1645 ⋅ 10−3𝑇 . (5)

The constants in Eq. (3) are the Faraday constant, 𝐹 , the universal
gas constant, , and the number of electrons required for a single
electrochemical reaction, 𝑛e, which is 2 in the case of water electrolysis
(described by Eq. (1)).

Overpotentials cause an irreversible energy loss in the system, with
causes ranging from simple resistive losses for transferring charges to
the requirements of overcoming the activation barrier of the reaction.
All overpotentials increase as a function of the current density 𝑗 through
the cell.

Ohmic overpotential is used to describe the voltage increase caused
by resistive losses in the system. Its modeling is simply based on Ohm’s
law:

𝑈ohm = 𝑟𝑗, (6)

where 𝑟 represents the area-specific resistivity of the whole system.
Losses inflicted by the reaction kinetics are represented by the

activation overpotential, commonly implicitly expressed by the Butler–
Volmer equation:

𝑗 = 𝑗0

[

exp
(

𝛼𝑛e𝐹
𝑇

𝑈act

)

− exp
(

−
(1 − 𝛼)𝑛e𝐹

𝑇
𝑈act

)]

, (7)

where 𝑗0 is the exchange current density, and 𝛼 is the electron transfer
coefficient, both being temperature-dependent properties of the specific
cell [27]. An additional independent variable in the equation is the
temperature 𝑇 . Because of the implicit nature of the Butler–Volmer
equation, a number of approximations have been introduced for solving
the activation overpotential, for example, the Tafel equation:

𝑈act =
𝑇
𝛼𝑛e𝐹

ln
𝑗
𝑗0
, (8)

and the hyperbolic sine approximation:

𝑈act =
𝑇
𝛼𝑛e𝐹

arsinh
𝑗
2𝑗0

. (9)

The different approximations and their range of validity are dis-
cussed in more detail, for example, by Järvinen et al. [24].

Concentration overpotential is inflicted by a build-up of product
gases on the reaction site [28]. This leads to bubbles shielding the
electrode surface, which, in turn, reduces the utilization of the catalyst.
As a result, the potential of the reaction increases. Generally, the
current density has to be high for the concentration overpotential to
be significant. As the current density is limited to be low in this study,
the concentration overpotential cannot be distinguished, and thus, has
to be omitted in the models.
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Fig. 2. (a) Linear Randles equivalent circuit for small-signal modeling and (b) its modified version replacing activation resistances with the Butler–Volmer equation.
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.2. Dynamic modeling

Dynamic modeling of electrolyzer cells comes in question when
he current through the cell is not constant over time. In dynamic
peration, the static polarization curve is not sufficient for describing
he current–voltage behavior but also capacitive effects in the cell have
o be considered.

A commonly employed dynamic analysis method is the electro-
hemical impedance spectroscopy (EIS), which is based on including a
inusoidal small-signal perturbation on top of the desired DC current or
oltage. Using a small amplitude with the perturbation, usually below
% of the applied DC value, allows omission of the nonlinearity caused
y reaction kinetics (activation overpotential). The response can, thus,
e approximated to be linear, enabling the calculation of a complex
mpedance for the system. The frequency of the perturbation is then
aried to obtain a frequency spectrum of impedances. A variety of
inear equivalent circuit models have been developed to replicate the
IS spectra consisting of simple electrical components, like resistors,
apacitors, and inductors, but also more complicated ones, like the
onstant phase element (CPE) [9].

The part that differentiates dynamic equivalent circuits from the
tatic model, described in Section 2.1, is the handling of activation
verpotentials. Activation overpotentials arise from the kinetics of the
eactions occurring at the boundary layer between the electrode and the
lectrolyte, the electrochemical double layer (EDL) [29]. In dynamic
odeling, capacitive effects arising from these layers of ions have also

o be taken into account [30]. As the capacitance does not prevent a
C current flow through the double layer, it is modeled in parallel with

he activation overpotential.
The simplest equivalent circuit used for modeling EIS spectra is the

andles equivalent circuit, shown in Fig. 2(a). The Randles circuit ap-
roximates the activation overpotential with a simple resistor, causing
he circuit to be linear. This approximation limits the use of the circuit,
s well as other linear equivalent circuits, to small perturbations only,
uch as the ones used in EIS. Linearization enables the use of simple
quations for fitting EIS results, or alternatively, allows increasing

he complexity of the circuit. Linear circuits cannot reproduce the

4 
nonlinear behavior of the activation overpotential observed at high
amplitudes and low frequencies, which limits their usability.

To create a large-signal model for water electrolysis, the nonlinear-
ities of the activation overpotential have to be included. The concept
presented in this paper (Fig. 2(b)) is based on the Randles equivalent
circuit, but replacing the activation resistances with the full Butler–
Volmer equation, Eq. (7). To do this, we have to look at the current
density 𝑗 flowing through the parallel connection of a capacitor and
the Butler–Volmer equation:

𝑗(𝑡) = 𝑗act (𝑡) + 𝑗C(𝑡), (10)

where 𝑗act and 𝑗C are the current densities through the activation
nd the capacitor, respectively. When connected in parallel, the volt-
ge across both the branches is equal, 𝑈act . The current through the
apacitor depends on the time derivative of voltage:

C(𝑡) = 𝐶
d𝑈act (𝑡)

d𝑡
, (11)

where 𝐶 is the capacitance density. Eq. (7) is used for the activation
urrent, denoted here only by 𝑗act for simplicity. Substituting it and
qs. (11) to (10), a differential equation is obtained for the activation
verpotential:
d𝑈act (𝑡)

d𝑡
+ 1

𝐶

(

𝑗act
(

𝑈act (𝑡)
)

− 𝑗(𝑡)
)

= 0, (12)

which has the measured current density as an excitation term. The
ame equation has to be applied twice, separately for both electrodes.

The full dynamic model for the cell is obtained by combining
qs. (3), (4), (6), (12), and (7) to (2) (assuming no concentration
verpotential) to achieve a set of algebraic and differential equations:

(𝑡) = 𝑈ocv + 𝑈ohm + 𝑈act,cat (𝑡) + 𝑈act,an(𝑡) (2)

ocv = 𝑈◦ + 𝑇
𝑛e𝐹

ln
[

(𝑝cat − 𝑝sv(𝑇 ))(𝑝an − 𝑝sv(𝑇 ))1∕2

𝑝◦3∕2

]

(3)

𝑈◦ = 1
𝑛e𝐹

[

(−159.6 J∕(molK))𝑇 + 2.8472 ⋅ 105 J∕mol
]

(4)

𝑈ohm = 𝑟𝑗 (6)
d𝑈act,x(𝑡) = − 1 (

𝑗act,𝑥
(

𝑈act,x(𝑡)
)

− 𝑗(𝑡)
)

(12)

d𝑡 𝐶𝑥
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Table 1
Properties of the PEM cell used for the experiments.

Active area 17.64 cm2

Membrane Nafion™117
Cathode catalyst Pt 0.39mg∕cm2

Cathode PTLa Toray paper
Anode catalyst Ir 2.19mg∕cm2

Anode PTLa Sintered titanium coated with iridium

a PTL = Porous Transport Layer

𝑗act,𝑥
(

𝑈act,x(𝑡)
)

= 𝑗0,𝑥

[

exp
(𝛼𝑥𝑛e,𝑥𝐹

𝑇
𝑈act,𝑥(𝑡)

)

−exp
(

−
(1 − 𝛼𝑥)𝑛e,𝑥𝐹

𝑇
𝑈act,𝑥(𝑡)

)]

, (7)

where 𝑥 denotes either the anode or the cathode (shortened an and
cat, respectively). The number of electrons for a single reaction used in
Eq. (7), 𝑛e,x, is 2 in the case of cathode and 4 in the case of anode.

3. Methodology

3.1. Experimental methodology

The experimental measurements were conducted using a single-cell
PEM test rig manufactured by FuelCon and located in Forschungszen-
trum Jülich (FZJ). The exact same setup was used previously by Ko-
ponen et al. [3] and Puranen et al. [5]. The system temperature was
controlled at the cell inlet to match the given setpoint. Water heaters
were located behind the separator vessels as well as around the cell
inlet pipes and in the end plates of the cells, and system temperatures
were measured using thermocouples. The water flow rates to the elec-
trodes were controlled manually following measurements performed
with two rotameters, one for each electrode. The pressure of the system
was controlled with a set of two bubbling flasks creating a water
column pressurizing the outlet. No actual pressure measurement or
control was applied. The uncontrolled pressure makes it impossible to
determine the exact value of the reversible potential. However, as also
the exchange current density affects the potential in modeling just as
if it was a voltage offset, any divergence of the reversible potential is
included in the fit value of the exchange current density. As a result,
both of these values have to be treated with caution. In this paper, the
general behavior of the model is not affected by this uncertainty, which
is why its significance for proving the functionality of the model is low.

The PEM water electrolyzer test cell used in the study was built
in-house at FZJ. Its main properties are described in Table 1. A po-
tentiostat (BioLogic HCP-1005) was used as the power source and
waveform generator for this study. Current and voltage waveforms
were recorded with an HBM Genesis HighSpeed GEN2tB transient
recorder using a GN611B input card from the same company capable
of up to a 200 kHz sampling frequency. The current measurement was
performed with a Danisense DS200UB-10V current transducer with a
maximum range of 200A and a conversion factor of 1V/20A.

Measurements were performed in this study with the galvanostatic
EIS functionality of the potentiostat. Unlike in conventional EIS mea-
surements, where nonlinearities are avoided by using a low current
amplitude, here the aim was to record the change in the nonlinearity
as a function of frequency. Therefore, the DC setpoint was set to be
reasonably low, 0.2A∕cm2, to maximize the effect of the nonlinear acti-
vation overpotential, and the amplitude setpoint was assigned to 100%
of DC. The frequency range between 1Hz and 7.96Hz was selected as it
is known from previous research that the nonlinearity starts to have an
effect on the specific cell in the chosen frequency range [5]. Further,
the temperature of 80 °C was chosen. Current and voltage waveforms
were recorded with sampling frequencies of 200 kHz with more than

enough bandwidth for measuring harmonics.

5 
Fig. 3. Example of the measured waveforms at the frequency of 1Hz.

.2. Numerical methodology

The dynamic voltage response was modeled by using a modified
ersion of the Electrolyzer Modeling Toolbox for MATLAB [23], where
new dynamic activation overpotential model incorporating Eq. (12)
as added as one alternative. The basic functionality of the toolbox is
escribed in [24]. The modifications included methodology for calcu-
ating the result based on a given current waveform and time data as
ell as performing a parameter fit to a dataset that includes current
nd voltage waveforms and their time signatures. An example of the
urrent and voltage waveforms used for fitting is presented in Fig. 3
or a single frequency. The input data for fitting have to be provided in
ultiple frequencies for the procedure to reach a desired outcome.

Calculation of the full voltage response was performed in parts,
eparating the static submodels (reversible potential and ohmic over-
otential, Eqs. (3) and (6), respectively) from the dynamic ones (acti-
ation overpotential, Eq. (12)). In this way, it is possible to reduce the
omplexity of the dynamic model. Static submodels can be algebraically
olved by inputting the current waveform, environmental parameters,
nd constants, but a separate algorithm is required for solving the
ynamic model.

Solving the differential equations of the dynamic model requires
nitial values of the separate activation overpotentials for the anode and
he cathode. Because they could not be directly determined from the
easured full-cell voltage, an optimization algorithm was developed
ith the aim of minimizing the time required for evaluating them.
ifferential equations themselves were solved by using the MATLAB
DE solver ode89 [31] capable of solving nonstiff differential equations

n the form 𝑦′ = 𝑓 (𝑡, 𝑦).
After solving all static and dynamic submodels, their results were

ombined to the total cell voltage according to Eq. (2). The fitting
rocedure was then based on minimizing the square root of the sum
f squared residuals between the calculated total voltage and the
easured cell voltage time series by using particle swarm optimization.

. Results

Fig. 4(a) shows the measured dynamic voltage waveforms as a
unction of current density and frequency. The voltage waveform is
learly observed to become more nonlinear as the frequency decreases,
tarting to approach the behavior of the static polarization curve.

The current density can be seen passing shortly to negative values,
hich indicates problems with the control of the potentiostat power

upply with high amplitudes. The occurrence of negative current den-
ities was verified to be caused by the power supply and not by errors in
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Fig. 4. (a) Measured dynamic voltage response used for model fitting and (b) the result simulated from the fitted model. Comparisons for individual frequencies are presented in
igs. A.1–A.10 of Appendix A.
he measurement system by double-checking the current measurement
alibration. The power supply seemed to periodically draw current from
he cell under test, mostly increasing the discharge rate of the cell
apacitances. The cell voltage is still positive and above the reversible
otential, which indicates that the total system can be assumed to
emain in the electrolysis mode throughout the measurement.

A nonlinear response, in the form of divergence from a completely
val shape, is observed to emerge on the bottom side of the U–I
urve drawn (the rising edge of the waveform) at lower frequencies,
nd the response is seen to start bending downwards at low current
ensities. A pivotal point can also be seen just below 0.1A∕cm2, which

indicates separable responses between the two electrodes of the cell. It
is known from EIS measurements that the electrodes have a difference
in their response times. This separation of responses can, therefore, be
employed in parametrization of the two electrodes without a need for
a reference electrode in the system.

The dynamic voltage response model described in Section 2.2 was
fitted on the measured data, the results of which are presented in
Fig. 4(b). A total of seven parameters were fitted: one for the ohmic
and three for each of the activation overpotentials. The fit values
for the parameters are given in Table 2. As the cathode and anode
cannot be differentiated from the combined electrode response without
a third electrode, the parameters may be incorrectly assigned in the
fit. Therefore, a second, alternative set of parameters is added to
Table 2, for which the activation overpotential parameters are flipped
between the anode and the cathode, still maintaining an equivalent
combined electrode performance. The basis for this parameter flipping
is presented in S.1. of the supplementary material. Furthermore, the
effect of the exchange current density on the voltage response at either
of the electrodes is equivalent to a voltage offset [24]. As a result, the
exchange current density values cannot be fixed with the presented
method but can be varied according to Eqs. (S.7) and (S.8). Therefore,
prior knowledge that the anode activation overpotential is generally
higher than the one at the cathode, cannot be used for determining the
correct order of parameters.

One noticeable aspect in the values presented in Table 2 is the
electron transfer coefficient values that exceed the commonly set limits
of 𝛼 ∈ [0, 1]. If 𝛼 > 1, the reverse reaction term in the Butler–Volmer
quation (the latter exponential function in Eq. (7)) begins to have
major impact on the activation overpotential also in the forward

irection. From this point of view, the values presented in Table 2 defy
eason. However, according to a proof in the supplementary material
f this paper, for modeling a cell as a combined electrode the electron
ransfer coefficient should remain between 0 and 2/3 if the single
6 
Table 2
Parameter values obtained from the model fit and an alternative, equivalent result
obtained by flipping the activation overpotential parameters for the cathode and the
anode according to the proof in S.1. Error estimates for the values could not be obtained
in reasonable time.

Parameter Value Unit

Fit Alternative

𝑟 0.191 0.191 Ω cm2

𝛼c 1.02 3.19 –
𝑗0,c 2.22 ⋅ 10−8 3.63 ⋅ 10−4 A∕cm2

𝐶c 1.45 0.200 F∕cm2

𝛼a 1.60 0.510 –
𝑗0,a 3.63 ⋅ 10−4 2.22 ⋅ 10−8 A∕cm2

𝐶a 0.200 1.45 F∕cm2

electrode electron transfer coefficients were restricted below 1. On the
other hand, a fit made to the static polarization curve measurements
for the given cell provided a value of 𝛼 = 0.711 (see Table 3) which
could not be explained unless one or both of the single electrode
electron transfer coefficients were greater than 1. This contradiction
with theory puts the usage of the Butler–Volmer equation for describing
the activation overpotential of water electrolyzers into questionable
light. However, as the equation can reproduce the measured voltage
response well, its usage for modeling purposes is justifiable. This topic
is discussed further in Section 4.2.

4.1. Model validation

The proposed model was validated by comparing its predictions
with two common electrolyzer characterization measurements: the
static polarization curve and the EIS. Both of the methods were sim-
ulated with the model by supplying a realistic current waveform
that would be used for the respective measurement. For the static
polarization curve, this means a set of defined current steps, for each
of which the system is allowed to stabilize before measuring the static
voltage. The EIS, on the other hand, consists of a set of small-amplitude
sinusoidal ripple signals with varying frequencies that are added on
top of a DC setpoint. The small amplitude allows approximating the
response to be linear, which enables the calculation of a single complex
impedance value for each of the frequencies. Galvanostatic EIS (GEIS)
was used in this study as the model is capable of only predicting voltage
response based on current input.

The simulated polarization curve is presented in Fig. 5 alongside
a measured one. The model parameters of both the curves, obtained
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Fig. 5. Simulated polarization curve in comparison with the one measured at a
different date, showing a close resemblance.

Table 3
Static polarization curve parameters fit to both the simulated and measured polarization
curves. Theoretical values derived using Eqs. (S.4) and (S.5) of the supplementary
material and parameters for individual electrodes from Table 2 are presented for
comparison.

Parameter Value Unit

Simulation Measurement Theoretical

𝑟 0.192 0.186 0.191 Ω cm2

𝛼 0.779 0.711 0.772 –
𝑗0 2.06 ⋅ 10−7 2.36 ⋅ 10−7 2.32 ⋅ 10−7 A∕cm2

using the static fitting capability of the Electrolyzer modeling toolbox,
are presented in Table 3. Hyperbolic sine approximation, Eq. (9), was
used for the activation overpotential in the static fitting. Small root
mean square deviation (RMSD) of approximately 6.2mV between the
simulated curve and the measured one indicates minimal difference
between them.

Both qualitatively and quantitatively, the simulation matches well
with the measurement. A slight divergence is observed in the ohmic re-
sistivity, whose effect accumulates especially at high current densities.
The reason for the inaccuracy might be due to the low DC setpoint used
for the dynamic modeling, which minimizes the effect of the ohmic
overpotential compared with the activation overpotential. Further, the
polarization curve measurement was performed at a different date,
which might have affected environmental parameters, such as pressure,
causing a slight change in the electron transfer coefficient 𝛼.

Comparisons of the simulated and measured GEIS at the DC current
density setpoint of 0.2A∕cm2 and perturbation amplitude of 5% of
the DC setpoint used for fitting the dynamic model are presented in
Figs. 6(a) and 6(b). The simulation can be seen to match the mea-
surement well, RMSD between the curves being only approximately
0.22mΩ, yet they diverge somewhat at high frequencies.

The GEIS measurements had been performed earlier for a different
study and were, therefore, in a lower temperature of 70 °C compared
with the 80 °C used for the model parametrization. The temperature
difference makes a meaningful quantitative comparison of the results
impossible. Qualitatively, the comparison shows, however, that the
presented model is well capable of simulating also voltage response at
much higher frequencies than the ones used for model parametrization.

4.2. Model limitations and discussion

Although the model was capable of predicting well the dynamic
voltage response, the static polarization curve, and the GEIS response
 p

7 
Fig. 6. Simulated EIS at 0.2A∕cm2 compared with the measurement from a different
ate and temperature setpoint. Only the general shape of the curve should, therefore,
e compared.

t the modeled DC current setpoint, some limitations of its capabilities
ere observed. The first limitation was noticed when the model was

ested on a measurement set going down to the frequency of 0.1Hz,
resented in Fig. 7. The model was not fully capable of reproducing
he behavior at the sudden change in the derivative of voltage present
n the rising edge of the waveform (bottom part of the voltage–current
urve). The fit results obtained from the full data set indicated that
hen the first one of the electrodes approaches static behavior at the

owest frequencies, its dynamic behavior diverges from what would
e expected by the model. Therefore, the frequencies below 1Hz were
mitted from further analysis. Fig. 7(b) shows a comparison between
he measurement and a modeled curve at 0.1Hz with parameters ob-
ained from the fit limited above the 1Hz frequency. It is seen that the
easured behavior is well explained by the model down to the point
here the measured response has a sudden change in the derivative.
his behavior could not be replicated by the model presented in this
aper and would require more elaborate modeling.
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Fig. 7. (a) Full set of measured waveforms between 7.96 and 0.1Hz and (b) comparison between the measured curve and the model prediction at 0.1Hz.
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The reasons for the reduced predictability at lower frequencies may
nclude the voltage dependence of the capacitance [30], but also the
nability of the model to simulate actual behavior when the activa-
ion overpotential at an electrode approaches zero. A further issue in
uch a situation may arise from the negative current densities at the
owest point of the waveform, which is filtered by the double-layer
apacitance at higher frequencies but starts to have more significance
t low frequencies. At worst, one of the electrodes could even reverse
n polarity.

To accurately model the voltage response of a cell at lower frequen-
ies, further three electrode measurements would be required to find
ut what happens on the electrodes when the frequency is reduced.
ased on the proof in Sec. S.1. of the supplementary material, the
xchange current density values of the electrodes cannot be fixed with
full cell model when the activation overpotential is high enough

o maintain a high current density at the reaction interface. In a
igh-frequency dynamic setting, the double-layer capacitance smooths
ariations in the activation overpotential, thereby preventing the cur-
ent from dropping too low. In these cases, the exchange current density
ffects the voltage only as an offset. This means that the value of the
xchange current density on one electrode can be varied without af-
ecting the combined voltage response, as long as the exchange current
ensity on the other electrode is varied accordingly and neither of the
lectrodes approaches zero activation overpotential. The last constraint
eans that a full discharge of the double layer should not occur at

ny point of the wave, or the voltage offset behavior will break. When
he frequency is lowered enough while having negative currents, one
f the electrodes eventually approaches full discharge of the double
ayer causing the effect of the exchange current density to diverge
rom the mere voltage offset. This change of behavior could provide
eans for fixing the absolute value of the exchange current density for

hat electrode, fixing it also for the other electrode. Development of a
ethodology to take an advantage of this phenomenon would enable

bsolute parametrization of the model based on full cell measurements
nly.

The second limitation was observed from the simulated GEIS be-
avior in Fig. 6(a), which diverged from the measurements especially
t high frequencies. One reason for this is that the model does not
ontain inductive components, and thus, the full high-frequency be-
avior cannot be taken into account. As the measurements used for
itting the model were performed at low frequencies, it is not possible
o take inductive behavior at high frequencies into consideration. Sep-
rate high-frequency modeling could be performed from, e.g., the EIS
easurement to obtain the necessary parameters. These could be added

s a separate voltage component to the model. The scope of this paper
 h

8 
s, however, in the low-frequency response of the cell. Thus, inclusion
f high-frequency phenomena is not attempted here.

Having only two capacitive components might be an oversimplifi-
ation of the reality, where diffusion might have an additional effect
t low frequencies [17]. Modeling the double layers as pure capacitors
ight also not be accurate enough, but constant phase elements (CPE)

ould be required to fix the small difference observed in the phase
esponses at low frequencies [9]. All these changes would hinder the
olvability of the modeling equations, and therefore, they were not con-
idered in this study. Future research should concentrate on improving
he methodology with more advanced models.

Further limitation of the presented model comes from the assump-
ion of constant capacitance values. Both voltage and current depen-
ency of the capacitances in electrochemical cells have been reported
n literature [11,30,32]. Modeling the capacitance in Eq. (12) as vari-
ble would enable a wider range of applicability for the presented
ynamic model. However, as the theory behind the variable capac-
tance is still undetailed, creating and parametrizing such a model
ould require more experimental research. Furthermore, all cases of
ariable capacitance reported in the literature are obtained from small-
mplitude measurements. This might prevent observing any slowness
n the change of capacitance that could influence the effect for large-
mplitude signals. Because of the uncertainty in the modeling principles
f variable capacitance, only constant capacitance values have been
sed in this paper. Further research should be conducted to consolidate
he theoretical basis of variable capacitance in electrochemical cells
nd to investigate the possible limits on the rate of change of the
apacitance values. The model parametrization principle described in
his paper might prove to be useful in such studies.

One significant detail in the fit parameter values in Table 2 is that
oth the anode and the cathode have seemingly high electron transfer
oefficient (𝛼) values. The value of 𝛼 is commonly limited to between
ero and one, as otherwise the reverse reaction part of the Butler–
olmer equation, Eq. (7), having the term (1 − 𝛼) in its exponent,
ould start to have an increasing effect on the current density with

ncreasing overpotential in the forward direction. This defies reason,
s the reverse reaction should diminish when the forward polarization
ecomes stronger. However, all the measurements performed on the
ell in this study exhibit a behavior that, when modeled with the
utler–Volmer equation, could only be explained with 𝛼 > 1. Similar
umbers have been presented previously in the literature by Immerz
t al. [13]. Further, the combined-electrode electron transfer coefficient
n static polarization curve parameters is 0.7791 according to Table 3.
ased on the proof in S.1. of the supplementary material, a value this
igh can only be explained if one or both of the half-cell electron
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transfer coefficients are greater than one. Having such a value indicates
that the Butler–Volmer equation, albeit well capable of reproducing the
behavior of the cell, is not exactly correct in representing the kinetics
of water electrolysis. According to Noren and Hoffman [27] the Butler–
Volmer equation presented in Eq. (7) is a simplification that applies to
one-step, single-electron transfer processes only, which is not the case
for water electrolysis. For more general modeling of multistep reactions
the exact reaction mechanism and the rate determining step should be
known to modify the electron transfer coefficient accordingly. When
the full reaction mechanism is taken into account, electron transfer
coefficient value can increase above one without causing issues with
the reverse reaction. Another option would be to model the kinetics
with the Tafel equation, Eq. (8), which would remove the issue with
reversible reactions. However, because the large amplitude dynamics
studied here can extend to very low current densities, the limited appli-
cability range of the Tafel equation may restrict its use. Future research
should, therefore, focuse on implementing the more general multistep
reaction kinetics to enable obtaining physically more meaningful re-
sults from the modeling. Interested readers are encouraged to refer to
the article by Noren and Hoffman [27], and Modern Electrochemistry
by Bockris et al. [33] for more information on this topic.

5. Conclusion

A novel method of modeling and parametrizing water electrolyzers
based on low-frequency non-linear voltage response measurements was
introduced in this study. The model was built from a general polariza-
tion curve model, where the activation overpotential was replaced by
a dynamic submodel. The commonly used Randles equivalent circuit
was taken as the basis for the dynamic submodel, but the activation
resistance was replaced by the Butler–Volmer equation, resulting in a
nonlinear, nonhomogeneous differential equation. Both the anode and
cathode of the cell were modeled with the same equation incorporating
their unique parameters. The generated model was parametrized with
a set of large-amplitude, low-frequency sinusoidal waveform measure-
ments of current and voltage in the frequency range where the cell
begins to exhibit nonlinear behavior, which is between 1Hz and 10Hz
for the cell used in testing the model. To maximize the changes in the
nonlinear response, a low DC current density setpoint of 0.2A∕cm2 was
used.

The presented model was capable of providing both parameters for
half-cell Butler–Volmer equations and double-layer capacitances from
measurements performed on the full cell in a small frequency range.
When the half-cell Butler–Volmer equation parameters obtained from
the dynamic model fit were used to calculate theoretical Butler–Volmer
parameters for a static full-cell model, they agreed well with an earlier
static model fit. Fixing the value for the two exchange current densities
was found to be mathematically impossible as both of their influences
on the full-cell voltage response are manifested as a constant voltage
offset. Therefore, their values are variable within a set range without
affecting the full-cell voltage response.

The proposed model was compared against a static polarization
curve and qualitatively against a regular galvanostatic EIS measure-
ment performed on the same cell but at 70 °C instead of the temperature
of 80 °C used for the dynamic model fitting. The comparisons showed
that the model works well for simulating the voltage response in both
static and dynamic circumstances. Knowing that the dynamic response
is linear at higher frequencies, depending only on the impedance [5],
it can be concluded that the model is capable of simulating voltage
response to arbitrary waveforms in both high and low frequency ranges
regardless of the signal amplitude. This flexibility enables the model
to be used for simulating the dynamic response of water electrolyzers
to both varying renewable energy generation and thyristor-rectified
power with ripple alike.

The model presented in this paper combines characteristics of both
the static and dynamic performance of water electrolyzers. It enables
9 
parametrizing half-cell properties using full-cell measurements by tak-
ing advantage of the nonlinear voltage response at low current densi-
ties. This is an improvement to the existing characterization methods,
adding dynamics to the polarization curve and expanding EIS to large
amplitudes. At the same time, low-frequency high-amplitude waveform
measurements performed in this study proved the actual performance
of the cell to be even more complicated at the lowest frequencies, which
could provide means for more thorough characterization of the system.
This paper shows that clearly distinguishable half-cell phenomena can
be identified and parametrized from nonlinear responses of water elec-
trolyzers without a need for reference electrodes. Further research in
this field can provide novel methodology for analyzing and monitoring
the condition of water electrolyzer systems.
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Appendix A. Fit result on each of the waveforms used in the study

See Figs. A.1–A.10.
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Fig. A.1. Comparison of the measured and fit voltage responses at 1Hz.

Fig. A.2. Comparison of the measured and fit voltage responses at 1.26Hz.

Fig. A.3. Comparison of the measured and fit voltage responses at 1.59Hz.
Fig. A.4. Comparison of the measured and fit voltage responses at 2Hz.

Fig. A.5. Comparison of the measured and fit voltage responses at 2.52Hz.

Fig. A.6. Comparison of the measured and fit voltage responses at 3.17Hz.
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Fig. A.7. Comparison of the measured and fit voltage responses at 3.99Hz.

Fig. A.8. Comparison of the measured and fit voltage responses at 5.04Hz.

Fig. A.9. Comparison of the measured and fit voltage responses at 6.33Hz.
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Fig. A.10. Comparison of the measured and fit voltage responses at 7.96Hz.

ppendix B. Supplementary data

Supplementary material related to this article can be found online
t https://doi.org/10.1016/j.electacta.2024.145085.
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