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Ultracold trapped atomic ions excited into highly energetic Rydberg states constitute a promising
platform for scalable quantum information processing. Elementary building blocks for such tasks
are high-fidelity and sufficiently fast entangling two-qubit gates, which can be achieved via strong
dipole-dipole interactions between microwave-dressed Rydberg ions, as recently demonstrated in a
breakthrough experiment [1]. We theoretically investigate the performance of three protocols leading
to controlled-phase gate operations. Starting from a microscopic description of Rydberg ions in a
linear Paul trap, we derive an effective Hamiltonian that faithfully captures the essential dynamics
underlying the gate protocols. We then use an optimization scheme to fine-tune experimentally
controllable parameters like laser detuning and Rabi frequency to yield maximal gate fidelity under
each studied protocol. We show how non-adiabatic transitions resulting from fast laser driving
relative to the characteristic time scales of the system detrimentally affect the fidelity. Despite
this, we demonstrate that in the realistic scenario of Rydberg ions with finite radiative lifetimes,
optimizing the best found gate protocol enables achievement of fidelities as high as 99.25% for a
gate time of 0.2ps. This considerably undercuts entangling gate durations between ground-state
ions, for which gate times are typically limited by the comparably slower time scales of vibrational
modes. Overall, this places trapped Rydberg ions into the regime where fast high-accuracy quantum

computing and eventually quantum error correction become possible.
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I. INTRODUCTION

Trapped ions are among the most promising platforms for quantum technologies, such as quantum computers [2-12],
quantum simulators [13-19], and quantum sensors [20-26]. They have been successfully used to actualize high-fidelity
one- and two-qubit quantum gates [6, 27, 28], even enabling the implementation of fault-tolerant protocols [29-36].
Additionally, gate times on the scale of ~ 1us under specific ion-trajectory modulation [37] and coherence times
of several minutes [38] have been reported in trapped ion architectures. In spite of the significant progress made
over the past few decades, however, engineering scalable and controllable interactions free from the influence of the
trap-induced vibrational modes remains a challenge [7].

In typical trapped ion systems, qubits are encoded within the energetically low-lying electronic states of the in-
dividual atomic ions [2, 7]. The interactions between these states are then mediated by the phonon modes of the
ion crystal via laser coupling of the electronic and vibrational degrees of freedom [39-44]. Established gate protocols
utilizing this so-called “phonon bus” are, however, limited to smaller ion crystals because the vibrational spectrum
becomes increasingly dense and complex as the number of ions increases. Performing low-error gate operations in
larger ion crystals can, therefore, become exceedingly challenging, since most proposed gate protocols require that the
phase space trajectory of all of the vibrational modes closes simultaneously at the end of the laser pulse sequence [37].
As a result, the speed of trapped ion gates is generally limited by the characteristic motional frequencies of the ions
in the trap and the gate speeds further decrease as one increases the number of ions in the system.

Owing to their strong long-range electric dipolar forces, systems of optically trapped neutral Rydberg atoms offer a
propitious alternative platform for quantum technologies [45-48]. The electric dipolar interactions emerge when atoms
are excited to energetically high-lying Rydberg states [49]. Under extreme conditions, these high excitations can result
in the purported “blockade” or “antiblockade” effects, whereby the excitation of further atoms is impeded or facilitated,
respectively [50-55]. These phenomena have now been widely studied and have furthermore been demonstrated to be
crucial for the implementation of scalable and fast quantum computation [56-68].

The fast and strong dipole-induced interactions between Rydberg states, extensively used in neutral atom systems,
can provide also a viable route to fast and high-fidelity gates for trapped ions: Employing ions in highly excited
Rydberg states promotes trapped ions to a new platform in which entangling gates are not naturally limited by the
comparatively slower oscillation time scales of the ionic motion, but rather inherit the advantageous rapid dynamics
of Rydberg interactions [69-72]. By incorporating the precise control of trapped ions with the tunable interactions
of Rydberg atoms, fast and robust quantum gate operations can be realized with strong dipole-dipole interactions
via microwave dressing. This finding [69] led to the breakthrough experimental implementation of a submicrosecond
entangling phase gate on a pair of trapped Rydberg ions [1]. Furthermore, trapped ions excited to Rydberg states
overcome some limitations met by their trapped atom counterparts [73], which require trap switching before Rydberg
excitation, resulting in coupling between electronic and vibrational modes. In contrast, since the Rydberg ions are
confined electromagnetically and interact through electric dipolar forces, the vibrational degrees of freedom can be
used for the quantum simulation of molecular dynamics and the implementation of spin-laser models [74-80].



Following the breakthrough experiment in Ref. [1], we theoretically investigate the interaction mechanism behind the
implementation of an entangling controlled-Z (CZ) gate between two Rydberg ions and introduce a new optimization
routine capable of fine-tuning key interaction parameters to maximize gate fidelities. Our manuscript is structured
as follows. In section II, we outline in detail the derivation of the Hamiltonian describing the dynamics of a chain
of interacting trapped Rydberg ions. We subsequently introduce the electronic states of the ions and the collective
vibrational modes of the Coulomb crystal, restricting ourselves to an energetically well isolated subspace of electronic
states to derive an effective interaction Hamiltonian for the purely electronic dynamics of the ion chain. In section III,
we transfer and generalize approaches for entangling-gate implementation in neutral atoms to the Rydberg-ion context.
We devise an optimization protocol that allows for numerical simulation of three different Rydberg-ion entangling-gate
implementations with laser detuning and Rabi frequency fine-tuned for maximal fidelity. This optimization scheme
is general and not restricted to two-qubit gates. We apply the optimization procedure within two regimes, each
defining the parameters and bounds for the optimization, where in the first regime, we impose conservative parameter
restrictions, while in the second regime, more optimistic bounds are chosen. For the latter we show that fidelities of
> 99 % for a gate time of 0.2 us under consideration of finite radiative Rydberg lifetimes can be achieved. The results
highlight the promising potential of Rydberg ions for fast, high-accuracy quantum information processing.

II. DERIVATION OF THE MODEL HAMILTONIAN

In this section, we derive the Hamiltonian describing a chain of laser-excited singly-charged alkaline-earth Rydberg
ions confined within the electric quadrupole potential of a linear Paul trap [69-71, 74]. To start, we derive the
Hamiltonian for a single Rydberg ion in a linear Paul trap (for experimental details, see Refs. [70, 81-84]). We
subsequently generalize the discussion to a chain of interacting trapped Rydberg ions and introduce the electrostatic
interactions between them. To close, we restrict the remainder of the discussion to an energetically well isolated
subspace of electronic states relevant for the implementation of the desired quantum gate protocols and obtain the
required model Hamiltonian used throughout the following sections.

A. Single laser-excited Rydberg ion in a linear Paul trap

We consider ions with a single valence electron orbiting in the modified Coulomb potential of a nucleus screened by
the remaining core electrons [49, 85, 86]. In order to practically model the dynamics of such a system, it is useful to
employ an approximation which reduces the many-body problem to an effective two-body problem. This is feasible
since the inner core electrons form closed shells around the nucleus that contribute negligibly to the dynamics and
interactions. Hence, the ions can be modeled as consisting of an ionic core (i.e., the nucleus and core electrons) with
charge 2e and mass m. and a valence electron of charge —e and mass m,.. The Hamiltonian describing the effective
dynamics of the ion is then approximated by

H~ P, P
2me  2me

+ V(|re — re)), (1)

where r., p. and re, pe are the positions and momenta of the ionic core and valence electron, respectively. The
effective interaction between these charges is then approximated by a parametric model potential V(|r, — r¢|) that
depends on the relative position r, —r. of the valence electron with respect to the ionic core and on the orbital angular
momentum quantum number [ of the electronic state (see App. A or Ref. [87]). Here, the dependence on the orbital
angular momentum accounts for the quantum defect [49, 85, 86, 88] which quantifies the lowering of the energy of
electronic states with low angular momentum quantum number (i.e., I < 4) due to the probing of the core electrons
in the closed inner shells by the valence electron in the open outer shell. While the parametric model potential is
expected to accurately reproduce the measured energy level spectrum of the ions [89], it is not guaranteed to capture
all relativistic and quantum field theoretic effects (e.g., electron-electron correlations [90]), since it approximates a
many-electron problem as an effective one-electron problem. Therefore, we expect some minor discrepancies between
experimentally measured and theoretically calculated values for the electronic wavefunctions and, thus, the electronic
matrix elements [70, 91].

The ions are confined within a linear Paul trap [92-94]. This provides three-dimensional confinement for charged
particles through a combination of static and oscillating electric-field components [95-98]. These electric-field com-
ponents generate an electric quadrupole potential at the trap center of the form

®(r,t) = acos(vt)[r? — 7‘5] + B[3r% —r?]. (2)



Here, a and 8 are the oscillating and static electric-field gradients, which are determined by the geometry of the
trap electrodes and applied voltages, and v is the (radio) frequency. For typical experimental parameters [71], we
find a ~ 10°Vm=2 and 8 ~ 107" Vm~2, while the associated frequency v ~ 27 x 10 MHz. We note that in more
general Paul traps, a dimensionless parameter can be introduced to break the axial symmetry and lift the degeneracy
of the radial modes [71]. However, for simplicity, we do not account for this breaking of symmetry and lifting of
degeneracy here. To facilitate transitions between the bound electronic states of the trapped ions, we additionally
consider a time-dependent homogeneous laser or microwave electric-field contribution E(t) that we treat within the
dipole approximation [99].

Taking into account the coupling between the charges of the ionic core and valence electron with the electric
potential of the linear Paul trap and excitation field modes E(t), which is taken care of via the minimal coupling
replacement [100], the Hamiltonian of the trapped Rydberg ion is well approximated by
N
2me  2mMe

H ~

+ V(Jre — re|) + 2e®(re, t) — e®(re, t) + 2er. - E(t) — ere - E(t). (3)

ion ion-trap ion-ext. field

It is convenient to treat the system within the center of mass frame. As such, we introduce the center of mass
and relative positions and momenta R, P and r, p, which are defined in terms of the ionic core and valence electron
positions and momenta by

Mcrc + Mele McPe — MePe

RZ‘mC‘i‘me s P:pc+pe7 r=re —I¢, and p= Mo + M . (4)

The associated center of mass and relative masses (i.e., total mass M and reduced mass m) are then

mem
M = me + me and m=—— (5)

Me + Me
Represented in terms of the center of mass and relative coordinates, and exploiting that the mass of the ionic core
is about five orders of magnitude larger than that of the valence electron (i.e., m. > m,), the trapped Rydberg ion

Hamiltonian can be rewritten approximately as [69]
P2 p2
H=~ oYY +e®P(R,t) +eR-E(t) + am +V(|r|) — e®(r,t) —er - E(t) —er - VO(R, t). (6)

ion (i.e., center of mass) electron (i.e., relative) ion-electron

From direct inspection of Eq. (2), it follows that the electric quadrupole potential of the linear Paul trap provides
static confinement along the trap axis (i.e., the z-axis), however, at no instant of time is static confinement present in
the radial plane (i.e., the zy-plane). Instead, the rapidly oscillating direction of the confining force creates a periodically
oscillating potential saddle point located at the trap center [101]. As such, the ions experience an effectively static
ponderomotive harmonic potential that provides radial confinement [102]. To manifest this separation of the static
and oscillating motion, we unitarily transform the system into an oscillating frame at the electric-field frequency v
via the unitary operator

e
U =exp <1hw sin(vt)[R2 — Ri}) (7)
Applying this to the trapped Rydberg ion Hamiltonian, we arrive at (see App. B for details)
Hw— UHU' + ih%m = Hex + Hin + Heo, (8)

where Hey, Hi,, and H., are the Hamiltonians describing the external dynamics of the ion, the internal dynamics
of the electron, and the coupled dynamics between them that arises due to the electric potential of the linear Paul
trap. Note that in the following, we will often refer to the motion of the center of mass and relative coordinates of the
ion as the external or vibrational dynamics and the internal or electronic dynamics, respectively. Their nonseparable
motion is then termed the coupled or vibronic dynamics.
The Hamiltonian governing the external dynamics of the trapped ion can be separated into the aforementioned
static and oscillating terms as
2 22
Hex = QP—M + % ZwiRi - % sin(vt)[Ry Py — RyP,] — % cos(2vt)[R% + Rz2/] +eR-E(t) (9)

u

secular motion micromotion



with u = z,y, z and where we have introduced the frequencies of the effectively static harmonic trap,

2e202  2ef8
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The former time-independent terms of the external Hamiltonian describe the slow secular motion of the trapped ion
and the latter time-dependent terms the fast driven motion, referred to as micromotion, due to the oscillating electric
potential [101]. For the experimental parameter ranges under consideration [71], the fast driven motion occurs on much
shorter timescales than the slow secular motion. Therefore, the micromotion due to the oscillating electric-field mode
of the linear Paul trap has a negligible effect on the motion of the trapped ions [102]. This follows from the fact that
the coefficients of the periodic time-dependent functions vary slowly with time (i.e., with the slow secular motion of
the ion) and as such the associated functions can be well approximated by their time-integrated values over the period
of the secular motion. For both sin(vt) and cos(2vt), these evaluate to zero and can be safely neglected. Further
note that to avoid resonances, which is necessary to ensure stable trapping, the condition Mv? > 2v/2eq, which
implies v > w,, must necessarily be satisfied [102], as it is for the experimental parameters under consideration. The
additional micromotion due to the oscillating external driving-field mode E(¢) can also be omitted since the frequency
of the mode is tuned to the transitions between the electronic states of the ions. These have energy splittings of the
order of GHz to THz, while those of the vibrational motion are of the order of MHz. This yields the approximate
external Hamiltonian

Wy = Wy =

P2 M
Hey ~ — 7§ 2R?. 11
o 5 5 uquu (11)

ion

The internal-dynamics Hamiltonian describing the motion of the valence electron in the parametric model potential
of the screened ionic core together with the electric potential of the linear Paul trap and the external driving-field
mode reads

H;, = % + V(|r]) — eacos(vt)[r2 — 1";‘;] —eB[3r2 —r?]| —er - E(t). (12)

electron electron-trap electron-ext. field

Here, the former terms are the kinetic and potential energy terms of the bound electron in the absence of external
electromagnetic-field contributions which together constitute the field-free electronic Hamiltonian. The latter terms
account for the interaction of the charge of the valence electron with the electric potential of the linear Paul trap as
well as with externally applied driving electric-field modes, such as an excitation laser or microwave. Compared to
the center of mass motion of the trapped ion the relative dynamics of the electron occurs on much shorter timescales.
However, due to the electric potential of the linear Paul trap, the vibrational and electronic degrees of freedom
associated to the center of mass and relative motion are nonseparable. Their coupled motion is accounted for by

H., = —2eacos(vt)[Ryry — Ryry] —2eB[3R,r, — R - r]. (13)

electron-ion

B. Electrostatic interactions between trapped Rydberg ions

We now turn to the discussion of the electromagnetic interactions between the charges of the ions, as depicted in
Fig. 1. Denoting this potential between ions i and j by V;; and that of the Hamiltonian of ion ¢ [cf. Eq. (8)] by H;,
it follows that we can write the Hamiltonian for N interacting trapped Rydberg ions as

N N
1
H= z_; H; + Egzjlvij = Hey + Hin + Heo. (14)
J#i

Similar to Eq. (8), we have introduced the Hamiltonian terms Heox, Hin, and H., describing the external, internal,
and coupled dynamics of the interacting trapped Rydberg ions.

Following Refs. [69, 104], we neglect retardation effects [105], since the average distance between adjacent ions
is significantly smaller than the wavelengths associated to the Rydberg-Rydberg interactions. Indeed, in current
experiments where the harmonic frequencies are typically of the order of 2 x 1 MHz [71], the separation between



Figure 1. Relevant interactions and lengths for a one-dimensional chain of Rydberg ions within the effectively static harmonic
potential of a linear Paul trap. At low temperatures and with tight radial trapping, the Rydberg ions align along the z-axis of
the linear Paul trap to form a one-dimensional Coulomb crystal. The equilibrium positions and, therefore, the average distance
between adjacent ions are determined by the balance between the repulsive Coulomb forces among the ions and attractive
trapping forces confining them [103]. Typically (see main text for details), these are ~ 5pm. The amplitudes of the oscillations
of the ground state ions about their equilibrium positions (i.e., the effective size of the vibrational wavepacket) are determined
by the external trapping frequencies. Usually in experiments, these are of the order of MHz, resulting in oscillation amplitudes
of ~ 10nm. In contrast, the orbital radius of the valence electron, i.e., the effective size of the electronic wavepacket, scales
with the principal quantum number n of the electronic energy eigenstate. For the ground state, this is significantly smaller
than the expected oscillations. However, for Rydberg states this can change drastically and assume values up to ~ 100 nm.
Shown on the left are the interactions (purple lines) between the charges of the ionic cores (red balls) and valence electrons
(blue balls) of a pair of adjacent ions due to the Coulomb potential.

the ions is approximately 5pm. In contrast, the characteristic wavelengths corresponding to the energy scale of
the electric dipole-dipole interaction between Rydberg states are at least of the order of 1m. Moreover, for the
experimental parameter regimes under consideration, the distances between adjacent ions are sufficiently larger than
the spatial extent of the electronic wavefunctions. For example, for bound electronic states of a strontium %8Sr™ ion
with principal quantum number n ~ 50, the LeRoy radius (which approximately defines the distance at which the
electrostatic interactions between the ions can be treated classically) is about 400 nm [106]. Hence, we can ignore
the exchange and charge overlap interactions [104]. These assumptions drastically simplify the calculations of the
interactions between the ions as they facilitate the treatment of the valence electrons and ionic cores as distinguishable
particles. This allows us to employ a multipole expansion to describe the interactions between the charges of the
ions [107].

The potential describing the electrostatic interactions between the charges of the ionic cores and the valence electrons
of ions ¢ and j can be written as (see Fig. 1)

Vii _ 4 B 2 B 2 " 1 (15)
Ce2 |R7,—R]| |R¢—Rj—|—1'i| |R7;—Rj—1‘j| |RZ‘—RJ‘+I',L'—I‘]“7

where R, r; and R, r; are the center of mass and relative positions of the ions ¢ and j and C' = 1/4me is the Coulomb
constant with €y the vacuum permittivity. For the parameter regimes typically considered in current trapped Rydberg
ion experiments, the center of mass distances between the ions are much greater than the relative distances between
the ionic cores and their valence electrons [70, 71], that is, |R; — R;| > |r;|. This is well fulfilled, since—as discussed
prior—we are interested in the parameter regime wherein the distances between adjacent trapped ions of ~ 5 um, are
much greater than the spatial extension of their electronic wavefunctions (i.e., the orbital size of the Rydberg ion,
which due to the scaling with the principal quantum number n can assume values up to ~ 100 nm [108]). Therefore,
we can sufficiently well approximate the potential between the ions by neglecting the higher order corrections of the
multipole expansion. For simplicity, we only consider terms up to second order. Accordingly, the interaction potential
can be approximated by (see App. C for a derivation)

‘/i' _ 1 n n;;-r; n;;-r; 3[nij . I'i]2 — I‘Z2 S[Hij . I'j]2 — I'? 3[1’11']‘ . I‘i] [Ilij . I‘j] —Ir;-r; (16)
Ce? Ryl [Ry[2 Ryl 2[Ry 2|R;;? R [? 7

where we have introduced the following shorthand notations for the center of mass positions,
IR

n;; and Rij = Rz - Rj. (17)
The first term describes the Coulomb repulsion between two charges, i.e., the interaction between the electric charge
of ion 4 with that of ion j. The second and third terms are the dipole-charge and charge-dipole interactions, namely,
the interactions between the electric dipole moment of ion ¢ with the charge of ion j and vice versa. These arise due



to the displacement of the orbiting valence electron from its ionic core which leads to the induction of an electric
dipole moment that interacts with the charge of the other ion. Similarly, the fourth and fifth terms, which are
the quadrupole-charge and charge-quadrupole interactions, respectively, emerge from the induced electric quadrupole
moment of each ion interacting with the charge of the other ion, with the former arising analogously to the electric
dipole moment. It can be shown (e.g., by retaining the effective charge number of the ionic core, see App. C) that each
of these terms is absent for the case of interacting neutral Rydberg atoms. The sixth and final term is the well-known
dipole-dipole interaction.

At sufficiently low temperatures kg7 < Fw, and under tight radial trapping o > 8 (i.e., wy,wy > w;), the ions
align along the trap axis (i.e., z-axis) to form a one-dimensional Coulomb crystal [109]. In such structures, the ions
vibrate about their equilibrium positions, which are determined by the balance of the repulsive electrostatic forces
between the ions and the attractive trapping forces confining the ions [103]. Under typical trapping conditions, the
amplitudes of the oscillations of the ions about their equilibrium positions, usually ~ 10 nm, are significantly smaller
than the distances between the ions, yet much larger than the orbital radii of the ground state ions [71]. However,
when excited to Rydberg states, the orbital radius dramatically increases, which necessitates that the ions be modeled
as composite objects [69].

The equilibrium positions follow from the stationary point of the potential of the external dynamics, which governs
the center of mass motion of the ions, and are calculated by solving the coupled equations

ViVex|r,=r, = 0, (18)

where R, is the equilibrium position of ion i and the external potential V. is given by

2 p2 2 > 1
fZZ S Y (19)

i,j=1
J#i

In what follows, it will prove convenient to express the trap frequencies as w, = yyw with v, = v, =y and v, =1,
where we have introduced the characteristic frequency of the trap w and associated anisotropy -y characterizing the
relative strength of the radial to axial trapping defined by

4e 2e202 1
w= ﬁﬁ and Y=\ onE 3 (20)
For ~ < ~,, where -, is the critical anisotropy of the trap, which scales with the number of trapped ions N as
Ve ~ 0.583N%9 [110], the trapped ions undergo a structural phase transition from a one- to two-dimensional Coulomb
crystal [111]. Here, however, we only consider the regime where v > 7, within which the ions align along the trap
axis with equilibrium positions R; = (0, 0, Ri;z). Introducing the characteristic length L associated to the equilibrium
distance between the ions [103],

Ce2
Mw?’

L=y (21)

and the corresponding dimensionless equilibrium positions Z;, defined by Ri;z = LZ;, the coupled system of equations
in Eq. (18) can be succinctly recast as (see App. D)

N
Z |Zm|3’ (22)

J#l

where Z;; = Z; — Z; with the implicit assumption that Z; < Zy < --- < Zn.

Following Ref. [103], we now perform a harmonic expansion of the center of mass positions about their equilibrium
positions. This will ultimately allow us to express the external vibrational dynamics in terms of normal phonon
modes. The Hamiltonian governing said center of mass motion is given by

1 N
Hex:mzzzlpf ZZ 2Rzu+7z

i=1 wu 1,7=1
J#i

ot (23)



Neglecting terms higher than second order, which is well justified by the typical lengths of the equilibrium distance
between adjacent ions ~ 5 pm compared to their oscillation amplitudes ~ 10nm [69], the Hamiltonian of the external
vibrational dynamics reads (see App. E for details)

1 5  Muw? al
x = 507 ;Pi + nglgu: KijuQiuQjiu- (24)
ion

Here, Q; = R; — R, is the displacement of the center of mass position R; of ion ¢ from its equilibrium position R,.
The coefficients K., are components of the Hessian matrix, defined by

Kijiw = Kijuy = 057" — Kij  and  Kij. = 2Ky + by, (25)

where we have introduced the generalized Hessian matrix components K;; which are in turn defined by

— 2
- Z Tl 26)

Let us now consider the Hamiltonian of the internal electronic dynamics, which describes the relative motion of
the valence electrons in the modified Coulomb potential of the screened nuclei superposed by the electric potentials
of the linear Paul trap, external driving electric-field modes, and other valence electrons. It reads

N

N N N
Hi, = Z [;i (|rl|)] — ea cos(vt) Z[r% — riy] —ef3 ;[37“32, — rf] —e l:zl r; - E(t)

i=1 i=1

_ce i [3[%‘ n’ - 3[ny; - xj)* —r} o 3lmij - ri[ng ry) — e I‘J}
2 5 2|R;[° 2[Ry, IRi;[3

i
After similarly performing the harmonic expansion about the equilibrium positions of the ions, we find that the
Hamiltonian of the internal electronic dynamics can be written as (see App. E)

N N N
Z [ )} —eacos(vt) Z[rfw - rlzy] —ef Z Kii;z[?)riz —r—e Z r; - E(t)
i=1 i=1 i=1 i=1
electron electron-trap electron-ext. field
y (25)
(U
ZKUZ?WMTJZ— -]
4,J=1
J#i

electron-electron

Here, we can identify the first term as the field-free electronic Hamiltonian and the last term as the electric dipole-
dipole interaction [69]. Note that apart from the introduction of the electric dipole-dipole interaction, the second
order terms from the multipole expansion of the interaction potential only result in a position-dependent modification
to the static electric field gradient of the linear Paul trap.

Finally, we turn to the coupling between the external vibrational motion and internal electronic states. This term
constitutes the coupled dynamics of the single trapped ions, which arises due to the coupling of the motion of the
charges of the ions with the electric quadrupole potential of the linear Paul trap, and the dipolar terms of the multipole
expansion of the interaction potential. It follows as

N N N
Ce? ij " Ti ij " Tj
He, = —2ea cos(vt) Z[Ri;rri;m — Riyyriy| — 23 Z[3Rz‘;zﬁ;z —R; 1]+ Le Z [n j 2 Ny 1'21 _ (20)
J#i
Similarly performing the harmonic expansion, we obtain (see App. E)
N N
Heo = —2ea COS(Vt) Z[Qi;wri;z - Qi;yri;y} - 265 Z Kij;z[gQi;sz;z — Ql . I‘j]. (30)
i=1 i.j=1

electron-ion



From here, we transform the Hamiltonian describing the external vibrational dynamics into a diagonal form by
introducing the phonon modes via the ladder operator method. To do so, we express the canonical coordinates,
that is, the center of mass displacement and momentum @;;,, and P, in terms of bosonic creation and annihilation
operators a;u and ap.y,

N N
1 .
Qi =1 Z Fip;u[a;ry;u + apiul, Py =ilMw Z VvV Vpsu Fz’p;u[a;r;;u = apul, (31)
p=1V P

p=1

where we have introduced the characteristic length [ associated to the equilibrium oscillations of the ions given by

=4/ ——. (32)

The dimensionless phonon mode frequencies +,,, are computed by numerically diagonalizing the generalized Hessian
matrix, the eigenequation of which can be written in component form as (see App. F)

N

j=1

Similar to the Hessian matrix components Kjj,,,, the generalized dimensionless phonon mode frequencies v, are defined
via the relations

Yow = Yo =7 =y e = 205+ 1 (34)

with the generalized orthogonal matrix components I';, similarly related to the orthogonal matrix components I';.,,
by Lip.e = Lipsy = L'ip;z = I'yp. In diagonal form, the Hamiltonian governing the external vibrational dynamics is then
given by (see App. F)

N
Hex = hw Y ) Yputth G (35)

p=1 u

In the absence of the electric potential of the trap, the external driving-field mode, and other ions, the electronic
quantum state of each Rydberg ion can be characterized by the principal n, orbital angular momentum [, spin angular
momentum s, total angular momentum j, and total magnetic m; quantum numbers. This formally defines a basis
within which we can represent the electronic degrees of freedom, namely, the fine structure basis (i.e., the eigenbasis
of the field-free electronic Hamiltonian, see App. A),

2
P; . .
|:2m +V(rl):| |n517]7mj>i = nlj|n7l,],mj>i, (36)

with E,,;; the energy associated to the state |n,, j,m;). Here, for simplicity we have omitted the spin quantum number
s =1/2. In order to express the internal relative coordinates in terms of the fine structure basis, it proves convenient
to transform the relative position operators from Cartesian to spherical polar coordinates, r; = (n;m,ri;y,ri;z) —
(r4,0;, ;). Explicitly expanding the relative coordinates in the fine structure basis, we can write

riw = Y0 [riu|n) 0’ Ynl,, (37)

where we have introduced the “super” quantum number n = (n,l, j,m;). It follows that in spherical polar coordinates
the dipolar terms are given by

(0'|riz[n) = \/?Oﬂ’lrn) [(0'[Yy™ [n) — (0'[Y{! [m)],

(n'|riym) = i\/?(ﬂ’l?“lﬂ) [(0'[Yy™ ) + (0]Y}' m)] (38)

47

(0'[rizz[m) = 4/ == (0 [rfn) (0'[YY ),



while the relevant quadrupolar terms are
1.2 2 _ 8T, "y —2 12
(|[rfe = riyln) = (/35 @'r% ) [{0 V5% [0) + (0']¥5 |m) ],
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(0'[[3r, —xf]n) =/ T(H'Ir2ln><n'|Y20|n>~

Note that to obtain these expressions, we have employed the separation of variables, which permits the factorization
of the states into a radial and angular part (i.e., |n,{, j,m;), = |n,l, )|, 4, m;),) with

% %

(39)

('|rn) = (01 ' |riln, 1, 5)  and  ('[Y" ) = (15, my V(65 00)1 5 my)- (40)

We have also made use of the notation for the spherical harmonic operators ¥, = Y, (6;, ¢;) with 6; and ¢; the
polar and azimuthal angle operators of ion ¢ and r; the associated radial position operator. Further notice that within
matrix elements we have dropped the ion index ¢ since the eigenvalues and eigenstates of the field-free electronic
Hamiltonian are independent of the ion. However, to avoid ambiguity we retain the index on the associated operators
(ie., In")n|, = [0 I’ j, mj )n,1, j, m;]|,) to distinguish which Hilbert space they act upon. The angular matrix elements
are calculated analytically using standard angular momentum algebra, as detailed in App. G (see also Ref. [112]). In
contrast, the radial matrix elements are computed numerically using the radial wavefunctions obtained by solving the
radial Schrédinger equation for the field-free electronic Hamiltonian with the parametric model potential V'(r;) used
in Ref. [70] (see App. G and the detailed discussion in Ref. [87]).

In order to calculate the effects of the interactions of the electrons with the electric potential due to the linear Paul
trap, external driving-field mode, and other electrons, one must, in principle, express the full system Hamiltonian
in Eq. (14) in the fine structure basis and subsequently diagonalize it [70]. This poses an analytically intractable
problem, particularly when treating highly excited Rydberg states due to the high density of states. To overcome
this challenge, we exploit the fact that the states relevant for the implementation of the envisioned quantum gates
are energetically well isolated from the remaining states. We therefore neglect these couplings since they contribute
negligibly to the dynamics of the energetically well isolated subspace of states [70].

C. Energetically isolated electronic state subspace

Following Refs. [1, 113, 114] and taking into account the above considerations, we restrict ourselves to a subspace
of five electronic states that represent energy levels of a strontium 3¥Sr™ ion, as illustrated in Fig. 2. Note that this
choice is made for the sake of concreteness, but our analysis is not generally limited to strontium ions. For simplicity,
we represent these states using the following notation,

0) =15,0,1/2, -1/2) = [551/2(—1/2)),
1) =14,2,5/2,-5/2) = [4D5/5(—5/2)),
12) =16,1,3/2,-3/2) = |6P5/2(—3/2)), (41)
3) = In,0,1/2,-1/2) = [nS1/2(=1/2)),
[4) = |n,1,1/2,41/2) = [nPy /5(+1/2)),

where we set the Rydberg state principal quantum number n > 1. The computational subspace of the qubits we
implement the quantum gates on is encoded in the ground state |0) and a long-lived metastable state |1) of the ion [1].
The state |1) is coupled to the Rydberg state |3) by a two-photon excitation scheme via a lossy intermediate state
|2). A microwave (MW) field couples the state |3) to another Rydberg state |4). Further details on the experimental
setup can be found in the review in Ref. [71].

Decomposing the Hamiltonian of the internal electronic dynamics in Eq. (28) into its respective terms yields

Hin = Hij + Hy™™ + Hiy '+ Hie (42)

where H®' contains the field-free electronic Hamiltonians of the valence electrons, which written in terms of the fine

mn

structure basis in the isolated subspace (i.e., n =0, 1,2,3,4) reads

N
Hfy = > Enln)nl;. (43)

=1 n
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Figure 2. Energy level diagrams of the relevant electronic subspaces before (left) and after (middle) adiabatically eliminating
the excited state |2), and neglecting the (decoupled) ground state |0),. The metastable state |1), is coupled to a Rydberg
state |3), by a two-photon excitation scheme via the excited state |2), (see main text for details). The states |1), and |3), are
resonantly coupled while the state |2), is far detuned and, hence, can be adiabatically eliminated [1]. The coupling strength is
then given by the effective Rabi frequency Qr, = Q302/2A,. To induce stronger interactions between the trapped ions, we couple
the Rydberg states [3), and |4), using a microwave mode of Rabi frequency Qnw = €4 (see main text for the detunings A, and
Anmw). When excited to the microwave-dressed Rydberg states, the ions interact through electric dipole-dipole interactions

with strength V;;.

The remaining terms HEM HeMd and HEle! then detail the interactions of the valence electrons with the electric
potential of the linear Paul trap, external driving-field mode, and other valence electrons, respectively.
Considering first the electric quadrupolar coupling terms describing the electron-trap interactions,

N
Hy™ = —\/iea cos(vt) D D (0'[r? ) [{n'|Yy?[n) + (0'|Y5 |n)] n'}nl,

i=1n,n’

[Tor
- Teﬂ Z[QKM +1] Z(n’|r2|n><n'|Y20|n)|n/><n\i,

!
n,n

it follows from selection rules that the angular matrix elements are only nonzero when the total angular momentum
quantum number of either the initial or final state j > 1/2 [82]. Accordingly, only the states |1) and |2) couple to
other states via electric quadrupolar transitions. However, as shown in App. H, this coupling is sufficiently small in
comparison to the energy splittings between states and, therefore, can henceforth be neglected [70].

D. Microwave dressed Rydberg states

In addition to the quadrupolar couplings, the states are coupled via electric dipole transitions by the time-dependent
external driving-field mode and the electric dipole-dipole interactions between the ions. For typical trap parameters
currently considered in experiments and throughout this work [71], the interactions between the Rydberg ions are
relatively weak compared to the vibrational energy of the external center of mass motion of the ions [115]. To
circumvent this, we implement the method of Rydberg state dressing used in Ref. [69], whereby a microwave frequency
electric-field mode couples the Rydberg states. This induces oscillating dipole moments in the dressed Rydberg states
that result in strong and controllable long-range interactions between the ions. Furthermore, for sufficiently strong
electric dipolar interactions, it can be shown that the external vibrational motion of the ionic core and the internal
electronic dynamics of the valence electron approximately decouple [69, 74].
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The electric field representing the microwave and laser is of the form

E(t) = Z Ej €., cos(v;t), (45)

=2

where Ej., and €;,, are respectively the amplitudes and polarization vectors of the electric field driving transitions
between states |j — 1) and |j) along the u-axis, with v; the associated frequency. In particular, the laser modes with
frequencies v5 and v3 enact the Rydberg excitation via the intermediate state |2) [1], while the microwave mode with
frequency v4 dresses the Rydberg states. To couple the states, we choose the polarization to be along the z-axis (i.e.,
€.y = €., = 0) for all of the modes of the electric field, such that

N 4
Hiy = —\/?e DD Biweos(yit) Y (u'|rn) [(n'[Yy ! n) — (0'|Y{' )] In'}nl,. (46)

i=1 j=2 n,n’

In order to bring this expression into a form appropriate for the implementation of a quantum gate, we move into the
rotating frame of the electric field E(t), which makes manifest the desired coupling between states. However, before
proceeding with this, let us consider the electron-electron interactions due to the electric dipole-dipole potential which
reads

N
2
Bt = 200 3 Koy o) o' o) 200 ) o' o)
7,7=1 n,nfm,m' (47)
J#i
+ ('Y ) (m'[Y7 m) + (0'[Y)! n) (m'| Y m) | [n')n|;[m")m] ;.
From direct inspection of the radial matrix elements (see App. H), it is evident that the electron-electron interaction
is dominated by the Rydberg states (i.e., the interaction between the states |3) and [4)). Therefore, it can be well
approximated solely by this contribution such that [74]

N
HE! s = MR (A3 Y Ko [403L 1341, + 3K, 431 (48)
z,j];z_l

Let us now employ the aforementioned transformation into the rotating frame via the unitary

N
U = el Prt/n N ellvatvatualtqyy), 4 elatvalt|3y3) 1 eivat[2y2], 4 1)1, + 0)0],], (49)

=1

where the global phase Fit/h simply shifts the zero-point energy such that Fy — Ej — E;. Notice that Eq. (48) is
invariant under the unitary transformationin Eq. (49). Therefore, within the rotating frame and upon applying the
rotating wave approximation to eliminate the rapidly oscillating time-dependent terms, the Hamiltonian governing
the internal electronic dynamics in the isolated subspace reads

N
Q
Hin=hY) [[A4 + Asg + Ao][4X4]; + [As + Ag][3)(3; + A22)2[; — 74[|4><3|¢ + 13)(4];]
i=1
0 Q | N (50)
3 2
=~ [13X21; + 2)81,] + S [12X1]; + |1><2¢]} +3 D Vis[l4X31,13)4l; + 13)(41;14X3],]
i,j=1
jJ#l’
where for simplicity we neglect the decoupled qubit states |0),. Here, we have introduced the detunings Ay, Rabi
frequencies {2, which are chosen to be strictly positive real, and electric dipole-dipole interaction strengths V;;, which
are given by

E,—F FEs—F Ey, — F
A4=74h 2 — A3=73h 2 — s, A2=72h L — by,
B0 [(4]r[3)] B0 |(3[7[2)] B0 |(2[r[1)]
= &k 0, = 0, = 2 51
4 7 3 3 Y 2 Fvs (51)

2
Vij = —§Mw2|<4|7“|3>|2Kij~
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Note that the interaction strengths V;; are strictly positive, since the K;; are strictly negative for i # j [cf. Eq. (26)].
We remark that the rotating wave approximations hold since all frequencies are of the order of GHz to THz so that for
typical experimental timescales (of the order of ps) the time-dependent phases rapidly average to zero. As mentioned,
upon moving into the rotating frame and applying the rotating wave approximation, we realize that to zeroth order
the vibrational and electronic degrees of freedom decouple (i.e., the time-integrated contributions from the coupling
term are negligible; see Ref. [74]). Given that we are only interested in the electronic degrees of freedom for the
envisioned quantum gates, we henceforth neglect the decoupled vibrational degrees of freedom, such that within the
rotating frame the full Hamiltonian can be approximated solely by the internal Hamiltonian.

The energetically low-lying qubit state |1) is coupled to the high-lying Rydberg state |3) through the metastable
excited state |2), as shown in Fig. 2, via a near-resonant two-photon process. Coherent population transfer between
the states |1) and |3) can be achieved if the intermediate coupling to the state |2) remains negligible [71, 108, 114].
Within this regime, the state |2) can be adiabatically eliminated, such that under the adiabatic approximation, the
Hamiltonian can then be rewritten as

N
H =Y (B + AclbKal + Acl33], - 2R3, + L]+ I, + 10661
z:11 . (52)
+5 D Vil14X31,13)4]; + 13)4l,14%3] 1,
ij=1
j#i
where we have introduced the effective detunings Ayw, Ap and Rabi frequencies Qyw, 21, defined by
AMW Ay + 4QA2 s Ar, = Ay + Ag — 9%1;2937 QMW = 94, and QL = S;:SAQ;, (53)

with the labels MW and L indicating that the detuning and Rabi frequency are associated to microwave and laser
modes, respectively.
To make manifest the microwave dressing, we diagonalize the manifold of Rydberg states,

Hgy = h|[Amw + AL][4)(4]; + AL[3)3]; — QM7W[|4><3| + BYAL]| = AL+ + A=), (54)

where the microwave dressed frequencies (i.e., eigenvalues) and normalized eigenstates are

Avw £ VAfw + Rrw Nx[3); F Ni|4),

Aq = A, + and |+), = 7 (55)
with the normalization constants Ny given by
A
Anuw + Quw
Inverting the transformation between the undressed and dressed states yields
N_|-), — N. , Ni|=), + N_|+).
). = |—); |4+, and 13), = +|=) + [+ (57)

4 \@ 4 \@ ?

such that in the microwave dressed frame, the full Hamiltonian reads

H = DY I8 + AN+ SETIL + 16 + S0l + 11

i=1

i1 Z | [, = 12+ G K-+ -] (58)

x {[I+><+Ij |=X= IHéﬂ[HX—I =X = IX=T = =X = =X
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where we have introduced the microwave dressed Rabi frequencies,
N-Qy,
V2

Owing to their large electric polarizabilities, which are made manifest by treating the coupling between the electronic
and vibrational degrees of freedom perturbatively [69, 70], trapped ions excited to Rydberg states experience state-
dependent mechanical forces that modify the trap frequencies w,, [74]. It was theoretically proposed in Ref. [115] and
later experimentally demonstrated in Ref. [83] that these unwanted effects could be overcome by coupling Rydberg
states with a microwave mode. For a particular choice of the microwave detuning Apw and associated Rabi frequency
Qmw, the normalization constants Ny can be set such that the microwave dressed states |+) exhibit vanishing
polarizabilities. In practice, this would fix the ratio of the microwave detuning and Rabi frequency. However, since
we have eliminated the coupling that induces these effects by transforming into the oscillating frame and applying the
rotating wave approximation, we relax this restriction and instead choose a microwave detuning that maximizes the
interaction strength [1], specifically, Aprw = 0. In this limit, the Hamiltonian reads

Q= (59)

H = 1Y [, Acl=Xe, o4 G+ 10+ T 1+ -1

i=1
1 LV, (60)
t3 % |:[|+><+|i = |=X=L X = =X = T =L = =X — |—><+|j]],
Q=1
j]sﬁi
where now the microwave dressed detunings Ay, Rabi frequencies 21, and states |+) are
. 4).
Apmagehw g g, = B E (61)

2’ V2 2
Hamiltonian (60) is the main result of this section and in the following it will be employed to implement the envisioned
quantum gate protocols.

III. IMPLEMENTATION OF FAST ENTANGLING PHASE GATE PROTOCOLS

With the derivation of the model Hamiltonian complete, we now address the implementation of the trapped Rydberg
ion quantum gate protocols. We first discuss the constraints which need to be fulfilled in order to implement a CZ
gate and analyse three different gate protocols with regard to their capability of realizing fast entangling gates
according to these constraints. Then, we show that in a particular regime the dimension of the Hamiltonian can be
reduced significantly via adiabatic elimination, facilitating the comprehension of the phenomenology underlying the
gate implementation. Lastly, we discuss the impact of imperfections, e.g., the finite lifetime of the Rydberg states, on
the gate fidelity and potential improvements to enable better performance.

In the following, we demonstrate how a CZ gate can be implemented by employing the strong electric dipole-dipole
interaction between the microwave-dressed trapped Rydberg ions. For this purpose, we particularize the Hamiltonian
in Eq. (60) to a system with IV = 2 ions such that it can be written as

H= Z“AL+]+><+I +[ L_QM7W:||_><_‘ +

i=1

f“+><1| + [0+ 1=+ =1 ]]

+ 5 |, = Xy = 1=K] = [y = 1=K = )]

(62)

with the interaction strength V' = V5 = V5; and where we have set & = 1. For the gate implementation, we assume
the Rabi frequency and detuning of the excitation laser to be given by time-dependent functions,

A, = Ar(Ag, 1), O, = O,(Ro, 1), (63)

each of which depends on a set of parameters, Ay and g, respectively. For any initial state |¥(¢t = 0)), after a
pulse-driven interaction of duration ¢ = 7, the final state can always be written as

) = cap(r)e 7 ab) (64)
a,b
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with a,b € {0,1, —, +}, cap(t) € [0,1], and pap(t) € [0,27). Here, pay(t) = |cap(t)|* and @ap(t) are the time-dependent
populations and accumulated phases, respectively. To find an optimized parameter set Qgpt and Agpt, it is useful to
assume the initial state |U(¢t = 0)) = [|00) + |01) + |10) + |11)]/2 and, irrespective of the specific pulse shapes chosen,
maximize the fidelity [116]

F = [(Ws]¥(n), (65)

where |¥Ug) = [|00) 4 |01) 4 |10) — |11)]/2 is the target state associated to the CZ gate. Note that |¥p) is equivalent
to a Bell state up to a single-qubit rotation, which is why we call Fg Bell state fidelity. Accordingly, this imposes the
following constraints on the desired probability amplitudes and accumulated phases,

DN =

C()o(T) = 001(T> = 010(7') = 011(7') = s (66)

wo0(T) = @o1(T) = p10(T) = 11(T) — 7™ = 0.

Due to the invariance of the system Hamiltonian (62) under the exchange of the two ions, the states |10) and |01)
undergo the same evolution meaning that ¢10(t) = co1(t) and ¢19(t) = @o1(¢) hold for ¢ € [0,7]. This reduces the
number of constraints we must fulfill in order to realize a CZ gate from eight to six. Note that we later will also
consider one pulse scheme requiring single-ion addressing, where these assumption generally do not apply. Further
noting that the ground state |00) is completely decoupled from the rest of the considered Hilbert space, we also have
that coo(7) = coo(0) and poo(T) = o0(0), reducing the total number of constraints to four. Due to experimental
limitations, particularly concerning the achievability of large laser Rabi frequencies [1], it is more feasible to construct
a CZ gate up to trivial single-qubit rotations. Consequently, the resulting entangling phase needs to fulfill p,.(7) =
[©11(7) — 2¢10(7)] mod 27 = m, thus reducing the total number of constraints to three. In this case, we generalize the
Bell state fidelity in Eq. (65) to

Fi = [(¥B|Ra(po1) Ri(010) ¥ (7)) % (67)

where we have introduced an additional single-qubit phase shift on each qubit generated by the operator Ri(p) =
e '?|1X1]|, + |0)X0]|,. To specify sources of infidelity more precisely, we define the population error p, and entangling
phase error @, as

1 2 1 )
ﬁ*il*Z[anb(’r)} S :171—6|37e1“"*(7)}2. (68)
a,b

Note that the problem is simplified significantly if we assume that the pulses excite the electronic states of the ions
adiabatically [57]. In this regime, the pulse length is effectively infinitely long compared to the internal time scale of
the system, causing the occupation of the instantaneous eigenstates to remain constant throughout the pulse-driven
interaction, which guarantees that the populations always return to their initial states. Nevertheless, for finite-time
processes, the population of the instantaneous eigenstates may vary during the pulse-driven evolution, meaning that
the exact eigenstates of the system deviate from the instantaneous eigenstates. It has been shown, however, that in
near-adiabatic processes, i.e., for sufficiently long smooth pulses, the populations will approximately completely return
to their initial configurations even though the exact eigenstates deviate from the instantaneous eigenstates during the
process [117]. Hence, the population constraints are approximately fulfilled as long as the duration of the external
laser pulse is long compared to the system’s internal time scale.

In order to find an optimized parameter set Qgpt and Agpt realizing a CZ gate for a given time-dependent pulse
shape (63), we maximize the fidelity Fp definied in Eq. (67). For optimization we use the differential_evolution
method from the scipy.optimize library [118]: a stochastic, population-based optimization algorithm which searches
for the global maximum within a given parameter range [119].

A. Analysis of two-qubit quantum gate schemes

Many entangling gate protocols already exist in trapped ion systems which make use of the all-to-all connectivity
provided by the phonon modes of the Coulomb crystal [2, 6, 8, 28, 120]. While certain fast gate protocols have been
demonstrated, they face challenges such as the requirement for the phase-space trajectory of all vibrational modes
to close simultaneously at the end of the gate, which limits their scalability with the number of ions [37]. On the
other hand, the gate speed in more commonly used protocols is fundamentally limited by the frequency of the phonon
modes [28, 120], what prevents reaching fast entangling-gate times when compared to, e.g., optically trapped neutral
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Figure 3. Pulse schemes for the Rabi frequency € (¢) and detuning Arp(¢) of the excitation laser for the proposed gate
protocols. The Rabi frequency and detuning are normalized with respect to their maxima and the time scale is normalized
by the pulse duration 7. The simplest pulse scheme is Protocol A, given by Eq. (69), which only requires modulation of the
laser Rabi frequency, while the detuning is kept constant (upper plot). Protocol B, defined in Eq. (70), is an extension of this
through an additional modulation of the laser detuning (center plot). Protocol C represents the w-27-m gate protocol, given in
Eq. (71), where the ions are addressed individually by three laser pulses of the same type as in Protocol A (lower plot).

atom systems. For the latter, highly excited Rydberg atoms interact strongly via dipole-dipole interactions, allowing
the implementation of entangling gates on nanosecond timescales [56, 62, 65, 121]. In the following, we demonstrate
how the speed limitation in trapped ion systems can be overcome by utilizing the strong dipole-dipole interaction
between microwave-dressed ions excited to Rydberg states. We consider three experimentally realizable pulse schemes,
which are depicted in Fig. 3, and investigate which of them is most suitable for realizing a CZ gate with trapped
Rydberg ions. To this end, we optimize the free pulse parameters within two regimes, one with conservative and one
with rather optimistic parameter bounds, and compare the fidelities reached with the different pulse schemes. All
parameters defining the conservative and optimistic regimes, where the former can be understood as experimental
parameter ranges readily achievable in current experiments [71] and the latter represents more ambitious, yet still
technically feasible ranges, can be found in Tab. I.

Protocol A

The first protocol, depicted in the upper plot in Fig. 3, utilizes a simple sinusoidal pulse which only requires
modulation of the Rabi frequency €y, (¢). Specifically, we choose

QL (t) = QO Sin2 (7Tt/7'), AL(t) = (S(), (69)

where, as before, 7 is the gate duration and €y and §y are constants constituting the parameter set to be optimized.
In Fig. 4, we plot the populations pa(t) of the computational-basis states, accumulated phases ¢q5(t), and entangling
phase @, (t) for the optimal parameters found within the conservative and optimistic regime. The population error
D«, entangling phase error @, and Bell state fidelity Fg resulting from the gate protocol, along with the optimal
parameters Q0P and §yP', are presented in Tab. I.
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| Conservative Optimistic
Fixed %4 10 25
parameters Quw 100 250
r 1 0.3
Bounds Qo [0,10] [0, 100]
5o [0,100] [0, 250]
Ao [~100, 100] [—250, 250]
Protocol A B C A B C
Gate Qo 7.78 9.80 5.66 92.04 84.37 18.86
parameters J5>" 47.61 37.44 50 114.07 39.94 125
AGP* - —-12.10 - - 197.13 -
Performance p. 3.2x1072 2.2x107% 1.4x1073(2.1x1072 2.3x107°% 2.1x107?2
Be [|5.7x1070 5.1x1078 1.6x107|1.8x 1072 8.4x1071% 2.4x107*
Fs 96.81% 99.98% 84.36% | 97.72% > 99.99% 74.95%

Table 1. Parameter choices and best optimization outcomes for the conservative and optimistic regimes in protocols A, B and
C. In both regimes, the microwave Rabi frequency Qumw, interaction strength V', and gate duration 7 are fixed to a constant
value for all three protocols. Protocol A and B, see Egs. (69) and (70), contain free gate parameters which are optimized
according to the bounds in the corresponding regime. For Protocol C, see Eq. (71), the gate parameters are not optimized, but
are chosen following the 7-27-7 gate protocol specifications, therefore leading to substantially lower fidelity values (cf. main
text). The fidelities are calculated according to Eq. (67) and the relative population and phase errors are defined by Egs. (68).
Note that we did not consider any kind of incoherent error sources here and, thus, the given fidelities should be interpreted as a
benchmark for performance of the different protocols, but not as realistic fidelities reachable in experiments. The gate duration
T is given in pus while all other parameters, with the exception of performance outcomes, are given in units of 2 x MHz.

Despite the simplicity of the pulse shape, the optimization scheme successfully found parameter sets which achieve
fidelities of 96.81 % in the conservative and 97.72 % in the optimistic regime, with most of the infidelity arising from
the loss of state population during the gate protocol. We also find that in spite of the extended parameter ranges and
increased interaction and coupling strengths, the decreased pulse time essentially prevents a significant improvement
in the fidelity in the optimistic case.

Protocol B

The second protocol, shown in the center plot in Fig 3, generalizes the scheme implemented in Protocol A by
additionally modulating the laser detuning Ar (¢). While experimentally more challenging to implement due to the
smooth variation of the detuning, we expect a significant improvement in performance compared to the previous pulse
scheme, as already observed in neutral atom systems [122]. In particular, we consider the following time-dependent
laser Rabi frequency and detuning

QL(t) :Qosinz(ﬂ't/T), AL(t) :50 —Aosin2(7rt/7)7 (70)

where, compared to Protocol A, we have an additional optimization parameter A defining the modulation amplitude
of the laser detuning. As before, we consider the parameter regimes with conservative and optimistic value ranges,
given in Tab. I. The time evolution of the relative populations, accumulated phases, and entangling phase for the
optimized parameter set, tabulated in Tab. I, are plotted in Fig. 5. Compared to Protocol A, both the populations
and the phases evolve more smoothly during the pulse and exhibit less fluctuations. In both regimes, Protocol B
outperforms the previous protocol in terms of fidelity and error rates as demonstrated in Tab. I. While already per-
forming very well in the conservative regime with a fidelity of 99.98 %, the protocol reaches a remarkable performance
with a fidelity of over 99.99 % and an infidelity ~10~% in the optimistic regime. This demonstrates the feasibility of
implementing fast quantum gates on trapped Rydberg ion platforms using this protocol. Moreover, this illustrates
how a larger set of optimization parameters results in greater tunability allowing for notably better performance and
perhaps even shorter gate times if one implements more sophisticated pulse schemes [61, 123]. However, since here we
only intend to analyse the capability of the different protocols to realize fast high-fidelity entangling gates, we do not
yet consider any kind of incoherent error sources. Therefore, the given fidelities should be interpreted as a benchmark
for performance of the various protocols, but not as realistic fidelities reachable in experiments.
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Figure 4. Numerical simulations of the gate Protocol A in the conservative (left) and optimistic (right) regime. The pulse
is defined in Eq. (69) and the optimized gate parameters in both regimes are listed in Tab. I. The upper plots demonstrate
how the populations of the computational basis states evolve during the gate implementation and in the lower plots the time-
evolution of the accumulated phases and the resulting entangling phase, @.(t) = [p11(t) — 2¢10(t)] mod 27, are depicted. We
see that in both cases the populations do not completely return to their initial configurations, which explains the relatively
high population errors p. = 3.2x1072 in the conservative and p. = 2.1x1072 in the optimistic case. Also apparent is the larger
phase error occurring in the optimistic regime compared to the conservative one. These gates achieve fidelities of 96.81 % in
the conservative and 97.72 % in the optimistic case.

Protocol C

The third protocol is the seminal 7-27-7 gate protocol proposed in Ref. [56], which for consistency we call Protocol
C. As shown in Fig. 3, this scheme generalizes Protocol A (69) by addressing the ions independently and applying
three sinusoidal pulses with constant detuning. More precisely, the laser Rabi frequencies Qf (), where i denotes the
addressed ion, are modulated such that the pulses correspond to a -, 27-, and w-pulse, i.e.,

Qosin®(4rt/7), if 0<t<7/4, 0, if 0 <t <7/4,
Q1(t) =<0, otherwise, QF(t) = < Qg cos®(2mt/7), otherwise, (71)
Qosin(4nt/7), if37/4 <t <, 0, if3r/4<t<r

with Qo = 8v/27/7. For the protocol to work properly, each 7-pulse needs to fully transfer the population from the
qubit state to the Rydberg manifold or vice versa [56]. Therefore, we fix the detuning to

AL(1) = A3(1) = W (72)
leading to a resonant coupling between |1) and |—) [cf. Eq. (62)]. Consequently, the other Rydberg state |+) is highly
detuned and, for large enough microwave Rabi frequencies Qyw > g, it does not get populated during the entire
pulse sequence. Applying pulse scheme (71), the resulting entangling phase is . = 7[1 — Qo/(v/2V)] [56], which is
effectively equivalent to the implementation of a CZ-gate for V > Q.

Since there are no free parameters left in this protocol, its performance does not rely on any optimization and we
can directly plug in the fixed parameters V', Qy\w, and 7 as they are defined for the two regimes in Tab. I. In contrast
to Protocol A and B, the gate performs relatively poorly with fidelities of 84.26 % in the conservative and 74.80 % in
the optimistic regime. The reason for this is that the amplitude of the laser Rabi frequency, Qg ~ 27 x 5.66 MHz in
the conservative and ¢ ~ 27w x 18.86 MHz in the optimistic case, is not small enough compared to the interaction
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Figure 5. Numerical simulations of gate Protocol B, given in Eq. (70), optimized within the conservative (left) and optimistic
(right) parameter ranges. The resulting optimal gate parameters are listed in Tab. I. The upper plots show the time-evolution
of the populations of the computational basis states, while the lower plots depict how the accumulated phases and the resulting
entangling phase, «(t) = [¢11(t) — 2p10(t)] mod 27, evolve during the gate implementation. Based on these plots, an error
source is not clearly apparent in either the conservative or the optimistic regime, which is also reflected in the high fidelities
of 99.98 % and > 99.99 % and the low error rates given in Tab. I. However, the gate in the optimistic regime is not only a lot
faster, with an infidelity of the order of ~ 107° it outperforms the gate in the conservative regime by two orders of magnitude.

strength V in the corresponding regimes, V = 27 x 10 MHz and V' = 27 x 25 MHgz, respectively. Therefore, in order to
achieve higher fidelities, we need to increase either the gate duration 7 or the interaction strength V. For example, by
increasing the gate time to 7 = 5ys in the optimistic case, we find a fidelity of 99.88 %, which is indeed a significant
improvement but still does not reach the performance of Protocol B. A further increase in gate time to achieve higher
fidelities contradicts our objective of realizing fast entangling gates that outperform common phonon-based trapped
ion gates in terms of speed [6]. Alternatively, improving the gate performance by increasing the interaction strength
faces experimental limitations as can be seen by recalling the scaling of the interaction strength,

|(nPy/2|r|nS:2)|?
R : (73)

V;jOC

where Rij denotes the distance between the equilibrium positions of ion ¢ and j. Since the matrix element in Eq. (73)
scales quadratically with the principal quantum number n [71], one would expect that choosing more energetic Rydberg
states would enable ever higher interaction strengths and, thus, arbitrarily high fidelities. This, however, introduces
additional problems since for too large principal quantum numbers, population losses of the electronic states occur
due to double ionization of the ions via the trapping field modes [69]. Similarly, the likelihood of double ionization due
to blackbody radiation increases with higher principal quantum numbers [82]. On the other hand, higher interaction
strengths can be realized by reducing the inter-ion distance, e.g., by increasing the total number of ions in the trap
or using higher axial trapping frequencies. For instance, for trapped strontium 33Sr™ ions separated by 2.3 m and
excited to n = 60, the interaction strength is V;; ~ 27 x 21.9 MHz [1]. However, due to the finite spot size of the laser
beams, such small inter-ion distances are difficult to combine with the single-ion addressing and laser Rabi frequencies
needed for this protocol [124]. Accordingly, we conclude that while successful in the realm of quantum information

processing with neutral Rydberg atoms, Protocol C proves inadequate for the implementation of fast quantum gates
with trapped Rydberg ions.



19

Ion 1 Qnw — 2A7) Ion 2
Q A
[ sauf] At) = Agft) - W
(a) (b) — O (t 2
o) = )
E+ T ’+>1 Qpw ¢
Ap W
___A_T__?____Q (c)
Onvw Vv
Ar— S S 0O . i U
E_+ |_>1_ l ’ ‘_>1_“ +AL_ l\gw |_>1_“ A(t) / h_“ +A(ﬁ)
QL QL
= 7 Q(t) Q(t)
Bt | |t | | m,—Y
Eo +

Figure 6. Energy level scheme of the states relevant for the implementation of the CZ gate protocols. (a) The microwave-
dressed Rydberg states |+) are coupled to the ground state |1) via a two-photon excitation process with effective detunings
Ay =Ap + Ql‘gw and Rabi frequencies Q4 = 97% (b) As Qmw =~ 2Ar, the detuning A_ decreases while A increases. Within

this regime we can therefore adiabatically eliminate the state |+) whenever its coupling strength to state |1) is sufficiently small
compared to its energy splitting, i.e., Qr, < Ar. This leads to an energy level scheme wherein the ground state |1) is coupled
to only one Rydberg state |—). (c¢) Assuming the corresponding reduced two-ion system, the application of a time-dependent
laser pulse with detuning A(t) and Rabi frequency €(t), transfers part of the population of each ion from the state |1) to the
Rydberg state |—). Only when both ions are in the Rydberg state, they interact via an electric dipole-dipole interaction and
accumulate an entanglement phase ., which depends on the interaction strength V.

B. Simplification of the Hamiltonian via adiabatic elimination

Given that the energetically low-lying state |0) is not coupled to any other state (see Fig. 2), it follows that the
16-dimensional Hilbert space of the two-ion Hamiltonian (62) can be decomposed into four distinct subspaces. These
subspaces correspond to the one-, three-, three-, and nine-dimensional subspaces associated with the computational
basis states |00), [01), |10), and |11), respectively. In the following, we demonstrate that within certain parameter
regimes, the dimensions of these subspaces can be reduced significantly enabling deeper insight into the gate dynamics.
As shown in Fig. 6, this can be accomplished by considering a regime within which the Rydberg state |+) is far off-
resonant, allowing it to be adiabatically eliminated [125].

Assuming the system to be invariant under the interchange of the ions, i.e., when a global laser pulse is applied as
in protocols A and B, it is reasonable to perform a basis transformation by introducing the superpositions

1 1
|Sr) = ﬁ[l+—> + |-+, |AR) = ﬁ[|+—> — -+, -
1Sa) = —=[|£1) + [12)], As) = —[|121) — [14)],

S

2 2

S

where the antisymmetric superpositions |Agr) and |AL) are completely decoupled from the system. Considering the
subspace associated with [11), in the new basis Bi1 = {|++),|Sr), |S4),|——),|S=),[11)} the Hamiltonian expressed
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Figure 7. Energy level diagram of the two-ion Hamiltonian for e < 1. (a) The subspace associated to the state |11)

described by Hamiltonian (75) decomposes into three energetically separated subspaces. Assuming that the coupling between

these subspaces is small compared to the energy separation between them, i.e., §,7 < €4, we can adiabatically eliminate the
2

states |[++), |Sr), and |S4). The three remaining states experience an energy shift ~ O(g), (9(;77) (b) This procedure can

also be applied for the Hilbert space associated to the state |10). In the same regime, the state |+0) is highly detuned and just

weakly coupled to the other two states, and thus, can be adiabatically eliminated. In the resulting two-dimensional system,

the state |10) experiences an energy shift ~ (’)(g) as a consequence of the adiabatic elimination.

in terms of the laser detuning Ay, reads

[4e4 + 1 0 ) —n 0 0

0 2(t+e) o5 0 % 0
Hy 1| ¢ % 2¢, 0 0 9 (75)

AL 2| —p 0 0 4e_+n & 0|
5
O ﬁ 0 5 267 (S
| 0 0 6 0 d 0]
where we have defined

QAL + QMW Ai QL |4

€+ A, A Ao 1T AL (76)

The remaining six-dimensional Hilbert space can be further reduced by considering a regime where we can adiabatically
eliminate one of the dressed Rydberg states. To visualize in which regime this holds, Fig. 6 depicts the coupling of
the energy levels for a single ion. As illustrated, we find that for Qyw ~ 2Ap, ie., e < 1, the coupling between
the Rydberg state |—) and the qubit state |1) becomes near on-resonant, while the coupling to |+) becomes far
off-resonant. In a regime where the latter coupling is sufficiently small compared to the detuning, i.e., Qf, < Ay, or
§ < ey, respectively, we can adiabatically eliminate the Rydberg state |+) [126]. Note that we could analogously
perform an elimination of |—) by assuming Qyvw &~ —2Ar,.

Now we aim to extend this concept to the interacting two-ion case. To this end, Fig. 7 shows the energy levels and
couplings of the subspace associated to |11) given by the Hamiltonian (75) for e_ <« 1. As illustrated, within this
regime, the system comprises three energetically separated subspaces. For §,n < €, these subspaces are just weakly
coupled considering the energy separations between them, allowing to adiabatically eliminate the states |[++), |Sg),
and |Sy). For this, we assume an arbitrary state |¥(¢)) =3, cp,, §a(t) [a), apply the Schrodinger equation defined

by Hamiltonian (75), and enforce

0844 (t) = 0ilsy (t) = 0i&s, (1) =0, (77)
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Figure 8. Comparison of the time evolution of the state populations during the CZ gate implemented using Protocol B with
the conservative parameters tabulated in Fig. I. The lines denote the populations calculated using the full Hamiltonian in
Eq. (62), while the markers (x) indicate those computed using the reduced Hamiltonians H$ (79)(top) and H{T (78)(middle).
As expected, the occupancy of the eliminated states (dashed lines) remains negligible throughout the duration of the gate,
since the parameters satisfy the adiabatic condition, 4,7 < ey, during the entire pulse (bottom). This is evidenced by the fact
that the dynamics of the reduced Hamiltonian closely match those of the full Hamiltonian, as demonstrated by the very good
overlap of the markers and lines.

where only first-order couplings are taken into account. The resulting three-dimensional Hamiltonian approximating
the relevant dynamics within the reduced subspace {|——),|S_),|11)} reads

2
__n
1 de_+n Py ) . 0
AL =3 ) 2e_ — it 4 (78)
0 5 _ 5
2€+

with the remaining states experiencing an energy shift ~ O(g), O(g) as a consequence of the adiabatic elimination.
As illustrated in Fig 7, in the same regime, the three-dimensional subspace associated to the state |10) can be

similarly reduced to the two-dimensional subspace {|—0),|10)} by eliminating the state |4-0), giving

é
H |5 2»
A10 = [ 5 52 |- (79)
L 2v2 8

Note that due to the system’s symmetry, the two states |10) and |01) behave equivalently, therefore, we treat the
subspace associated to |10) as representative for both cases.

In the context of the effective Hamiltonians in Egs. (78) and (79), the application of a time-dependent pulse,
as employed for the protocols in Sec. III A, implies that €1, d, and n become time-dependent. The conservative
parameters used in Protocol B reside within the regime for which the adiabatic elimination can be applied (cf.
Tab. I). To demonstrate this, we plot the dynamics of the populations of the subspaces associated to the states
|10) and |11) during the gate implementation in Fig. 8. Evidently, the occupation of the |+) state by either ion is
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negligible during the protocol, as expected within this regime. Hence, the approximate dynamics described by the
effective Hamiltonians in Egs. (78) and (79) closely matches the exact dynamics resulting from solving the Schrodinger
equation of the full 16-dimensional Hamiltonian (62). This demonstrates that the approximation is also applicable
for time-dependent pulses, provided that the perturbation parameters remain sufficiently small throughout the pulse-
driven interaction, as shown in the lower plot of Fig. 8. Note that since, as demonstrated in Fig. 6, the decoupling of
the |4) state is independent of the number of ions, this approximation is not limited to two ions and can be generalized
to the N-ion case.

The advantage of considering this parameter regime is, on the one hand, faster numerical simulations due to the
reduced size of the Hilbert space, and on the other hand, deeper insight into the processes during the gate application.
As illustrated in Fig. 8, during the laser pulse, part of the electronic population in |1) is excited to the Rydberg
state |—). Only when both ions are in the Rydberg state, i.e., when population is transferred to the state |——),
they interact via dipole-dipole interaction and thereby pick up a non-trivial phase. In a near-adiabatic regime (see
discussion at the beginning of Sec. IIT), the accumulated entangling phase can be approximated via

. /0 " dten(t) — ero(t) — eon ()] (80)

with €45 (t) the eigenenergy of the instantaneous eigenstate adiabatically connected to the state |ab) [56]. Although
not discussed in this work, an analytical expression for the entangling phase ¢, can be obtained within the adiabatic
elimination regime by formally integrating Eq. (80). Such an expression could then enable deeper understanding of
the correlations between the experimental parameters and accumulated phases, facilitating better gate designs and
further optimized pulse shapes.

C. Imperfections and possible improvements

In Sec. IIT A, we have simulated CZ gates up to additional single qubit rotations by maximizing the fidelity in
Eq. (67) within given parameter bounds. Since in an algorithm it is preferable to use as few gates as possible to
reduce the error rate [127], we generally favor gates that do not require additional single-qubit rotations. However, for
this we need to fulfill stricter constraints defined by Eq. (66). For Protocol B (70), within the conservative parameter
limits given in Tab. I, the fidelity achieved by applying our optimization scheme for a CZ gate without single-qubit
rotations is 99.98 %. In this case, we have used the optimized parameters from Sec. IIT A as an initial guess in the
optimization protocol since the conservative gate in Fig. 5 is already close to working without applying additional
single-qubit rotations. In the optimistic regime, a fidelity of > 99.99 % can be achieved for a 300 ns CZ gate without
single-qubit rotations. The corresponding dynamics of the populations of the computational basis states and the
accumulated phases during both gates are depicted in Fig. 9.

The focus so far has been on demonstrating how effective our general approach of fidelity optimization is for different
protocols. For this we have neglected error sources like the finite lifetime of the Rydberg states, and therefore we
have been able to obtain gate fidelities close to one. However, for physically realistic pulse schemes, the finite lifetime
of the Rydberg states is a primary factor contributing to the loss of fidelity in trapped Rydberg ion platforms [71].
Hence, in the following we briefly examine the influence of the Rydberg state decay on the fidelity of Protocol B (70).
To this end, we augment the Hamiltonian in Eq. (62) by appending a non-Hermitian term,

{2
Hp =—3 > [ral3)3l; + val4x4l], (81)
i=1

where 73 and 4 represent the decay rates from the electronic Rydberg states |[3) = |nSf/12/ 2y and
|4) = \nPll/22>, respectively. For the sake of simplicity, we assume that the Rydberg state decay rates are equal
such that v3 ~ 74 = yr. For an approximate lifetime of the Rydberg manifold 7y &~ 7.8us [1], we then have
YR = 1/mr &~ 0.13 s, As such, we can succinctly rewrite Eq. (81) in terms of the microwave dressed Rydberg states
as

2

ALY I S ) (52)
i=1

The benefit of this simple approach is that specific information regarding the decay (i.e., the decay channels) is
not required. Nevertheless, we emphasize that a more precise description of the decay effects requires employing
the Lindbladian formalism [1]. However, due to the relatively long lifetime compared to the gate duration, the
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Figure 9. Gates utilizing Protocol B (70) optimized within the conservative (left) and optimistic (right) parameter ranges
without allowing for additional single-qubit rotations. The resulting optimized gate parameters are Ag = —27 x 11.50 MHz,
0o = 2w x 37.97MHz, and Qo = 27w x 9.71 MHz in the conservative and Ag = —27 x 134.37 MHz, 60 = 27 x 8.39 MHz, and
Qo = 27w x 72.72 MHz in the optimistic case. The time-evolution of the populations of the computational basis states is shown
in the upper plot, while the lower plot depicts how the accumulated phases evolve during the gate implementation. There are
no obvious deviations from the conditions for a gate without requiring additional single-qubit rotations as defined in Eq. (66),
which is evidenced by high fidelities of 99.98% in the conservative and > 99.99% in the optimistic regime.

approximate description by means of the non-Hermitian Hamiltonian in Eq. (82) is sufficient to get a quantitatively
accurate approximation of the effect of the finite lifetime on the gate fidelity. Since the decay probability is directly
related to the time the ion remains in the Rydberg states, we can approximate the reduced Bell-state fidelity by

2
(83)

r2
Pl [l

where pi, () denotes the population of ion i in the state |4). Figure 10 illustrates how the gate fidelity (67) changes
as we vary the gate time 7. We find that for longer gate times the fidelity determined by integral (83) coincides
remarkably well with that calculated by the non-Hermitian Hamiltonian. This holds as long as the Rydberg state
decay is the dominant source of fidelity loss, since the approximation in Eq. (83) assumes unit fidelity whenever the
decay is absent. Since the optimization protocol is not able to achieve fidelities close to one for very short gate times,
i.e., 7 < 0.8pus in the conservative and 7 < 0.2ps in the optimistic regime, the approximation is not valid in these
regions. We conjecture that the reduced fidelities are due to the short gate durations combined with insufficient
interaction strengths. Therefore, the time spent in the Rydberg states is too short to accumulate the desired phases.
For the two gates in Fig. 5 utilizing Protocol B, we observe that the gate fidelities achieved by applying the optimization
procedure drop from 99.98 % to 98.10% in the conservative and from > 99.99 % to 99.20 % in the optimistic regime.
This demonstrates that the finite lifetime of the Rydberg states significantly impacts the gate performance, even for
submicrosecond gates. Nonetheless, we find that, despite decay, an even faster gate with 7 = 200 ns and a fidelity of
99.25 % can be realized, clearly demonstrating that fast, high-fidelity quantum gates are feasible on trapped Rydberg
ion platforms.

While our optimization procedure already considers the impact of the finite Rydberg lifetime, an alternative ap-
proach to reduce the fidelity loss due to decay is to consider pulse shapes in which the ions spend less time in the
Rydberg states. This has already been investigated for neutral Rydberg atoms, wherein a gate fidelity of more than
99.9 % was achieved, despite decay, by using optimized pulse shapes [128]. Since the natural lifetime of Rydberg ions
increases with the principal quantum number as n® and the blackbody radiation-limited lifetime as n? [82], exciting
the ions to higher Rydberg states might also mitigate the impact of the decay on the gate fidelity. However, besides
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Figure 10. Fidelities of the CZ gate implemented with Protocol B (70) optimized for different gate times 7 within conservative
(purple) and optimistic (green) parameter bounds (cf. Tab. I). As long as the decay is the dominant error source, the approxi-
mate fidelities calculated via the integral (83) (x) agree well with the values obtained by integrating the Hamiltonian (62) with
the addition of the non-Hermitian term (82) (o). For the Rydberg state lifetime 7r & 7.8 us [1], the Bell state fidelities of the
gates in Fig.5 drop from 99.98 % to 98.10% in the conservative and from > 99.99 % to 99.20 % in the optimistic regime. With
a fidelity of 99.25 %, the best performance is achieved in the optimistic regime for 7 = 200 ns as indicated by the dashed lines.

the fact that due to limitations in laser power, this remains an experimentally challenging task [71], it also increases
the probability of the ion being ionized by the trap potential, which in turn would lead to fidelity loss.

Another source of decoherence is the two-photon excitation mechanism (cf. Sec. IIC), which is utilized to excite
the trapped ions to Rydberg states via a detuned intermediate state [1]. This way it is possible to reach Rydberg
states with high principal quantum numbers. However, this also leads to additional photon scattering, preventing
the ion from occupying the desired Rydberg state, which in turn results in a loss of fidelity. An additional factor
contributing to imperfect gate operation in experiments is the ionization of ions in the Rydberg state. Since the
Rydberg states are energetically close to the ionization limit, black body radiation can cause ionization in insufficiently
cooled systems [82, 83]. However, adequate cooling can significantly suppress this effect [1, 129-131], and in our
simulations, it is already included in the finite Rydberg lifetime.

IV. CONCLUSIONS AND OUTLOOK

In this work, we have explored the feasibility of laser-excited Rydberg ions confined within a linear Paul trap for
quantum information processing via an extensive study of which two-qubit controlled phase gates can be optimally
achieved. We have shown via a detailed derivation that, assuming realistic experimental conditions, an effective
Hamiltonian can be obtained capturing the dynamics of the system. For each ion we consider two energetically low-
lying electronic states, constituting the qubit states, and two high-lying Rydberg states. We have demonstrated that
a microwave mode coupling the two Rydberg states enables strong and long-range dipole-dipole interactions between
ions excited to the Rydberg manifold. Making use of the derived Hamiltonian, we have simulated the evolution of
a two-ion system driven by a time-dependent laser pulse (i.e., time-dependent Rabi frequency and detuning) that
couples the qubit states to the Rydberg manifold, effectively implementing fast and robust CZ gates. In order to find
optimal pulse parameters, which maximize the fidelity of the CZ gate, we have developed an optimization protocol
using a stochastic, population-based method, that searches for the global optimum within a certain parameter range.
With this, we have theoretically investigated three gate protocols by numerically optimizing the gate fidelities and
tracking the qubit-state populations and accumulated phases during the gate implementation within two experimental
parameter regimes. In the absence of decoherence, we have shown that submicrosecond, near unity fidelity gates can
be realized for a particularly simple and experimentally feasible pulse scheme. We have extended our analysis to
include the finite lifetime of the Rydberg states, introducing a realistic source of fidelity loss. Notwithstanding, our
optimization protocol reveals that a 200 ns CZ-gate with 99.25% fidelity should be experimentally realizable, thereby
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reaching an accuracy required for scalable, error-corrected quantum computing, for which fidelities above 99 % are
essential.

The optimization scheme employed here, as well as the analytical Hilbert-space reduction via adiabatic elimination,
can also be used for models with larger numbers of ions. This should allow for design and optimization of multi-ion
gates with Rydberg ions, further extending the set of available native gates in this platform and potentially allowing
for the development of specific quantum-information-processing protocols that profit from the use of this native gate
set.
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Appendix A: Numerical diagonalization of the field-free electronic Hamiltonian

In this appendix, we outline some of the details behind the numerical computation of the eigenenergies and eigen-
functions of the field-free electronic Hamiltonian,

P’

H_free _
in om

+ V(|r]). (A1)
In general, this constitutes a complicated many-electron system. However, since all but one electron are core electrons
and form closed shells around the nucleus, the ion can be treated within an effective two-body approximation [49, 85,
86]. Here, the ions are modeled by a valence electron and an ionic core, composed of the screened nucleus and core
electrons. The model potential describing their interaction is parametrized by [87]

V(r) =Vo(r) + Ve(r) + Va(r), (A2)

where r = |r| denotes the relative radial coordinate. The first term, Vio(r), is a modified Coulomb potential that
describes the effective central potential experienced by the valence electron due to the screening of the charge of the
nucleus by the core electrons. The second term, Vp(r), is an induced polarization potential that accounts for the
effects of the dipole moment of the screened ionic core due to the presence of the valence electron. The third term,
VRr(r), is then a relativistic spin-orbit interaction potential which specifies the coupling of the magnetic moment of
the valence electron with the magnetic field of the screened nucleus and core electrons. All three terms depend on
both the position of the valence electron relative to the ionic core r and the orbital angular momentum through the
orbital angular momentum quantum number [. This latter dependence accounts for the quantum defect [86], which
quantifies the lowering of the energy of electronic states with low angular momentum due to the probing of the core
electrons by the valence electron. Following Ref. [87], the modified Coulomb potential Vi(r) can be expressed as

Vo(r) = —Cé? Zn(T), (A3)

r

where Z,(r) is the modified nuclear charge number given by

Zu(r) = Zo + [Z — ZJe ™ 7 + kore o7 (A4)
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k1 ks ks Tc
4.0616 13.4912 2.1539 1.5736
5.3368 26.2477 2.8233 1.0290
5.5262 29.2059 2.9216 1.1717
5.0687 24.3421 6.2170 0.4072
3.4187 4.7332 1.5915 1.7965
3.3235 2.2539 1.5712 1.3960
3.2533 3.2330 1.5996 1.6820
5.3540 7.9517 5.6624 1.0057
3.0751 2.6107 1.2026 2.6004
3.2304 2.9561 1.1923 2.0497
3.2961 3.0248 1.2943 1.8946
3.6237 6.7416 2.0379 1.0473
3.7702 4.9928 1.5179 1.3691
3.9430 5.0552 3.6770 1.0924
3.7008 4.7748 1.4956 2.2784
3.8125 5.0332 2.1016 1.2707

Ton Z Qag
WCaT 20 3.5

8srt 38 7.5

I3¥Bat 56 114

ZZRat 88 18.0

AT B AT n s AT B T !~

Table II. Empirically determined dimensionless fitting parameters for the parametric model potential V (r) in Eq. (A2) for the
alkaline earth metal ions, taken from Ref. [87]. For readability, parameter values are expressed in atomic units. In particular,
the static core electric dipole polarizability aq is in units of mee2aé/h2, the coefficients k; are in units of 1/ag, and the cutoff
radius 7 is in units of agp, where ap = h2/m5062 is the Bohr radius.

with Z the nuclear charge number and Z. = 2 the effective charge number of the screened ionic core. The k; are
empirically determined fitting parameters that depend on the ion and orbital angular momentum quantum number
of the electronic state. These are obtained by solving the radial Schrédinger equation and requiring that the field-
free electronic eigenenergies calculated theoretically agree with those measured experimentally. The induced core
polarizability potential Vp(r) reads

— 222 1 _ o=l rel®
Ve(r) = Ce2r4[1 e~ /el (A5)
where aq4 is the static electric dipole polarizability of the doubly-positively-charged ionic core and 7. the cutoff radius
(i.e., the effective size of the ionic core). This cutoff is introduced to ensure that the polarization potential is physically
well behaved near the origin [87]. Explicit values for the parameters k; and cutoff radius r. taken from Ref. [87] for
the alkaline earth metal ions are presented in Tab. IL.' The relativistic spin-orbit interaction potential Vg (r) then
follow as

1 1 OVar(r);

Va(r) = 2m2c2 rN(r) Or ’

(A6)
where Vr(r) = Vo(r) + Vp(r) is the nonrelativistic model potential with L and S the orbital and spin angular
momentum operators. Note that their dot product can be written more conveniently as

1

L-S:§[J2—L2—SQ], (A7)

where J = L 4 S is the total angular momentum operator. The normalization factor N(r), defined by

2mc2 (A8)

N(r)= [1
and suggested by relativistic first-order perturbation theory [134], is included to regularize the electronic wavefunction
at the origin (i.e., to guarantee that the solutions of the radial Schrédinger equation are well defined near the origin
as r — 0).

Under the effective two-body approximation and in the absence of the electric potential of the linear Paul trap,
excitation laser, and remaining valence electrons, the bound electronic quantum states of the ions can be uniquely

I Note that those for the alkaline metals can be found in Ref. [133].
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characterized by the principal n, orbital angular momentum [, spin angular momentum s, total angular momentum j,
and total magnetic m; quantum numbers. Since the model potential V'(r) commutes with the total angular momentum
operator J and, therefore, conserves the total angular momentum (i.e., it preserves the spherical symmetry), the
electronic states can be factored into radial and angular parts,

|nal757j7mj> = |n,l,j>|l,s,j,mj>, (Ag)
———AN N
radial angular
where for simplicity we omit the spin angular momentum quantum number s = 1/2 when unnecessary (e.g., in

the radial part of the electronic state). The angular part can be further decomposed into orbital and spin angular
components using standard angular momentum theory [112],

S

|la37j7 mj> = Z <lvmj - msvsvms|jamj>|lvmj - m5>‘57ms>7 (A]-O)
— —_—— N
M= orbital spin

where (I,m;, s, ms|j,m;) are Clebsch-Gordon coefficients with m; and m, the orbital and spin magnetic quantum
numbers, respectively. Note that due to the selection rules, the angular momentum quantum numbers must satisfy
my + mg = my, hence the missing summation over m;. For generality, however, we will include this summation, yet
omit the standard bounds of the summation (i.e., mgs = —s, ..., s).

The Schrodinger equation for the field-free electronic Hamiltonian is given by

2
b . .
2 VD] Insdomg) = Bulondsigims), (A11)
where E,,;; is the eigenenergy associated to the eigenstate |n,{, s, j,m;). In order to transform this into the wavefunc-
tion representation, we multiply by the position-spin vector |r,o) = |r,0, ¢, o), with |o) = |1),|{) denoting the spin
projections (i.e., ms = +1/2). Then the Schrédinger equation reads

12 - .
{—2mv2 +V(T):|\I/ ](F,O') = Enlj\ynl]j(r,O') (A12)

nlj
with \I/nml; (r,o) = (r,oln,l,s, j,m;) the electronic position-spin wavefunction, the components of which are position
wavefunctions corresponding to the valence electron in the spin-up and spin-down states. Here, the position-spin
wavefunction is expressed as

‘I’Tl]] (r,o) = R (r) Z (L, mu, s, msj, mj> Ylml (0,0)x3" (o) (A13)
mip,ms
with the radial, orbital angular, and spin angular components given by
Rnlj(T) = <T|n7l’j>’ }/lml (9790) = <9’<p|l7ml>’ and Xgns (U) = <U|S’m8>’ (A14)

where Y, (6, ) are spherical harmonics and x}** (o) are two-spinors [112]. Integrating over the angular components,
we obtain the radial Schréodinger equation,
n? a2 RA(l+1)

—%@ + W —‘r—V(T‘) fbnlj(r) :Enqu)nlj(r), (A15)
where we have made the substitution ®,;;(r) = rRy;(r) and impose the physically motivated boundary conditions
that the radial wavefunction ®,,;(r) = 0 asr — 0 and r — co. As expected, the theoretically calculated values for the
eigenenergies are in good agreement with those measured experimentally [89]. We are, therefore, sufficiently confident
that the associated electronic radial wavefunctions constitute a well grounded basis for the remaining analysis of the
trapped Rydberg ions.

Appendix B: Unitary transformation from the stationary to oscillating frame

In this appendix, we detail the derivation of the rotating frame Hamiltonian in Eq. (8) from the stationary frame
Hamiltonian in Eq. (6). Recall the unitary transformation under consideration,

Hw— UHU' + ih%UT where U =exp (i;a sin(vt)[R2 — Ri]), (B1)
v
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and the canonical commutation relations for the center of mass and relative positions and momenta,
[Ru;rv] = [Ruapv] = [Puzrv] = [Pu;pv] = 07 [Ruyp'u] = [Tuapv} = ih(suvv (B2)

for u,v = z,y,z. It follows that the only term within the Hamiltonian H that does not commute with the
unitary operator U is the center of mass momentum P. To calculate expressions for this term, we employ the
Baker—Campbell-Hausdorff (BCH) formula. From this, one finds that third and higher order commutators vanish.
Hence, the center of mass momentum transforms exactly as

2.2

4 4
P2 P2 — % sin(vt)[Ry Py — Ry P, + 2720‘ sin(vt)[R2 + R2). (B3)

Recalling the trigonometric identity 2sin?(vt) = 1 — cos(2vt), the Hamiltonian then transforms as

€2a2 2.2

2ea e‘xo
Hw— H+ W[Ri + R - o sin(vt)[Ry Py — RyPy| — U cos(2vt)[R} + R2). (B4)
where we identify the latter two terms as the micromotion due to the linear Paul trap. Note that the time derivative
term from the unitary transformation is

ou
ihEUJr = —eacos(vt)[R2 — Ri]7 (B5)
which cancels the amplitude of the oscillating electric-field mode of the linear Paul trap. This then returns the
expression for the rotating frame Hamiltonian in Eq. (8).

Appendix C: Multipole expansion of the electrostatic interaction potential

In this appendix, we derive an expression for the multipole expansion of the interaction potential V;; in Eq. (15)
between the charges of ions ¢ and j about the center of mass distance between the ions. In terms of the center of
mass and relative positions R; and r;, the potential reads

Vi, 22 Z. Z. 1

C

—_— = — — + s
Ce? Ryl [Rij+ri|  |Ry—rj|  [Riy+ri—1

(C1)

where Z. = 2 denotes the effective charge number of the ionic core, C = 1/4mwey the Coulomb constant, and € the
electric constant. In general, the multipole expansion of an arbitrary interaction potential can be expressed as either
a Taylor expansion in Cartesian coordinates (cf. Ref. [69]) or a Laplace expansion in spherical polar coordinates (cf.
Ref. [104]). Here, we utilize the former so that we can combine terms of the expansion of the interaction potential
with those of the trapped ion Hamiltonian in Eq. (8).

In order to simplify the calculations, we consider the terms of the interaction potential independently such that the
multipole expansion of an arbitrary term can be written as

oo

1 _ [ty - Vi]? 1
IRij + x| 2 n! (|Rij>’ (C2)

n=0

where explicitly the relative position r; = 0,r;, —r;,r; — r; and for clarity the derivatives V; are taken with respect
to the center of mass positions R;. From this, it follows that the multipole expansion of the arbitrary potential can
be written, up to second order, as

1 1 n;;-r 3[ny; - ri]? —r?
_ g 2k + [ iJ k] - k N (03)
[Rij +rel  [Rij| Rl 2[Ry
where the normalized center of mass positions and center of mass distances,
_ Ry _
n;; = and Rij = Rl - Rj‘ (04)

IRy



29

Respectively setting ry as above and truncating to second order then yields the following expressions,

11
Rij| Ryl
1 1 n;-r;  3mn;-r)*—r?
Ri;+ri| Ryl Ryl 2[R;;12 7
1 _ 1 n n;;-r; 3[ny; - rj]2 - r? (C5)
Rij — ;| Ryl [Ry[? 2[R;[*
1 _ 1 myer MRTELY 3[n;; - ;)% —r?
Ry +ri—r;| Ryl Ry Ry [? 2[R;;[?
B[y - ril[mij - v5) —wi x| By —x]

IR 2|R;1?

Appropriately combining these terms returns the expression for the second order multipole expansion of the interaction
potential in Eq. (16). Notice that if we do not implicitly set the effective charge number of the ionic core Z. = 2 (i.e.,
for Rydberg ions), instead we set Z. = 1 (i.e., for Rydberg atoms), then the only nonvanishing term is the electric
dipole-dipole interaction.

Appendix D: Computation of the center of mass equilibrium positions

In this appendix, we calculate the center of mass equilibrium positions of the interacting trapped Rydberg ions.
These are determined by the competing potential of the electrostatic interactions between the ions and the electric-field
modes trapping the ions. The corresponding potential reads

Mw? & Ce? L1
Voo = =522 i+ 5 X mp (b1)
s 2 o2 Ry
— =
J#i
where we have expressed the harmonic trap frequencies as w, = y,w for 7, = 7, = v and v, = 1 with w the

characteristic trap frequency and ~ the associated anisotropy given by

defs 2e2a2 1
w=\ar o Y= Eer T o (D2)

The equilibrium positions of the ions are determined by the stationary point of this external potential and are
calculated by solving the coupled system of equations,

ViVexlo =0, (D3)

where |o denotes evaluation of the center of mass position R; = R; + Q; at its equilibrium position R;, with Q; the
associated displacement and V; the derivative with respect to the center of mass position. Taking the derivative and
evaluating at the equilibrium position R; = (0,0, R;.,) gives

N —

_ R .
=Mw’R;. — Ce* Y 2=
J=1 | Rijiz|

J#i

OVex
aRl,J,

Ve
0 8Ri;y

Vex
=0 and 4

(D4)
0 aRi;Z 0

with Rij;z = Ri;z — Rj... Introducing the dimensionless equilibrium position Z; of ion ¢ and the length L, defined by
the formulae

Ce?

in = LZ; d LP=—, D
R;. an T (D5)

we can recast the condition for the dimensionless center of mass equilibrium positions compactly as

N 7.
_ v
j=1'"4

J#i
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Figure 11. Scaling of the minimum, mean, and maximum dimensionless equilibrium distances between the trapped Rydberg
ions with the number of ions N. The points are calculated using Eq. (D6) while the curves are computed with Eq. (D8).

where Z;; = Z; — Z; with the implicit assumption that Z; < Z;1,.
For N < 3, we can solve these equations analytically and find [103]:

—1 71 =0,
1 1
:2 Z:—B— Z:37
1 47 2 47 (D7)
5 )
N=3 Zy=—{/~ Zy=0 Zy={|~.
1 47 2 ) 3 4

Nevertheless, for N > 3 they must be solved numerically. In Fig. 11 we plot the minimum, mean, and maximum
dimensionless equilibrium distances for systems with up to N = 120 trapped Rydberg ions. These are, for example, of
relevance for scalable quantum computation and quantum many-body system simulation [7]. Compiling the numerical
solutions to the dimensionless equilibrium position condition in Eq. (D6), we obtain the following scaling relations for
the minimum, mean, and maximum dimensionless equilibrium distances,

1.880 1.823 1.246

ijn ~ W — 0052, Zmean ~ m — 0115, and Zmax ~ W + 0.286. (DS)

Appendix E: Harmonic expansion of the center of mass positions

In these appendices, we outline the second order harmonic expansion of the Hamiltonians describing the external,
internal, and coupled dynamics in Egs. (23), (27), and (29), respectively. Following Ref. [69] and the approximations
made for the multipole expansion about the center of mass positions R; in App. C, we truncate the harmonic expansion
about the center of mass equilibrium positions R; at second order. This is well justified by the typical length scales
of the system, namely, of the distances between the ions |R;;| ~ 5pm, the extension of the Rydberg wavefunction
|r;| ~ 100 nm, and the oscillations of the ions |Q;| ~ 10nm [71].
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1. External vibrational dynamics

To start, we recall the Hamiltonian governing the external vibrational dynamics in Eq. (23) which reads

1 & ,
Hexzm;Pf—&-Vex with ;Z} 2R1u+—z |R”| (E1)
J#z
The former kinetic term is invariant under the harmonic expansion and evaluation at the center of mass equilibrium
positions, since it is independent of the center of mass positions. Hence, we only need consider the latter potential
term. Noting that we can calculate the terms of this harmonic expansion as we did for the interaction potential in
App. C, it follows that we can write

oo

Vo = Z viMg where AR Z Q, v,v{nb, (E2)
n=0

with |o denoting evaluation of the positions R; = R; + Q; at the equilibrium positions R; where Q; is the associated
displacement and V; the derivative with respect to the position R;. The initial condition is given by the zeroth order
term,

N
Mo.} 1 Mw _ Ce? 1
(0) 2 p2 2 ~ -
S T S R 5 SR+ T (E3)
1 ‘ 7.7| . P |RU Z|
=1 u 7']75 1 =1 1,17721 ’
JF VE)

where in order to obtain the latter expression, we have evaluated the positions R; at their equilibrium R; = (0,0, Ri;z).
Remarking that this term is constant, since it is independent of both the center of mass displacements Q; and relative
positions r;, it can be neglected. The first order term then follows as

2 YR Q.

ViPlo = (MY S k- G 3 T B
p 2 = Ryl lo
J#i

-0, (EA)

which, we note, after evaluating at the equilibrium positions vanishes. This follows from the equilibrium positions
condition in Eq. (D6). For the second order term we then find

3[Ry - Qyl” -
V(2) {MW J J
Sy i

=1 u 4,j=1
J#i

Mw Z Z Kz] qu qu Ju- (E5)

i,j=1 u

2 2
R7;Qi; ]

where to obtain the latter identity, we expressed the equilibrium positions in terms of the dimensionless equilibrium
positions Z; and characteristic length L and introduced the Hessian matrix components,

Kijiw = Kijyy = 057" = Ky and Ky = 2K + 65, (E6)

with Kj;; the generalized Hessian matrix components defined by

— E
5” Z Tl (D

Given that we neglected the constant zeroth order term and identically zero first order term, it follows that the
potential term Vi, ~ V. (?)|o. Taking together with the kinetic term in Eq. (E1) then yields the approximate expression
in Eq. (24) for the external vibrational dynamics (i.e., up to order 1/|Z;;|?).

2. Coupled vibronic dynamics

Let us now consider the Hamiltonian in Eq. (29) accounting for the coupled vibronic dynamics,

N N
Hco = —260& COS(Z/t) Z[Ri;xri;x — Ri;yri;y] — QBB ZBRZ';ZTZ';Z — R7 . I‘i] —+ ‘/CO, (ES)

i=1 i=1
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where V., denotes the contributions to the coupled dynamics arising from the multipole expansion of the interaction
potential (cf. App. C) given by

N
1% :Cezz[nij'ri_nm'ry} (9)
“2 AlIRgP Ry

i

As before, we utilize the recursive notation used for the expansion of the external potential in Eq. (E2). The initial
condition given by the zeroth order term is then?

N R...r: N

TINE) SX. VS ARV T w10
= RGP o im1
e

where to simplify this expression we have used the definition of the characteristic length L, dimensionless equilibrium
positions Z;, and in particular the dimensionless equilibrium position condition in Eq. (D6). For the first order term
we get

N
Vo= -0y 3[Rij - Qijl[Rij - 1i] — RY;[Quj - 14

) IRq;[° 0
J#i
N (E11)
— _(e2 Z {3621';27%‘_;2 -Qi-r; . 3Qi;z7“j_;z -Qi- I‘j}
it | Rij;|? |Rij;=|?
JFi

Taking this together with the remaining terms of the coupled Hamiltonian, we find that the Hamiltonian of the
coupled vibronic dynamics is approximated up to order 1/|Z;;|® by

N N N
H., = —2ea COS(Vt) Z[Q'I,TTZ,T - Qi;yri;y] - 26ﬁ Z[’gQi;zri;z - Qv : ri} - 465 Z Ri;zri;z + Voo, (E12)
i=1 i=1 i=1
where the associated coupled potential is given by
N N
. 5 3Qi;z7’i;z -Q;-r; SQi;sz;z -Q;- r;
Veo = 4ef3 Z Rioris — 465_2 [ 7T - 7T : (E13)
=1 i,7=1 J J
J#i

Noticing the cancellation and identification of similar terms then yields the expression in Eq. (30), where again we
have made use of the Hessian matrix components Kj;...

3. Internal electronic dynamics

Now, we consider the Hamiltonian describing the internal electronic dynamics in Eq. (27), which is

N

N 9 N N
o P; ) o 2 21 2 27 . -
Hy, = E [2m + V(|rl|)] ea cos(vt) g [ri;w ri;y] e ;:1 [37"¢;z ri]—e ;:1 r; - E(t) + Vin. (E14)

i=1 i=1

Here, we have identified by Vi, the terms of the internal dynamics coming from the multipole expansion of the
interaction potential (cf. App. C) that read

y, = o o~ [Bly r]? —x L 3y il -xy) —wi-xy 300y 1) —r (E15)
m 2 £ 2‘R1j|3 |1{ij|3 2|Ilij|3
,j=1
i#i

2 Note that here and throughout this appendix, we have relabeled the index of the summation over the second term and used the fact
that Rj; = —R,;; to combine the terms.
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Using the same notation as for the external and coupled dynamics [cf. Eq. (E2)], the zeroth order term,

O, = e Z [3[Rij 1] — RYry N 3[Ry - ri][Ry; - ;] — R [rs - rﬂ]
2 A IR [° [Rij[° 0
]75]; (E16)
77Mw22 {37“52—1‘1-2 3132l — X5 - X
2 AL Rl |Rijiz |
i

Given that this is of order 1/]Z;;|3, it follows that after identifying similar terms associated to the static electric-field
mode, the Hamiltonian approximating the internal electronic dynamics is given by the expression in Eq. (28), where
we have similarly used the Hessian matrix components Kj;...

Appendix F: Diagonalization of the external dynamics via phonon modes

In this appendix, we diagonalize the Hamiltonian governing the external vibrational dynamics, which is
N N
1 5  Muw?
ch = oM ;_1 Pl + 9 i;._l gu Kij;uQi;qu;uv (Fl)

where @Q;.,, and P;,, are the center of mass displacements and momenta. Recall that the Hessian matrix components
K;j.. are defined in terms of the generalized Hessian matrix components K;; by

zk‘?’ ZJ‘?).

N
Koo — i .
Kij = 5ij’Y2 — Kijio = 5ij72 — Kijy = % with Kij = Z (F2)

k=1
The generalized Hessian matrix is diagonalized by the generalized orthogonal matrix, the components of which are

Iip =Tipiz = Lipy = 'ip.. and satisfy

N
Zripn—q =d,, and ZKWFJP Ylsp. (F3)

The generalized dimensionless phonon mode frequencies -y, are related to the dimensionless phonon mode frequencies
Vp:u Via the relations

Tp;
Yo =1 " T = Ve = (F4)

For N < 3, the generalized dimensionless phonon mode frequencies 7, and the associated generalized orthogo-
nal matrix components I';, of the generalized Hessian matrix components K;; can be determined algebraically and
are [103]:

N=1 7 =0 r, = [1],

N=2 v =0, I‘lzﬁ[l, 1],
Ve =1, FQZ%[L —1],

N=3 73 =0, I‘lz%[l, 1, 1], (F5)
v =1, I‘gz%[l, 0, —1],
ﬁzg, ng%[l, -2, 1]



34

Here, we have employed the notation I', = [['1,, ..., Iy for the orthogonal vectors. For N > 3 we must,
however, obtain these numerically and from this make the following observations. First, we note that the (square of
the) generalized dimensionless phonon mode frequencies are strictly monotonically increasing with the mode index p.
As such, for any finite number of ions N, we have

2 2 2 2 2 2
Vpsz = Vpt+Lizs Vo =~ Tp+1 and Vpsz < Vpt15z: (FG)

Moreover, we find that the generalized dimensionless phonon mode frequencies associated to the first and second
modes, namely, the center of mass and breathing modes for which p = 1 and 2, respectively, are the only modes that
are independent of the number of ions V. Together, this immediately implies that for the axial modes that ’yg;z >0
since 77, = 1. However, in contrast, given that 'yim = 'yiy = ~2, this further suggests that, for a given number of
ions NV and anisotropy -, there is a critical radial mode index p* for which Ayg*;x = 'yg*;y < 0 (i.e., the frequencies of the
radial modes are imaginary). Physically, this implies that there is a critical anisotropy 7. = yn at which a structural
phase transition occurs whereby the ions reconfigure from a one- to a two-dimensional Coulomb crystal [111, 135].
Note that the deviation from the values given in Ref. [110] is due to the omission of the micromotion and coupling of
the electronic and vibrational degrees of freedom.

Expressed in terms of the phonon mode creation and annihilation operators ajm and ayp.,, the position (i.e.,
displacement) and momentum coordinates @Q;.,, and P;.,, are

V ’YP;U

where the characteristic length [ associated to the ions oscillations about their equilibria is given by

N N
1 .
Qisu = ZZ Fip;u[a;;;u + apiu] and Py =1Mwl Z Vpulipu [a;);u — apul,s (F7)
p=1 p=1

I= ) ——. (F8)

Substituting these into the expression for the external vibrational Hamiltonian and utilizing the defining identities for
the orthogonal matrix components I';,,,,, we then get

N
hw
Ao =5 DD Wt + apual,). (F9)

p=1 u
Exploiting the commutation relations of the bosonic creation and annihilation operators,
[ap;ma:;;u] = 0p,q0uv and [ap;maq;v} = [a;r;;uva:;;u] =0, (F10)

and neglecting the resultant constant term, which simply amounts to shifting the zero point energy of the oscillators,
yields the expression for the Hamiltonian of the external vibrational dynamics in Eq. (35).

Appendix G: Determination of the electric multipole matrix elements

In this appendix, we explicitly detail the analytic calculation of the angular matrix elements of spherical harmonics
using angular momentum algebra. Additionally, we briefly discuss the numeric computation of the radial matrix
elements. Since we treat the trapped Rydberg ions as distinguishable particles within the effective two-body approx-
imation, determining electric multipole matrix elements simply amounts to calculating single electron position-spin
wavefunctions [136]. As noted in App. A, the bound electronic quantum states can be represented in terms of the basis
In, 1, s, j,m;) with n, [, s, j, and m; the principal, orbital angular momentum, spin angular momentum, total angular
momentum, and total magnetic quantum numbers. This facilitates the decomposition of the electric multipole matrix
elements into the product of a radial and angular matrix element?,

<nl7 ll7 j/7 mj’ |7ﬁkYkmk (éa ¢)|n7 lvjv m]> = <nl7 l/aj/‘fk|na la ]><l/7 j/7 mj' D}kmk |l7ja m]> (Gl)

for integer k and myj where 7 is the radial position operator and Ykm"’ =Y (é, ) the spherical harmonic operator
of degree k and order my. Akin to App. A, we have omitted the spin angular momentum quantum number s = 1/2
where unnecessary.

3 To avoid ambiguity, we use the standard quantum mechanical hat notation to denote operators in this appendix.
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1. Numeric computation of radial matrix elements

The radial matrix elements are computed numerically using the radial wavefunctions ®,,;,;(r) which are themselves
computed numerically by solving the radial Schrédinger equation, see App. A. In particular, by inserting resolutions
of the identity over the radial coordinate basis (i.e., 1 = [drr2|r)(r|), the radial matrix element can be rewritten as

(01517 |n, 2, ) =/ drdr’ 2 (n! U, j'1r") (rln, 1, ) (' |75 ) Z/drrk[%'z'w]*q’nu- (G2)

To obtain the latter equality, we used the radial position operator eigenvalue equation 7|r) = r|r), recalled the
normalization of the radial coordinate basis states (r|r’) = §(r —7’)/r?, which allowed us to integrate over the radial
position 7/, and identified the radial wavefunctions ®,;; = ®ny;(r) = r(r|n, 1, j).

2. Analytic calculation of angular matrix elements

In contrast to the radial matrix elements, the angular matrix elements are calculated analytically using angular
momentum algebra [112]. To start, we insert resolutions of the identity over the orbital and spin angular momentum
bases (i.e., 1 = I,my, s,ms)l,my, s,ms|) such that we can write

mp,ms

<llv j/7 mj’D}kmk”’ja mj> = Z <Zlv my, 8/7 me |an mj/><la mp, Svms|ja mj><l/7 my, S/, ms"Yl:lk“a mp, 87m8>' (Gg)

MM, Mg, My Mgt

Here, we have used the Condon—Shortley phase convention, which guarantees that the Clebsch-Gordon coefficients
are strictly real (i.e., (j,m;|l,mi, s,ms) = (I, my, s,ms|j,m;)) [112]. Exploiting the separation of the orbital and spin
angular momentum basis states (i.e., |[, m;, s, ms) = |I,my)|s, ms)), the angular matrix elements follow as

<l/a j,7 m]/DA/kmk ‘lv.]?mj> = Z <l/5 myr, S,TTLSUI, mj/><l7mla Sams|j7mj><l,a ml'|Yk;mk|la ml>' (G4)

my,Ms, My

To obtain this, we noted that the inner product (s,ms|s’,my) = 0s5/0m,m_,, hence, the summation over the spin
magnetic quantum number my can be performed. Furthermore, we omitted the Kronecker delta 4, since here s =
s =1/2. We now insert resolutions of the identity over the angular coordinate bases (i.e., 1 = [[dfdesin 6|6, ©)0, ¢|)
such that the expression for the angular matrix element becomes

<l/a jl7 mg |Ykmk |l7j’ m]> = Z <l/a my, s, ms|j/a m]'><l7 my, S, ms|ja m]>
my,mg,my (G5)
X ////dé)dgod@'dcp’ sin 0 sin 0’ (I, my |0/, ) (0, |1, 1) (0, &' [V 10, ).

Since by definition the angular coordinate basis states are eigenstates of the spherical harmonic operator Ykm’“ 10, 0) =
Y,"*10, p) with ¥;""* the spherical harmonic function, the angular matrix element reduces to

(I 3" my |V | G,my) = Z (Uymyr, s, mslg’,my ) (L ma, s, msl7, mj>/ dfdesin [y, ] Y,y (G6)
my,ms,my

Note that in order to obtain this equality, we recalled the normalization of the angular coordinate basis states
0,00, ¢") = 6(60 —0)5(p — ¢')/sin6, then integrated over the angular coordinates 6’ and ¢, and identified the
spherical harmonics Y, (0, ¢) = (6, ¢|l,m;). Using the following integral identity, known as a Gaunt coefficient,

Tt 1 Tk < TR 2k+1 [2l+1
//dedgosine[Yl,’]Yk T g (L0 O 0) L,y | ), (a7)

the angular matrix element can be explicitly written only in terms of Clebsch-Gordon coefficients as

N 2k+1 [2[+1
Iy [y . N ’ / , . ./ , i )
(g, my Y, L 4,my) =4/ p \/21/+1<l,0,k‘,0\l ,0) g Tmy, s,ms|g', mg) (1, my, s,meglg, my) (@8)

my,mes,my

X <l,ml, k,mk\l', ml/>.
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We can further simplify this expression by exploiting the Clebsch-Gordon coefficients selection rules [112]. In par-
ticular, the angular matrix elements are only nonzero if the magnetic quantum numbers satisfy mj; = m; + my,
myp = my; +my —mg, and m; = m; — m,. This allows us to perform the sums over the orbital magnetic quantum
numbers m; and my and impose the constraint on the total magnetic quantum number mj = m; +my. Accordingly,
the nonzero angular matrix elements read

A 2k+1 [2l+1
U3 m; YR g, my) =4/ 1/ 1,0,k,0[l',0 U m; — My s|l7hm;
< IR +mk| k |7]7mj> Ar 21/+1<’ 5 vy ‘ ’ >Z< , M5 + my ms, S, M ‘]7mj +mk> (GQ)

ms

X (l,mj —myg, s,ms|j,m;) (1, mj —mg, k,mgll',m; +my —myg).
Note also that the angular momentum quantum numbers must additionally obey the triangle inequalities,
-kl <U'<l+k, ' —s| <j' <1 +s, I—s| <j<l+s, (G10)

where as usual the spin angular momentum quantum number s = 1/2.

Appendix H: Reduction of the interacting many-body Hamiltonian

In this appendix, we outline the reasoning behind the approximations made to derive the Hamiltonian in Eq. (60),
used to implement the entangling phase gate protocols. In particular, we investigate the relative strengths of the
interactions between the valence electrons and the electric potential of the linear Paul trap, excitation laser and
microwave modes, and other valence electrons.

Considering first the electron-trap interaction, it follows from selection rules that the matrix elements associated
to electric quadrupolar transitions are zero when the total angular momentum quantum number j = 1/2. Hence, the
only nonzero angular matrix elements are

1 1 1
1Y210) = 4/ — 1Y572)3) = 4/ — 21V, 214) = =/ —=
(AY7°10) == AT B =4/ (@Y71) o

/5 [ 1
YD) = —/ — 2|YD[2) = —/ =—
<|2|> 497'('7 <|2|> 207_[_7

where (n’|YZ|n) = (n|Y; 2|n’), since the angular matrix elements are strictly real by convention [112]. For a strontium
88SrT ion with principal quantum number n = 46 (cf. Ref. [1]), the associated radial matrix elements are

(H1)

(1]r2|0) = 3.58 x 1072 m?, (1|72|3) = —6.50 x 10~* m?, (2]r?|4) = —6.29 x 1072 m?,

H2
(1]r%1) = 3.03 x 1072 m?, (2|r%2) = 2.94 x 10719 m?, (F2)

where similarly (n’|r?|n) = (n|r?|n’), since the radial matrix elements are by convention strictly real. In current
experiments, typical trapping parameters are a ~ 10° Vm~! and 8 ~ 10" Vm~! [71] and , therefore, the magnitudes
of the on-diagonal matrix elements which cause levels to be shifted are

leB(1|[3r% — r?]|1)| = 2.77 x 10732 ], leB(2|[3r% — r?]|2)| = 1.89 x 10731 J. (H3)

These are, however, several orders of magnitude smaller compared to the energies of the j > 1/2 states (i.e., |1) and
12)),
E1=Ey25/2 = Eup,,, =295 x 1077 J, E> = Eg13/2 = Egp,,, = 1.11 x 10718 ], (H4)

and so can be neglected, henceforth. Similarly, the magnitudes of the off-diagonal matrix elements which cause levels
to be coupled are

lea(1][r? — r210)| = 2.09 x 107*° J, lea(1][r — r2][3)| = 3.80 x 10~ J,

H5
lea(2|[r? — r2][4)| = 3.29 x 10732 J, (H5)

which, likewise, can be ignored, hereafter. Notice that the magnitudes of the off-diagonal matrix elements within fine
structure manifolds (i.e., between states with the same principal n, orbital angular momentum [, and total angular
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momentum j quantum numbers, but different total magnetic m; quantum numbers) are still insignificant compared
to the energies,

lea(4D5 % ?|[r2 — r2]|4Dg 4 ?)| = 8.76 x 1077 J,
lea(6P574?|[r2 — r2]|6P4/3)| = 1.09 x 102 J.

x

(H6)

Note that the position-dependent modification to the static electric-field gradient S (i.e., the coefficient 2K;;) con-
tributes, however, not enough (e.g., for N = 120 we find that K;; < 103).

Let us now consider the electron-laser and electron-electron interactions, the matrix elements of which are electric
dipolar transitions. For the angular matrix elements, the only nonzero terms are

1 1
21Y;7H0) = 4/ — Y 4) = -/ —
@Y =y O =

(H7)
AV =y @YY =y @Y = -y
! 107’ ! 4z’ ! 6’
where, in contrast, (n’|Y;}|n) = — (n|¥; *|n’). The associated radial matrix elements are then
(2|r[0) = —7.18 x 10~ *? m, (O|r|4) = 7.96 x 10~ m,
(H8)

(1]r2) = —6.87 x 10~ 2 m, (2|r3) = 1.13 x 10~ 2 m, (3|r|4) = —6.37 x 10" % m

with (n’|r|n) = (n|r|n’). While the relative magnitude of the electric dipole transitions of the electron-laser inter-
actions are compensated for by the electric-field gradients Ej;.., those of the electron-electron interactions are not.
Therefore, in contrast to the former, we can neglect all contributions to the electric dipole-dipole interaction, except
for those between the Rydberg states |3), |4) since the associated radial matrix elements are negligible in comparison.
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