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Structure Factors for Hot Neutron Matter
from Ab Initio Lattice Simulations with High-Fidelity Chiral Interactions
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We present the first ab initio lattice calculations of spin and density correlations in hot neutron matter using
high-fidelity interactions at next-to-next-to-next-to-leading order (N3LO) in chiral effective field theory. These
correlations have a large impact on neutrino heating and shock revival in core-collapse supernovae and are
encapsulated in functions called structure factors. Unfortunately, calculations of structure factors using high-
fidelity chiral interactions were well out of reach using existing computational methods. In this work, we solve
the problem using a computational approach called the rank-one operator (RO) method. The RO method is a
general technique with broad applications to simulations of fermionic many-body systems. It solves the problem
of exponential scaling of computational effort when using perturbation theory for higher-body operators and
higher-order corrections. Using the RO method, we compute the vector and axial static structure factors for
hot neutron matter as a function of temperature and density. The ab initio lattice results are in good agreement
with virial expansion calculations at low densities but are more reliable at higher densities. Random phase
approximation codes used to estimate neutrino opacity in core-collapse supernovae simulations can now be

calibrated with ab initio lattice calculations.

Introduction. Core-collapse supernovae (CCSNe) are
catastrophic events heralding the death of massive stars. Un-
der enormous gravitational pressure, the nickel-iron core con-
verts to neutron-rich matter via inverse beta decay. This re-
sults in an infall of stellar matter followed by a violent re-
bound from the ultradense core. Meanwhile, copious numbers
of neutrinos are produced. This neutrino flux provides energy
to the shock wave and increases the likelihood of an explosion.
Since the neutrino-nucleon scattering rates are greatly modi-
fied by the spin and density correlations in neutron-rich mat-
ter, understanding these correlations is important for modeling
CCSNe explosions [1-4]. Early efforts in studying in-medium
neutrino-nucleon scattering have used mean field methods
such as the Hartree-Fock (HF) and random phase approxima-
tions (RPA) [5-8]. Extended virial expansions provide model-
independent predictions in the limit of low densities and high
temperatures [7—11].

More recently, ab initio lattice calculations of neutron mat-
ter and its structure factors were performed using pionless ef-
fective field theory at leading order, both in the limit of infi-
nite scattering length [12] and at the physical scattering length
[13]. These calculations are suitable for environments where
the neutrons have momenta less than 100 MeV. We are using
natural units where the speed of light, ¢, reduced Planck con-
stant, i, and Boltzmann constant, kg, are set to unity. In or-
der to describe neutron matter at densities and temperatures

relevant for CCSNe, a good description of nucleons up to
300 MeV momenta is needed. The standard theoretical frame-
work for this regime is provided by chiral effective field theory
(xEFT), where the forces mediated by the exchange of pions
are treated explicitly [14, 15].

Recent advances in chiral effective field theory interactions
and advanced quantum many-body methods have pushed for-
ward the frontiers of ab initio nuclear calculations. Calcula-
tions are now possible for light nuclei [16-21], medium-mass
[22-26], and heavy nuclei [27], nuclear matter [28—31] as well
as finite temperature systems [32—37]. In this work, we com-
pute the spin and density correlations in neutron matter at var-
ious temperatures and densities using lattice chiral effective
field theory at next-to-next-to-next-to leading order (N3LO).
Such N3LO lattice calculations were previously not possible
due to the many perturbation theory corrections required and
the lack of a practical method for computing the corrections
efficiently.

In this work, we introduce a new computational approach
called the rank-one operator (RO) method. In many-body the-
ory, rank-one operators are one-body operators where one cre-
ation operator multiplies one annihilation operator. As we
will show, rank-one operators are special since they can be
inserted into auxiliary-field Monte Carlo calculations without
the need to compute derivatives with respect to parameters.
The RO method uses this property of rank-one operators to



solve the problem of exponential scaling of computational ef-
fort when using perturbation theory for higher-body opera-
tors and higher-order corrections. It can be used with Monte
Carlo calculations of fermionic systems in nuclear physics,
condensed matter, ultracold atomic gases, and quantum chem-
istry.

Methods. Nuclear lattice effective theory (NLEFT) is an
ab initio method that combines effective field theory with lat-
tice Monte Carlo (MC) simulations [16, 23, 35, 38-44]. The
use of unrestricted Monte Carlo simulations allows for inves-
tigations of strong many-body correlations such as clustering
[43, 45, 46]. Moreover, the pinhole trace algorithm [35] al-
lows for ab initio calculations of nuclear thermodynamics.

For fixed neutron number N and temperature 7', the ex-
pectation value of an observable O in the canonical ensemble
(CE) is given by
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where 5 = T~! is the inverse of temperature, H is the Hamil-
tonian, and Try is the trace over all the [V-neutron states. The
canonical partition function Z(3, N), can be written explic-
itly in the single-particle basis ¢; = (n;, 04, 7;) as
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with m; an integer triplet specifying the lattice coordinates,
o; is the spin, and 7; = —1/2 is the isospin for neutrons.

To update and sum over initial/final states we implement the
pinhole trace algorithm described in Ref. [35].

We break up the exponential exp(—SH) as a product of
transfer matrices, which are just short-time exponentials for
each lattice time step. In the auxiliary field formalism, the
transfer matrices depend on the auxiliary fields and pion fields
[16, 39]. The transfer matrix M (n;) corresponds to time step
ns. If we use L; total time steps, then we get a product of
the form M (L; — 1) --- M(0). We use the shuttle algorithm
described in Ref. [23] to update the auxiliary fields and pion
fields.

It is also convenient to consider the partition function for
the grand canonical ensemble (GCE),

Z(B,ne) =) N Z(B,N), 3)
N

where p is chemical potential. The expectation of an opera-
tor in the GCE can be evaluated as
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where wy is the normalized neutron number probability.
This distribution function wy can be obtained by calculat-
ing CE partition function Z(3, N) = e #F(8:N) where the
free energy F'(5, N) is the integration of the CE chemical

potential (3, n) from an Ny-particle system, F'(3,N) =

F(B8,No) + fl{l\f) w(B,n)dn. We use the Widom insertion
method [35, 47, 48] to calculate the CE chemical potential
1(B,n). Further details are presented in the Supplemental
Material.

A primary challenge for NLEFT calculations is the Monte
Carlo sign problem, caused by cancellations between positive
and negative amplitudes. In order to mitigate this problem, we
start from a simple interaction with no significant sign oscil-
lations and use the perturbation theory to implement the dif-
ference between the simple interaction and the high-fidelity
interaction. Perturbative calculations up to the second or-
der correction in the energy have been implemented in lat-
tice quantum Monte Carlo (QMC) simulations [44]. In this
work we perform the first order perturbation to bridge the gap
between simple and high-fidelity chiral interactions, however
we greatly accelerate the convergence of perturbation theory
using high-fidelity interactions generated using the method of
wave function matching as described in Ref. [49].

In the auxiliary field formalism, we work with Slater de-
terminant wave functions and transfer matrices M (n;) that
consist of exponentials of one-body operators that are normal
ordered so that annihilation operators are on the right and cre-
ation operators are on the left. As a result, the many-body am-
plitude equals the matrix determinant of the single-nucleon
amplitudes. At zeroth order in perturbation theory, we sim-
ply replace each M (n;) by the unperturbed transfer matrix
M©)(n;). In order to calculate perturbation theory correc-
tions, we introduce additional terms into the transfer matrices,

M(ns) = M (ny) + Zte(”t)Oe e &)
0

where each Oy is a normal-ordered one-body operator. We
can insert the operator Oy wherever desired by taking the
derivative with respect to the corresponding parameter tg ()
and setting all such parameters to zero thereafter. In this man-
ner, we can build higher-body operators from products of the
one-body operators Oy and compute corrections to any order
in perturbation theory.

Unfortunately, the severe computational challenge one
faces is that taking k such derivatives requires O(2¥) terms.
The exponential scaling is readily seen when one calculates
the derivatives using finite differences. Each finite difference
requires a forward and backward step, and this produces 2*
terms for k derivatives. The Jacobi formulas for derivatives
of matrix determinants [39] allows us to calculate the deriva-
tives exactly without finite differences, however the scaling of
computational effort is still O(2*).

The RO method avoids this exponential scaling by using
one-body operators Oy that have the form Fl, F,,, where F, is
the annihilation operator for nucleon orbital a and F(I, is the
creation operator for nucleon orbital /. Since F, can only
annihilate one nucleon and Fl, can only create one nucleon,
it is a rank-one operator. We conclude that the amplitude has
no terms that contain more than one power of the coefficient
tg(n:). Instead of inserting Oy by taking the derivative with



respect to tg(n;), we can simply take ty(n;) to be very large
and divide the amplitude by ¢9(n;). Since this requires the
calculation of one amplitude rather than two amplitudes, the
problem of exponential scaling is solved.

Static structure factors are Fourier transforms of the fluctu-
ations of the spin and density correlation functions. Let p and
0. be the particle density and spin density operators, respec-
tively. Let p° be the average particle density and p! be the
average spin density. Here we consider unpolarized neutron
matter where pg equals zero. On the lattice, the vector and
axial static structure factors can be written as

Su(@) = 75 3™ [(p(n + w)pl)) — ()]
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where 1, n/ represents coordinate on a L3 cubic lattice. The
expectation values of these two-body density correlation oper-
ators in Eq. (6) are calculated using the RO formalism. Further
details can be found in Supplemental Materials [50].

Results. 'We perform simulations on L3 = 63,73,83 cu-
bic lattices with spatial lattice spacing a = 1/(150 MeV) =
1.32 fm and temporal lattice spacing a; = 1/(1000 MeV).
Following the strategy in Ref. [35], we use twist-averaged
boundary conditions to eliminate finite volume effects and
accelerate the convergence to the thermodynamic limit. For
twist angle 6; along each spatial direction i, the possible lat-
tice momenta are 27n; /L + 6,/ L, with some integer n; . The
averaging over all possible twist angles 6; is done by Monte
Carlo sampling.

In Fig. 1 we present NLEFT results in the GCE for the
static structure factors S and S, in the long wavelength limit,
q — 0. The results are calculated at a temperature of 20 MeV
and plotted as a function of density. We show lattice results
corresponding to the high-fidelity N3LO chiral interaction
generated using wave function matching (WFM) [49]. For
comparison, we show results obtained with RPA calculations
using NRAPR [51], SGII [52], SVmin [53] and UNEDF [54]
Skyrme interactions. We also show several virial expansion
calculations, which we now discuss.

The virial expansion is an expansion in powers of the fugac-
ity z = exp(p/T'). We also make use of an approximate ide-
alization of pure neutron matter called the unitary limit, where
the interaction range is zero and the the scattering length is in-
finite. The results labelled as Virial2 in Fig. 1 corresponds to
the virial expansion at 2nd order, using physically observed
data for the interactions between neutrons [8]. The Virial4
[Unitary] results show virial expansions for the unitary Fermi
gas results at 4th order [9]. Higher-order virial coefficients
corresponding to physical neutrons are not currently available.
The Virial4 [Mix] results corresponds to a hybrid virial calcu-
lation where the 2nd-order terms correspond to physical neu-
trons but the 3rd- and the 4th-order terms are associated with
the unitary limit. The error bands on the Virial4 results are
associated with uncertainties in the 4th-order virial coefficient
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FIG. 1. Calculated static structure factors of S, and S, at the long-
wavelength limit (¢ — 0) with 7' = 20 MeV. Virial2 denotes
2nd-order virial calculations using physical neutron data. Virial4
[Unitary] corresponds to 4th virial calculations for the unitary limit.
Virial4 [Mix] is a hybrid of the two, with the 2nd-order term for phys-
ical neutrons and the 3rd- and 4th-order terms for the unitary limit.
The RPA calculations are carried out with four different interactions
(NRAPR, SGII, SVmin and UNEDF). WEM(N3LO) represents the
NLEFT calculations with the wave function matching N3LO inter-
action.

in the unitary limit. The significant difference between Virial4
[Unitary] and Virial4 [Mix] shows that even a minor change to
the interaction has a significant effect on the vector and axial
static structure factors.

In the very low-density region, the lattice results are in
agreement with both Virial2 and Virial4 [Mix]. For larger den-
sities, the wide difference between Virial2 and Virial4 [Mix]
shows that the order-by-order convergence of the virial ex-
pansion is slow. Further details are discussed in the Supple-
mental Material. The Virial4 [Unitary] results intersect with
the lattice results near density 0.030 fm—2. However, the de-
viations with the lattice results can be as large as ~ 25% at
n ~ 0.053 fm ™~ and ~ 5% at n & 0.015 fm > for S,.

The RPA calculations provide self-consistent yet model-
dependent calculations of structure factors not only for pure
neutron matter but also for beta-equilibrium matter in a wide
range of densities and temperatures [55]. The UNEDF in-
teraction has quantified uncertainties of the Skyrme interac-
tions, and we generate an error band of RPA S, correspond-
ing to these uncertainties. In the axial current channel, we
present RPA calculations for NRAPR and SGII, interactions



TABLE I. Calculated grand canonical ensemble fugacity z, density
p [fm ™3], pressure p [MeV/fm®] with different chemical potential
[MeV] at T = 20 MeV.

L 2378 —16.58 —10.787 —6.450 —2.828
z 03045 04365 05831 07243  0.8682
p x100 1.4274(4) 2.122(1) 2.961(1) 3.758(1) 4.560(1)

D 0.2458(1) 0.3618(1) 0.4901(1) 0.6287(1) 0.7737(2)

for which the problem of Skyrme interaction spin instabilities
do not appear for densities lower than the saturation density of
nuclear matter. In both the vector and axial current channels,
we note that the structure factors for some of the RPA calcu-
lations are in reasonable agreement with the lattice calcula-
tions. In the Supplemental Material, we use the lattice results
to calibrate the Skyrme interactions used in the RPA calcula-
tions and make predictions for the neutrino inverse mean free
path. Several corresponding results for the chemical potential,
fugacity, density and pressure are listed in Table I. The uncer-
tainties shown in the graphs and the table are stochastic errors
only. We discuss systematic errors at the end of this section.
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FIG. 2. Calculated momentum dependent neutron matter structure
factors Sy and S, at T = 10 MeV. WFM(N3LO) represents the
NLEFT calculations with the wave function matching N3LO in-
teraction. The insert figure shows calculated chemical potentials
of CE systems which are used for the construction of GCE at the
chemical potential ue = —2.54 MeV and the density pg =
0.01758(4) fm™3,

In Fig. 2, we present the momentum-dependent structure
factor calculations at a temperature of 10 MeV in the GCE
at density pg = 0.018 fm~3. The lattice cutoff momentum
is m/a = 470 MeV, and so the lattice results are most reli-
able for momenta smaller than this momentum scale. Never-
theless, the lattice results show the expected high-momentum
behavior. Both S, and S, should equal the system density at
large momenta, S, (¢ — 00) = Sa(q¢ — o©) = p.

At long wavelengths, S, and S, have opposite trends.

We also present the calculated chemical potentials of 20 CE
systems in the inset of Fig. 2, which are used to construct
this GCE system. The many-body corrections on the neu-
tral current neutrino-nucleon interactions in CCSNe are usu-
ally estimated in the long wavelength limit, which is justified
since the typical momentum transfer by scattered neutrinos is
small compared to the thermal nucleon momentum 6M T,
where M is the nucleon mass. Note by applying exact dy-
namic structure factors in the calculation, the neutral current
neutrino-nucleon scattering rates have small but noticeable
deviations from the ones estimated in long wavelength limit
[56]. Our ab initio calculations at finite momentum transfer
provide benchmarks for the calculation of dynamic structure
factors of pure neutron matter at finite temperatures.

In addition to the statistical errors reported for the lattice
results, we estimate an overall systematic uncertainty at the
5% level. The largest sources of systematic errors are due to
finite system size errors, uncertainties in the nuclear interac-
tion, and an approximation made in neglecting the numeri-
cally small higher-order corrections to the chemical potential,
as discussed in the Supplemental Material. The finite system
size error was obtained by analyzing the density and pressure
with different box sizes. The errors due to uncertainties in the
nuclear interaction and the neglected higher-order corrections
to the chemical potential were performed by comparing re-
sults from calculations at different chiral orders in the canon-
ical ensemble.

Summary. We have performed the first ab initio calcula-
tion of structure factors for hot neutron matter using high-
fidelity chiral interactions at N3LO. The lattice results of vec-
tor and axial structure factors are in good agreement with
virial expansions at low densities. The lattice predictions as
a function of density, temperature, and momentum transfer
provide valuable benchmarks for calibrating RPA and other
models commonly used in supernovae simulations. This is
detailed in Supplemental Materials and further studies are
planned in the future.

We have introduced a new computational approach called
the rank-one operator method to perform the calculations
presented in this work. The rank-one operator method
should have immediate applications to Monte Carlo simula-
tions for nearly any quantum many-body systems composed
of fermions. With new technologies such as wave function
matching available to accelerate the convergence of perturba-
tion theory, one has the possibility of avoiding Monte Carlo
sign problems for a large class of fermionic many-body sys-
tems. The new computational paradigm requires computing
amplitudes with multiple insertions of higher-body operators,
and the rank-one operator method is ideally suited for this pur-
pose.
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SUPPLEMENTAL MATERIAL

A. Wave function matching and YEFT Hamiltonian

In our lattice calculations, we use wave function matching [1] and perturbation theory to mitigate the Monte Carlo “sign
problem”. Starting from the high-fidelity yEFT Hamiltonian H, wave function matching performs a unitary transformation
to create a new high-fidelity Hamiltonian H’ such that wave functions at short distances match that of a simple Hamiltonian
H*. This unitary transformation can provide a rapidly converging expansion in powers of the difference H’ — H*. It has been
shown that a Hamiltonian with Wigner’s SU(4) symmetry will be positive definite and has no sign problem [2]. Thus, the simple
Hamiltonian H° can be constructed with approximate SU(4) symmetry, and the gap H' — H* can be filled by lattice perturbation
theory.

We choose a leading-order YEFT interaction for the simple Hamiltonian [1, 3],

H° =K+ chU4 Z ) Ve, X.1)

where K is the kinetic term with nucleon mass m = 938.92 MeV and the :: symbols mean normal ordering, where annihilation
operators are on the right and creation operators are on the left. p is the density operator for nucleons with local and non-local
smearing,

pn)= Y @l magn)+se Y al(n)ay (). (X.2)

4,7=0,1 |n—n'|=11,j=0,1

The non-locally smeared annihilation and creation operators, @ and &', with spin i = 0,1 (up, down) and isospin j = 0,1
(proton, neutron) indices are defined as,

aij(n) = a;5(n) + snL Z a;; (n'). (X.3)

In/—n|=1

We use local smearing parameter s;, = 0.07 and non-local smearing parameter snr, = 0.5.
In addition to the short-range SU(4) symmetric interaction, there is also the one-pion-exchange (OPE) potential appearing at
the leading order,

2

g
ViEs = _87}?2 S itpsa () fsrs (0 —mn)psi(n) (X.4)
™ n'n,S",S,1
2
Vé\: = —Cﬁ% Z tpsg(n) fT(n' —n)psi(n) (X.5)

™ n’,n,S,I
where C is defined as,

o2 3 2 /A2
. :_AW (AZ — 202 )+2fM3§;(p (M2/AZ) exfc (Mg /Ax ) X.6)

We regularize the OPE potential by a Gaussian form factor in momentum space [4]. Here f™ is a local regulator in momentum
space,

/T —n) ngeﬂq o) (a/, (X7)

and fgs g is the locally-regulated pion correlation function,

2 2 2
qS/qSe q( ) (q +M7\’)/A7\’
.fs’ (n - n L3 Z 2 + M2 ) (X8)




where L is the length of our cubic box and momentum components gs on the lattice are integers multiplied by 27 /L. Finally,
ps,1 1s the spin- and isospin-dependent density operator for nucleons,

psrm)= > al;m)losli o] ay i (n)
1,7,4,7'=0,1
DY o al ) [osli lorjy g g (@), (X.9)

In—n'|=1 4,j,i’,j'=0,1

where og are Pauli matrices in spin space and 77 are Pauli matrices in isospin space.

In the equations above, g4 = 1.287 is the axial-vector coupling constant (corrected for the Goldberger-Treiman discrepancy),
F, = 92.2 MeV is the pion decay constants, and M, = 134.98 MeV is the (neutral) pion mass. The interaction given in
Eq. (X.5) is a counterterm introduced to remove the short-range singularity from the one-pion exchange potential. In the simple
Hamiltonian, we set A, = 180 MeV and C, = 0, and we treat the difference V>0 MV — Vs 280 MV and the OPEP

counterterm VCA: in perturbation theory where A = b v % More details can be found in Refs. [1, 3, 5].
The high-fidelity Y EFT Hamiltonian at N3LO has the form,

3 4 4 4 4
H =K+ Vg + V& + Voou + Vay + Vox + Wik + Vamwen + Wak wen (X.10)

3 4
where Vo, is the Coulomb potential, Vj% is the three-body potential, V;?\I corresponds to the two-body short-range interactions

4 4
at N3LO, WQ% gives the two-body Galilean invariance restoration (GIR) interactions at N3LO, V2%7WFM is the wave function
4
matching interaction, and W;QN wru 18 the GIR correction to the wave function matching interaction. It should be mentioned

that the contribution from WQ(‘%\? wru 18 negligible while the computational cost is large, and we do not include it in our neutron
matter simulations. 7

We perform our calculations using lattice spacing a = 1.32 fm, and we determine the low-energy constants (LECs) of the 2N
short-range interaction up to N3LO of xEFT by reproducing the neutron-proton scattering phase shifts and mixing angles of the
Nijmegen partial wave analysis (PWA) [6]. The lattice spacing of a = 1.32 fm corresponds to the momentum space cutoff of
470 MeV, which corresponds to the resolution scale at which the hidden spin-isospin symmetry of the NN interactions is best
fulfilled [7]. More details are discussed in the Supplemental Material of Ref. [1].

B. Jacobi formulas

In the auxiliary field formalism, the transfer matrices M (n;) consist of normal-ordered exponentials of one-body operators
and the resulting wave functions are Slater determinants. The many-body amplitude therefore equals the matrix determinant of
the single-nucleon amplitudes. At zeroth order in perturbation theory, we replace each M (n;) by the unperturbed transfer matrix
M© (n:). When calculating perturbation theory corrections, we introduce additional terms into the transfer matrices,

M(ny) = MO (ny) +> to(ni)Op- - , (X.11)
6

where each Oy is a normal-ordered one-body operator. We can now insert the operator Oy anywhere desired by taking the
derivative with respect to the corresponding parameter to(n;).

Let M be the matrix of single-nucleon amplitudes without any operator insertions. Let M[Op] be the new matrix of single-
nucleon amplitudes we obtain by inserting Oy at some time step n;. In the following, it is convenient to work with the normal-
ordered exponential : exp(tOp) :. The Jacobi identity is a general formula for the derivative of the determinant of a matrix,

i[det A(t)] = det A(t) - tr[A1(¢) - iA(t)]. (X.12)
dt dt
Using the Jacobi formula, we have
det M[0g] = ddetM[:;:p(tO") d ‘t_o = det M tr{ M~ M[0y]}. (X.13)

For the normal-ordered two-body operator, : O,Op :, we use the normal-ordered exponential : exp{t,O, + tgOp} : and
calculate derivatives with respect to « and 3. The second-order Jacobi formula can be used,

B;,,0;, [det A] = det A[tr (A0, A) tr (A10;, A) — tr (A710,, AA™'0,, A) + tr (A710;,0;, A)]. (X.14)



An analogous procedure can be used for second-order perturbation theory where we insert O, and Og at two different locations.
In that case, : exp{@O,} : and : exp{303} : are inserted at different time steps, but the same second-order Jacobi formula
applies. In the auxiliary-field formalism, higher-body operators and higher-order terms in perturbation theory are treated in a
similar manner.

Unfortunately, the higher-order Jacobi formulas grow exponentially in complexity. Let k be the total number of one-body
operator insertions. At order &, the number of amplitudes that need to be computed scales as O(2¥). If we use finite differences
instead to compute the derivatives numerically, we also get O(2*) scaling for the number of amplitudes required. In this work,
we need to insert a two-body operator for the structure factor observable as well as two- and three-body YEFT operators at
first-order in perturbation theory. Such calculations require up to k¥ = 5 one-body operator insertions and cannot be performed
with high accuracy using current computational resources.

C. Rank-one operator method

The RO operator avoids this exponential scaling by using one-body operators Oy that have the form FQT,FQ, where Fy, is the
annihilation operator for nucleon orbital o and Fot, is the creation operator for nucleon orbital /. Since F,, can only annihilate
one nucleon and Fl, can only create one nucleon, it is an operator with rank one. We conclude that the insertion of normal-order
exponential : exp(tF, ;Fa) : yields

M[: exp(tFl Fy) i) = C+ tMIFL Fy). (X.15)

The absence of higher-order powers of ¢ allows us compute the M [F(I, F,] very easily by taking the limit of large ¢ and dividing
by t,

1
MIF!,F,] = Jim —M(: exp(tF F,) 1. (X.16)
L— 00
We can apply the RO method to the insertion of two-body operators in a similar manner. We have the formula

M[F}, Fo, Fl, Fu,) = Jim T iM[: exp(t1F), Fa, + t2F), Fa,) . (X.17)
We see that the number of amplitudes does not grow with the number of one-body operators, k.

The RO method can be used entirely by itself or it can be used in some combination of Jacobi formulas and/or numerical
derivatives. In this work, we combine the RO method and numerical derivative method for the two-body observables and use the
Jacobi formula to handle the perturbative corrections from the higher-order chiral interactions. As an example, let us consider
the normal-ordered two-body density correlation function, (: p(n+n')s(n’) :). We treat 5(n’) using the RO formalism (in spin
and isospin space) and handle 4(n + n’) using numerical derivatives,

M p(n+n/)p(n) ] = lim M{: expltpi;(n') + ep(n +n')] :} — M{: exp[tp;;(n')] }

e—0 “— te
t—oo g

(X.18)

The treatment of the perturbative corrections to M{: exp[tp;;(n’) + ep(n + n’)] :} and M{: exp[tp;;(n’)] :} from the
high-fidelity interactions are handled using Jacobi formulas.

D. RPA calculations of neutrino inverse mean free paths calibrated by lattice results

Comparing to the virial expansion which has difficulties in achieving convergence at high densities, the NLEFT calculations
calculate the structure factors with uncertainty quantification at all densities and serve as an ideal benchmark for calibrating the
RPA calculation of neutrino opacities in both CCSNe and binary neutron star mergers. In the following, we perform the first
Bayesian inference of Skyrme models using ab initio lattice calculations as constraints.

In our Bayesian inference, the posterior distribution of quantity @ is:

Py (q) = / 5lQ({r}) — dL{p}) Porior({p}) d{p}, (X.19)



where ¢ is a specific realization of ) and {p} are parameters in Skyrme models. The likelihood £ is written as

LGexp{_w}, x20)
k

2
20},

where my({p}) denotes the kth constraint in the Bayesian inference of Skyrme models, dj, is the mean and finally oy, is the
uncertainty of this constraint. In this case, the constraints include the charge radius and the binding energy of three representative
nuclei (48Ca, 9°Zr, 208Pb), the charge and the weak form factors of “®Ca and 2°* Pb measured by CREX and PREX, and finally,
the S, and S, calculated by NLEFT at 7 different densities. Given the posterior distribution of Skyrme models, we are able to
calculate the probability distribution of structure factors based on the RPA methods explained in section H.

Since the axial current interaction contributes approximately 75% of the neutrino opacity and has relatively large uncertainties,
in the following we focus on the structure factors and the neutrino inverse mean free path in the axial current channel. We present
the posterior distribution of S, and IMPF,, with (the grey band) and without (the orange band) NLEFT constraints, and the
IMPF,, = 2G%g2E?nS,(n)/m. As one may easily observe in Fig. X.1, comparing to the probability distribution without
NLEFT constraints, the structure factor S, and the axial neutrino inverse mean free path constrained by lattice calculations
significantly decreases and their uncertainties are much smaller.

0.0025
07 = Sa_lattice
06 — 00020 [ = Sky_Sa_lattice_Constraint
E?; E == Sky_Sa_no_Lattice_Constrai
205 %0.0015
& o
= Sa_lattice w
0.4 =
= Sky_Sa_lattice_Constraint 0001 0 [
03 [ == Sky_Sa_no_Lattice_Constraint
‘ ‘ ‘ ‘ 0.0005 : : : : :
0.01 0.02 0.03 0.04 0.05 0.06 0.01 0.02 003 004 0.05 0.06
n [fm~] n [fm™]

Figure X.1. The axial current structure factors as well as the neutrino inverse mean free path contributed by the axial current reactions. The
orange and the grey band represent results coming from Bayesian inference without and with NLEFT constraints, and the red solid curve
represents the NLEFT calculations.

Table X.1. The mean and uncertainties of the charge radii and binding energies per nucleon of “®Ca, %°Zr, 2°Pb from Bayesian inference.
The values in parentheses are experimental data.

Rep [fm] Binding energy per nucleon [MeV]
8Ca  3.43+£0.012 (3.48) 9.93 +£0.23 (8.66)
07r  4.20 4+ 0.013 (4.27) 9.69 +0.18 (8.71)
208p, 550 £0.015 (5.5) 8.204+0.14 (7.87)

From Tab. X.1, we find that after including the NLEFT constraints, the Skyrme models can still reasonably describe the
charge radii of various nuclei. However, the binding energies predicted by these models are slightly higher than the experimental
measurements. This may indicate a minor tension between the description of nuclei binding energies and the axial current
structure factors, which will be studied in our future work.

Finally, we have studied the Pearson correlations between the axial structure factors of pure neutron matter and the axial
structure factors of dense matter at finite proton fractions, which are calculated based on the Skyrme models and the RPA
method. As one may observe in Fig. X.2, the correlations between the S, of pure neutron matter and the S, of matter at low
Y, are strong at all densities, which indicate that NLEFT lattice calculations performed at pure neutron matter may strongly
constrain the calculations of structure factors of neutron-rich matter that are relevant to the environment in CCSNe and binary
neutron star mergers, in the framework of NLEFT-calibrated RPA method. In the future, lattice calculations with nonzero proton
fraction will also be performed to provide additional calibration tools of RPA calculations and CCSNe simulations.
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Figure X.2. Pearson correlation between the axial current structure factors of pure neutron matter and the axial current structure factors of
dense matter at finite proton fractions

E. Grand canonical ensemble benchmarks for a free Fermi gas

As noted in the main text, observables in the grand canonical ensemble (GCE) can be calculated using a series of canonical
ensembles (CE) with a weight distribution wy = efre¥N % In the thermodynamic limit, wy will have a Gaussian
dependence near its maximum. We take the derivative of wy with respect to N and obtain,

0

ToWN =

N wNa—N[/JGNﬂ—ﬁF(N)]

=wnB e — p(N)].

This means that the Gaussian function will have the maximum when pg = p(N), where p(N) is the N-particle CE chemical
potential. In our lattice calculation, the CE chemical potential is calculated using the Widom insertion method [8—10].

We can benchmark these calculations for a free Fermi gas of neutrons. In the grand canonical ensemble, the particle number
of free Fermi gas can be obtained from the integral of the level density with the Fermi-Dirac distribution,

(X.21)

A
ple)
— P de= X.22
/0 T et 4= *:22)
where A = (7/a)?/(2m) is the energy cutoff imposed by the lattice spacing a [10]. Its level density can be obtained using

dN 1

e B . X.23
p(E) TE = 273 mVV2mE (X.23)

In Fig. X.3, we show the free neutron gas results for an L?> = 63 lattice box at 7" = 10 MeV. The left panel shows the CE
chemical potential at different densities and the inset shows the CE weight distribution for the GCE with yug = 17.8 MeV. In
the right panel, we show the expectation values of the GCE particle number and benchmark them against the analytical solution
in Eq. (X.22). We find a nice agreement between calculated GCE particle numbers and that from the analytical solutions. The
small deviation in the last few points can be resolved by including more CE systems.

F. Perturbation theory corrections to the static structure factors

To verify the corrections from the first-order perturbation theory to the structure factors, we perform lattice calculations with
a simple Hamiltonian of the form

1 ~
H =K+ esua ) p(n) (X.24)
n
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Figure X.3. Free Fermi gas chemical potentials are shown in the left panel. The insert figure shows the weight distribution wy of CE systems
for a GCE system at ¢ = 17.8 MeV. The right panel shows the comparison of the calculated GCE particle number (red dots) and the analytical
calculation (solid line).

where K is the kinetic term. This simple Hamiltonian allows us to do fully non-perturbative lattice calculations without any
sign oscillations. For our benchmark calculations, we introduce a parameter x that divides the original Hamiltonian [ into a
non-perturbative part (see also Ref. [11]),

1 .
Hy=K+(1—1z) x CsU zn: :p2(n) 1, (X.25)
and a perturbative correction,
Hy—2x S > () (X.26)
5 CsU4 2 : T, .

We note that for any value of x, H = Hy + H1, and the parameter x controls the size of the H; term.
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Figure X.4. Calculated CE static vector structure factor S, with the full Hamiltonian H (solid line), with Hy only (dotted line), and with
Ho + Hi where H; is included at first-order in perturbation theory (dot-dashed line).

In Fig. X4 and Fig. X.5, we show the momentum-dependence of S, and S, at " = 10 MeV in the canonical ensemble.
The first-order perturbation theory calculation for S, and S, are benchmarked against results obtained with non-perturbative
calculations using the full Hamiltonian H = Hy + H;. We see that S, and S, for Hy (dotted lines) are diverging from the “full”
Hamiltonian results (solid lines) as we increase x. Nevertheless, the perturbation theory results S, /,[Ho + (H;)'] (dot-dashed
lines) agree quite nicely with the “full” Hamiltonian results. For the axial structure factor, only a small discrepancy happens at
x = 0.8 where Hy, is quite different from H.



1.0

0.8}
0.6}
Q. 0.4
2
»
Lo x=0.5 [ x=0.8 —
0.8} o
_ — Sa/plH]
0.6F T=10 MeV_3 L S./plHo]
p =0.024 fm SalplHo + (H1)']
0.4 % , , , [ ¥ , , ,
0 200 400 600 0 200 400 600
q [MeV]

Figure X.5. Calculated CE static axial structure factor S,, with the full Hamiltonian H (solid line), with Hp only (dotted line), and with
Ho + Hi where H; is included at first-order in perturbation theory (dot-dashed line).

G. Perturbation theory corrections to the chemical potential

We use the Widom insertion method [10] to compute differences in the free energy and calculate the chemical potential. In
Table X.2 we show results at different orders in the chiral expansion at 77 = 10 MeV in the canonical ensemble for a range
of densities. H*° corresponds to the Hamiltonian of Eq. X.1, which is used for non-perturbative calculations. Q°, Q2 and Q*
represents different orders in the YEFT expansion. WEM(N3LO) includes wave function matching corrections at N3LO. It
should be mentioned that H* is similar to Q° which contains one-pion exchange and two S-wave contact interactions. However,
to reduce the sign problem, H*° has a softer regulator for the one-pion exchange and does not include the counterterm of
Eq. (X.5). See Ref. [1] for more details. The differences between H* and high-fidelity YEFT interactions are treated in
perturbation theory.

We observe that the chemical potentials at different orders in YEFT along with non-perturbative H* all agree with each other
within stochastic error bars. This is most likely due to the fact that all of the interactions have approximately the same S-wave
phase shifts. Given the negligible variation in the chemical potential from the perturbative corrections, we have simplified our
lattice calculations by neglecting these small differences in the chemical potentials and using the H* results.

Table X.2. Perturbation calculation of chemical potentials 1 at T = 10 MeV. H® corresponds to the Hamiltonian of Eq. X.1, which is used
for non-perturbative calculations. Q°, Q% and Q* represents different order in the YEFT expansion. WEM(N3LO) includes the corrections
from wave function matching at N3LO, corresponding to Eq. X.10.

density [fm°] HS Q° Q? Q! WEM(N3LO)
0.012 —4.732(24) —4.706(24) —4.709(24) —4.715(24) —4.717(24)
0.016 —2.626(25) —2.593(25) —2.595(25) —2.605(25) —2.609(25)
0.020 —0.953(26) —0.911(26) —0.916(26) —0.929(26)  —0.934(26)
0.024 0.440(31)  0.485(31)  0.481(31)  0.460(31) 0.456(31)
0.028 1.708(39)  1.767(38)  1.762(38)  1.736(38) 1.744(39)
0.033 2.933(54)  2.992(54)  2.987(55)  2.953(56) 2.990(59)

H. RPA and Virial structure factors

In this subsection, we briefly summarize the needed formulas for calculating RPA S, (¢q) and S,(g). The dynamic vector
(axial) structure factor of pure neutron matter based on RPA calculations is written as

2 ImHRpA

Swealao,q) = 7 o



where ¢ is the transferred energy and ¢ is the transferred momentum by scattered neutrinos. The IIzp4 is the polarization
function of pure neutron matter, and is calculated given mean-field neutron matter polarization functions IIj,

I,

X.27
1- ‘/reSHO ’ ( )

ITrpa =
where Vs is the (spin-dependent) residual interactions between neutrons. The detailed expression of Il is provided in Ref. [12].
In vector current channel, Vies = f,,,. In axial current channel, V,..s = gnn. The fy, and g,, are Landau-Migdal parameters
and their detailed expression in terms of Skyrme parameters was carefully derived in Ref. [12]. Given the dynamic structure
factor Srpa (o, ¢), we obtain the unitless static structure factor Sgpa (¢) from

1
Srpra(q) = %/SRPA(QmQ)dQOa (X.28)

where n is the number density of pure neutron matter.
For the virial expansion up to the 4th order, the number density of pure neutron matter is written as

2
= F(Z + 22%by + 323b3 + 42%b,). (X.29)

n
The virial coefficients b,, for the unitary Fermi gas have been determined both theoretically and experimentally from ultracold
gas experiments. We can use X.29 to obtain the fugacity z as a function of density. Given the fugacity, the unitary-limit virial
static structure factors in long wavelength limit can be written as

1+ 4z2by + 922b3 + 1623y
Sv(g—0) = ,
(0= 0) = S50, 7 3220, 1 4270,

(X.30)

and

1+ 4209 + 22 (8b§ + bs) 4 23(16b] 4 4bs 1)

Su(g— 0
(g=0) 1+ 226y + 3223 + 4290,

(X.3D)

The virial coefficients used in Eq. (X.30) and (X.31) are the same as in [13]. b?L denotes the virial coefficents for the free Fermi
gas, and b3 1 is the 4th order coefficient in the unitary limit for three neutrons of the same spin and one neutron of the opposite
spin.

If we apply the virial expansion to realistic neutron matter up to 2nd order, we have

1+4Z2b2
— g rER X.32
Slqg=0) =1+ —5—, (X.32)
and
S —>0)—1+iz2ba (X.33)
aq - Ag n i .

where A = /27 /mT is the thermal wavelength and the virial coefficients are extracted from nucleon-nucleon scattering phase
shifts. The virial coefficients here are the same as those in [14]. Note that by setting the 3rd and the 4th order virial coefficients
to zero, Eq. (X.30) and (X.31) reduce to Eq. (X.32) and Eq. (X.33).

In the main text, we found that the Virial4 [Unitary] results intersect with the lattice results for the vector and axial static
structure factors near density 0.030 fm—3. In Fig. X.6, we plot unitary results for the virial expansion at 2nd, 3rd and 4th orders.
While the order-by-order convergence at low densities is good, the convergence for p larger than 0.03 fm=2 is much slower,
especially for the axial structure factor. In additional to the virial truncation error, there are also sizable theoretical uncertainties
arising from the fourth-order virial coefficients, by = 0.047(18) and b3 1 = 0.170(13) [13, 15]. These contribute an additional
large uncertainties at higher densities.
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Figure X.6. Comparison of structure factors between unitary virial and NLEFT calculations. We show results at the 2nd, 3rd, and 4th orders in
the virial expansion for the unitary limit. The error band reflects the theoretical uncertainty in the fourth-order virial coefficients. WFM(N3LO)
stands for lattice results with xEFT interactions at N3LO.
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