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Abstract
Technological outsourcing is increasingly prevalent, with AI systems taking over many tasks once performed by humans. 
This shift has led to various discussions within AI ethics. A question that was largely ignored until recently, but is now 
increasingly being discussed, concerns the meaningfulness of such a lifestyle. The literature largely features skeptical views, 
raising several challenges. Many of these challenges can be grouped under what I identify as the “meaningfulness gap”. 
Although this gap is widely acknowledged, there is a notable absence of systematic exploration in the literature. This paper 
aims to fill this void by offering a detailed, step-by-step guide for systematically exploring the different instances of the 
meaningfulness gap and aids in navigating their complexities. More specifically, it proposes differentiating the gaps accord-
ing to their realms and objects, normative nature, scope, and severity. To make these areas manageable, the paper takes 
several taxonomies and distinctions on board. Finally, the guide is summarized, and some skeptical replies are anticipated 
and countered by clarificatory remarks.
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1 Introduction

It is not an overstatement to assert that artificial intelligence 
(AI) technologies have become a fundamental part of many 
individuals’ daily lives, significantly enhancing or entirely 
substituting a wide range of tasks. This dependency on AI 
covers a vast array of decisions and activities, from routine 
daily chores to complex decisions that affect both profes-
sional and personal spheres. AI systems are now capable 
of assisting with diet management, executing daily grocery 
shopping, autonomously driving vehicles, monitoring health 
conditions, and scheduling medical appointments when 
necessary. In addition, the influence of AI extends into the 
professional domain: an increasing number of workers find 
their roles supported or even replaced by AI technologies, 
signifying a major shift in the nature of work and how it 

is performed. Furthermore, in the social and leisure con-
texts, AI-driven recommendations are becoming increas-
ingly influential in shaping human interactions and leisure 
activities, for instance, by influencing partner selection and 
personal engagements through digital platforms and smart-
phone apps.

This scenario describes the current state of outsourcing 
to AI;  and this is not merely a passing trend expected to 
fade away. On the contrary, it is reasonable to predict that 
such developments will not only continue but also intensify, 
having an even greater impact on our lives. This prospect 
forces us to examine the essence of living in an AI-driven 
world. Should we admire a life so intertwined with AI? Does 
it align with our deepest values? Or, in short, is such a life 
meaningful?

In the field of AI ethics, the issue of life’s meaningfulness 
or meaning in life, as it usually has been called, has recently 
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gained attention.1 In this paper, I intend to contribute to this 
burgeoning discourse. More specifically, my focus will be 
on a certain challenge that is almost omnipresent in the dis-
course, but that has not been sufficiently addressed yet. I 
will call this challenge: the meaningfulness gap. This gap, 
very crudely put, opens up because technological outsourc-
ing takes place: If certain tasks are not available to us due to 
the fact that AI systems have taken them over, and if those 
tasks have been identified as meaning-conferring, we suffer 
an axiological loss; we experience a gap between having the 
possibility of performing meaningful tasks and the reality 
that they are not available to us anymore.

Although the AI literature acknowledges the presence of 
the meaningfulness gap, there has been insufficient system-
atic exploration of its specifics. Not all meaningfulness gaps 
are the same. They differ in terms of the realms where they 
occur, their normative nature, their scope, and their sever-
ity. Or to put it in slightly different words: many in the field 
agree about the diagnosis that there is a challenge but did not 
make the effort to spell out the details. But “details” matter 
in this regard if one wants a justifiable assessment of the 
overall importance of a meaningfulness gap, avoiding both 
exaggerating and downplaying it. But how can we determine 
the details of a certain meaningfulness gap? The following 
paper is my answer to this question. It proposes a step-by-step 
guide which can be used to think through cases in which a 
meaningfulness gap might occur. Given that this enterprise is 
a fairly new endeavor the guide is not meant as the final word 
on this matter. It is not conclusive and fixed in its used param-
eters and some distinctions I make along the way might need 
further justification or even adjustments.2 But even given 
these small restraints, I am inclined to think that it is still a 
promising starting point for future research to think one’s way 
through the complexities of a certain meaningfulness gap one 
might be confronted with.

To develop the guide, the paper proceeds in four steps. 
The first step involves defining the key terms and concepts. 
The second step presents an overview of the meaningfulness 
gap, acknowledges its presence in the existing literature, and 
differentiates it from other gaps in AI ethics. The third step 
explores the complexities of various meaningfulness gaps, 
employing different parameters to determine their relevance 
and importance. In a fourth and concluding step, the paper will 
briefly summarize the developed stages of the guide, addresses 
challenges for my proposal, and explore avenues for future 
research.

2  Some clarifications: AI systems, 
technological outsourcing, 
and meaningfulness

In this paper, I aim to explore a particular challenge, the 
meaningfulness gap, as it is created by AI systems through 
the outsourcing of tasks that we traditionally performed our-
selves. To better understand the scope and limitations of this 
endeavor, it is necessary to clarify what is meant by the basic 
phenomena, particularly the terms “technological outsourc-
ing” and “meaningfulness.”

Concerning the former, I broadly define the phenom-
enon of technological outsourcing as a process of replace-
ment, where AI systems partially or fully take over tasks that 
humans previously executed using their natural intelligence 
(see for similar definitions, Coeckelbergh, 2020; Müller, 2020; 
Gordon & Nyholm, 2021). The realms of outsourcing are 
diverse, and it is not feasible to address all of them. Therefore, 
I will primarily focus on those that have already created an 
impact in the literature, which, in turn, aids the purpose of this 
paper in better understanding the complexity of various mean-
ingfulness gaps. Some of them have been already flagged in 
the introduction, namely the realms of everyday life projects, 
healthcare, the workplace, and relationships.

In addition, I intend to limit the specific object of outsourc-
ing: I only focus on outsourcing processes directly related to 
the tasks of the individual whose life we are evaluating, such 
as their cognitive processes, actions, or outcomes. I do not 
delve into the outsourcing of external factors that might be 
indirectly relevant for those tasks. An example of this would be 
the outsourcing of personal relationships (e.g., family, friends, 
romantic partners or colleagues) to AI systems which do not 
replace certain tasks of an individual directly, but impacting 
them indirectly by replacing their enabling conditions. Focus-
ing on these and other indirect outsourcing processes would 
open a new discourse with its own literature, potentially dis-
tracting from the main purpose of this paper.3 Therefore, I omit 
this discourse but acknowledge that the developed framework 
for the meaningfulness gap could be applied in future work.

Regarding the dimension of meaningfulness, ethical 
explorations have become increasingly common. In nor-
mative ethics, influential authors like Susan Wolf (2010) 
and Thaddeus Metz (2013) have made important contribu-
tions, significantly shaping the field now known as the dis-
course on  meaning in life.4 In fact, ethical theorizing on 

1 For more details on the meaning in life discourse in general and in 
AI ethics specifically see Sects. 2 and 3.
2 I will address both challenges in the last section of the paper in 
more detail, see Sect. 5.

3 For a good starting point on the issue, see the overview of the dis-
course on personal relationships in AI Ethics in Nyholm, 2023, ch. 9.
4 Numerous articles and handbooks provide guidance through the 
field of meaning in life. The most comprehensive and widely recog-
nized among these is likely the Stanford Encyclopedia of Philosophy 
article by Metz, 2023, which offers an extensive overview. In addi-
tion, the handbook edited by Landau, 2022 is dedicated to this topic, 
featuring contributions from many prominent experts in the field.
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meaningfulness did not stop there but has even expanded 
further. In more recent developments, ethical considera-
tions of meaningfulness are also present in various debates 
within applied ethics, such as medical ethics (Metz, 2021), 
animal ethics (Purves & Delon, 2018; Monsó et al., 2018), 
and climate ethics ( Kauppinen, 2014; Campbell & Nyholm, 
2015; Scheffler, 2018). This trend has also spilled over 
into AI ethics, including discussions on meaningful self-
improvement, work, and relationships (see for an overview, 
Nyholm & Rüther, 2023).

In this paper, I will build on the literature by adopting 
at least two conditions of meaningfulness commonly used 
as a starting point. The first is a semantic claim, viewing 
meaningfulness as inherently good and applicable to vary-
ing degrees in a person’s life or its aspects. It is something 
“that would be intrinsically good to have in one’s life…” 
(Metz, 2001a, p. 140) and which can be more or less a part 
of it. This does not imply that we cannot understand mean-
ingfulness differently, for instance, as a subject of empirical 
inquiry. However, these and other understandings, although 
might be justifiable and worthy to use as a starting point, 
are spared out this paper.5 Here, I am focusing on mean-
ingfulness in ethical contexts, where we can interpret it as 
a gradable intrinsic value that is an important factor in peo-
ple’s lives.

The second is an axiological claim, suggesting that 
meaningfulness is distinct from standard axiological dimen-
sions, like self-interest or morality, and therefore is at least 
partly autonomous. Following this claim, meaningfulness 
becomes, as Susan Wolf expresses in a subtitle of a paper, “a 
third dimension of the good life” (Wolf, 2016). That mean-
ingfulness is a dimension in its own right, though, does not 
entail that the other axiological dimensions are irrelevant to 
it.6 It might turn out that, depending on the theory, the stand-
ard dimensions do have an impact, being either necessary, 
sufficient, or contributive. But, given its partly autonomous 
character, there always must remain a residue that cannot be 
captured by them.

Note that this minimal definition, including the semantic 
and axiological claims, does not encompass thoughts on the 
content of meaningfulness. Indeed, the nature of meaning-
fulness is a hotly debated topic in the discourse on meaning 
in life, reflecting broader and classic philosophical debates 
(e.g., subjectivism vs. objectivism, consequentialism vs. 

deontology, and monism vs. pluralism) (cf. Metz, 2023). 
However, in this paper, I will not commit to any of these 
views7.  This is because presuming what constitutes an 
appropriate theory of meaningfulness would narrow the 
analysis of the meaningfulness gap. Therefore, I aim to be 
as neutral as possible, recognizing that complete neutrality is 
unattainable, to fully capture the challenge’s complexity and 
also develop thoughts that may appeal to those with varying 
views on meaningfulness.8

3  The meaningfulness gap ‑ the core 
structure

As elaborated in the previous section, the discourse on 
meaningfulness is already a part of AI ethics, specifically 
the debate on technological outsourcing. It is noteworthy, 
however, that the contributions are not symmetrical in terms 
of their evaluation of whether AI technologies pose a threat 
or present an opportunity for meaningfulness. Remarkably, 
only a very few are explicitly exploring the positive effects. 
Systematically, they can be categorized based on their views 
on the specific types of benefits that AI technologies might 
bring us. A first group of contributors focus on technologi-
cal outsourcing as meaning enablers. For example, some 
highlight the negative effects of certain tasks and infer that if 
AI technologies take them over, it would finally enable us to 
connect to a meaningful existence.9 A second group does not 
focus on outsourcing solely as a meaning enabler but also 
as a meaning booster. Here, one might consider the ways in 
which outsourcing, for instance, by AI extender systems or 
others, might expand or support what we are able to do or 
achieve using new AI technologies (Vold, 2015; Hernández-
Orallo & Vold 2019; Smids et al., 2020). A third group of 
contributors do not only emphasize the enabling or boosting 
effects of technological outsourcing but also stress that it 
could lead to new ways of leading a meaningful life. This 
could be the case, for example, if the project of “outsourc-
ing” is pursued to the extent that traditional meaning-con-
ferring tasks are put in the background and long forgotten, 
or new sources of meaning become more apparent.10

5 For an overview of the methodological claims of an empirical 
inquiry into meaningfulness, which also provides a summary of the 
existing literature, see Schnell, 2020.
6 To gain an understanding of the various ways in which different 
axiological dimensions can impact meaningfulness, see the nuanced 
picture developed and summarized in Metz, 2013, Sect.  12.2. My 
own thoughts on how well-being, morality, and other dimensions 
are connected to meaning in life are summarized in Kipke & Rüther, 
2019 and Rüther, 2023.

7 For my own views on that matter refer to Rüther, 2023.
8 See also the final section of the paper, where I further expand upon 
the presuppositions I embrace and the type of theoretical neutrality I 
strive to achieve.
9 An example is the so-called anti-work-critique which claims basi-
cally that work is intrinsically bad or at least has high opportunity 
costs. There is an extensive literature on the positions and arguments 
on this movement. The locus classicus is Black, 1986. For more 
recent thoughts, see Crary, 2014 and Srnicek & Williams, 2015.
10 For instance, in the context of workplace automation, Knell & 
Rüther (2023) argue that outsourcing traditional labor could lead to 
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Again, this rather lengthy portrayal of the positive effects 
should not divert from the status quo of the debate. The 
focus on the positive effects of technological outsourcing 
remains an exception. This is, in my opinion, a regrettable 
fact. I am unsure if further exploration will ultimately lead to 
an overall optimistic attitude or even to “cautious optimism” 
(Danaher et al., 2018), but I assume that this project will at 
least help to achieve a more multifaceted and balanced view 
on the topic.

That being said, in this paper, I want to align with the 
vast majority of the discourse and focus on the threats to 
meaningfulness posed by technological outsourcing. This 
is, of course, a very worthwhile project too, as I agree with 
most in the field that there are in fact good reasons to con-
sider the negative effects. As noted in the introduction, we 
are surrounded by an increasing number of technologies 
that seem to take over tasks from us, making it important 
to clarify how such technologies can pose serious threats to 
the values we associate with living meaningful lives. Given 
the perspective on threats, it may come as a surprise that 
their nature and the variety of how they are presented is 
very limited. In fact, many of the considerations found in the 
literature boil down to the same line of thought. In its most 
basic version, it runs as follows:

(1) Certain of our tasks have been identified as meaning-
conferring.
(2) Given the process of outsourcing, those meaningful 
tasks are not available to us in the same way as before.
(3) Thus, the inability to perform meaningful tasks leads 
to a loss of meaning.

In the following, I will label this challenge as the “mean-
ingfulness gap”. This terminology nicely captures the central 
idea: technological outsourcing creates a gap between our 
aspirations to perform meaningful tasks and the reality that 
we are unable to do so because AI systems have taken over 
fully or in part. Yet, as far as I am aware, the term “meaning-
fulness gap” is not widely used to describe this challenge in 
the literature.11 The basic idea is, as previously mentioned, 
widely recognized. This will be explored more extensively in 
the following sections when I examine the different aspects 
that can be taken into account to describe and ultimately 
evaluate a certain gap. At this point, however, I already want 

to cite just a few instances to convey its prevalence and how 
the threat is formulated in the literature.12

Some contributors, for example, point to a meaningful-
ness gap by claiming that technological outsourcing makes 
certain types of feelings, which are necessary for meaning-
fulness, unlikely or even impossible. In this regard, Nicho-
las Carr (2015) draws on research by Csikszentmihalyi 
and colleagues, and seems to think that outsourcing at the 
workplace leads to fewer opportunities for “flow experi-
ences”. These types of experiences are necessary parts of 
leading a meaningful life. On another note, others focus less 
on feelings and more on skills and virtues. Shannon Vallor 
(2015, 2016) is well-known for adopting a virtue-theoretic 
approach, emphasizing the importance of general virtues 
such as ‘situation assessment’ and ‘critical reflection,’ as 
well as ‘communicative virtues’ like patience, honesty, 
empathy, and tolerance. She argues that these skills are at 
risk of erosion since AI systems have taken over tasks rel-
evant for building them. In addition, another angle suggests 
that neither feelings nor virtues are at stake, but a detach-
ment from meaningful outcomes. John Danaher (2017), for 
example, stresses that in an outsourced world, individuals 
would no longer be responsible for achieving meaningful 
outcomes, most notably being responsible for them. Like-
wise, some are not concerned about feelings, skills, or out-
comes, but about a loss in our connection to “something 
bigger”. Jilles Smids and colleagues (2020, p. 511) focus on 
automation at the workplace, recognizing that the techno-
logical outsourcing might have the consequence of isolating 
individuals, making it very challenging for them to experi-
ence themselves as part of overarching projects that aim to 
achieve a worthwhile goal.

Considering these challenges, it seems obvious that they 
refer to different aspects that we lose when we outsource 
certain tasks we usually do ourselves. Carr focuses on cer-
tain feelings; Vallor on skills and virtues; Danaher on cer-
tain outcomes; and Smids and colleagues on being part of 
a worthwhile project. Despite these differences, they have 
one crucial thing in common: they rely on the same core 
structure in their argument, namely that technological out-
sourcing prevents us from performing certain tasks essential 
for aspects of meaningfulness. In other words, they describe 
different versions of the meaningfulness gap that opens up 
when technological outsourcing occurs.

At this point, some clarifications are needed to avoid 
misunderstandings. First, it is relevant to recognize that the 
described meaningfulness gap differs from a meaningfulness 
decline. A meaningfulness gap is a negative occurrence that 
happens when we cannot perform tasks that would confer 

11 The only place that I am aware of is the overview paper by 
Nyholm & Rüther, 2023 in which the terminology is used in passing 
to describe a logical option (p. 20). 

12 I briefly mention instances of the gap here. A more detailed 
description is provided in Sect. 4.2, where I also contextualize them 
alongside other formulations of the gap.

a greater appreciation of contemplative sources of meaningfulness, 
specifically those available only through more passive and receptive 
modes.

Footnote 10 (continued)
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meaningfulness, resulting in a loss of meaning by not being 
able to act in a certain way. In contrast, a meaningfulness 
decline occurs when we act in a way that subtracts meaning. 
In the literature, it is disputed whether such actions can be 
plausibly assumed, as it seems to suggest the existence of 
negative meaning, or as some call it, anti-meaning.13 Not-
withstanding this discussion, the meaningfulness gap does 
not entail such a conception of negative or anti-meaning. 
Rather, it relies on the intuitively plausible thought that not 
being able to perform tasks that create meaning results in a 
loss of meaning.

Second, it is also crucial to highlight that the meaning-
fulness gap is not alone in AI Ethics literature in claiming 
a certain “gapiness”. For instance, the so-called responsi-
bility gap is likely one of the most discussed themes in AI 
ethics. In addition, mostly in connection with this, some 
discuss the so-called retribution gap (Danaher, 2016; Kraai-
jeveld, 2020). Some additionally anticipate what they call 
an accountability gap, which opens up with further pro-
gress in AI technologies (cf. for an overview and analysis 
Lechterman, 2022). Also, more recently, in the context of 
automation, some have concerns about the rightful ascrip-
tion of achievements to humans and call this challenge an 
achievement gap (Danaher & Nyholm, 2021). Why summa-
rize the above-described challenge of meaningfulness under 
the umbrella of all these gaps? I think this can be justified 
by stressing the parallels between them. Taking the most 
prominent one, the responsibility gap, as an example. This 
gap can be defined as follows: if AI systems take over tasks 
that require human intelligence and for which human beings 
had previously been responsible, then this might open up a 
gap in responsibility, since tasks for which intelligent and 
morally responsible humans were previously accountable 
are now taken over by artificially intelligent but not morally 
responsible AI technologies (Nyholm, 2023, ch. 5). Now, 
the parallel to the meaningfulness gap becomes obvious 
since it can be described in an analogous way: if AI systems 
take over tasks that were meaningful for human beings, then 
unless those human beings can engage in other meaningful 
activities instead, a gap in meaning may have arisen as a 
result. Thus, the responsibility gap and the meaningfulness 
gap are different in their diagnoses of what goes wrong, 
namely a loss of responsibility or a loss of meaningfulness. 
But they are similar in their basic structure of how this loss 
is recognized, namely by our inability to perform certain 
tasks due to technological outsourcing. Hence, in both cases, 
a gap opens up, which justifies addressing them under the 
same conceptual framework.

Third, some readers also might have the impression 
that certain gaps mentioned previously have a close rela-
tionship with the meaningfulness gap, maybe even to the 
extent that it seems doubtful to recognize any differences.14 
This impression might get some support from the literature. 
For instance, the mentioned achievement gap is explicitly 
described as a loss of meaningfulness by its authors (Dana-
her & Nyholm, 2021, p. 227). Thus, is the meaningfulness 
gap simply another term for the achievement gap and there-
fore superfluous? As I will discuss in one of the following 
sections, I believe the connection is indeed close, yet the 
two are not interchangeable.15 More specifically, I argue 
that the achievement gap represents a manifestation of the 
meaningfulness gap, occurring specifically within the con-
text of workplace automation and characterized by a cer-
tain normative loss, namely achievements, that constitutes 
a gap in meaningfulness. In other words, the meaningfulness 
gap offers a broader description of the challenge, while the 
achievement gap represents a specific instance of it.

4  How to think about a meaningfulness gap: 
patterns of analysis

In the last section, I explored the core structure of the mean-
ingfulness gap. In the following section, I will delve into the 
details of the challenge. Not all meaningfulness gaps are cre-
ated equal. They differ in their realms and objects, normative 
nature, scope, and severity. To recognize this, I will describe 
a four-step process that can help us navigate through the 
complexities of the different instances of the gap.

4.1  Step 1: realms and objects

Clearly, one of the initial steps is to precisely identify the 
realms and objects of the specific meaningfulness gap in 
question. Where does this gap occur, and which specific 
tasks have been assumed by an AI system?

Starting with the specific realm, the range from which 
one has to choose is equal to the one that has been given if 

13 For a discussion on anti-meaning, see Landau, 2011 and Campbell 
& Nyholm, 2015. For an application of these and related thoughts on 
anti-meaning in AI ethics, specifically on the debate on sustainable 
AI, see Rüther, 2024.

14 Apart from delineating the differences, there may also be also 
some other relationships to explore. Is it not plausible to suggest that 
the responsibility or accountability gap implies the meaningfulness 
gap or is, at least, a necessary condition for it? At this juncture, I do 
not aim to make any definitive claims, as it falls outside the scope of 
this paper. However, that exploring this relationship could constitute 
a promising research project is evident from the beginning. Such an 
endeavor would bridge ethical discussions on meaningfulness with 
those on responsibility and accountability in the philosophy of action, 
thereby fostering a deeper understanding of the gap and potentially its 
significance.
15 Refer to Sect. 4.2 on “normative nature”, where I will discuss the 
achievement gap in greater detail and contextualize it within the exist-
ing literature.
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one explores the range of technological outsourcing. This 
is because logically the gap can open up at every instance 
where outsourcing can take place. We experience outsourc-
ing in the realms of our everyday life endeavors, at the work-
place, in healthcare, in our relationships, and organizing our 
leisure time, among many others. Thus, in principle, in all 
these realms, a meaningfulness gap can occur. Apart from 
the logical space where a gap may open up, one may also 
differentiate between more usual and less usual ones, given 
the discourse on outsourcing and meaningfulness. At this 
point, I cannot browse through the literature extensively 
but can only summarize my own impressions.16 Keeping in 
mind that the term “meaningfulness gap” is not commonly 
used in the discourses, the core idea of the meaningfulness 
gap seems to be heavily discussed in the context of work 
and automation; it seems heavily discussed in the context 
of personal relationships and social AI technologies; it is 
frequently discussed in the realm of healthcare and the 
debate on the replacement of skills and abilities, and it is 
only occasionally discussed for our everyday life endeavors 
and leisure time.

Turning to the object of outsourcing, in the previous sec-
tions, I used the term “task” to identify what the replace-
ment is about. However, when confronted with a specific 
meaningfulness gap, this is obviously not enough to clarify 
its content. One must also differentiate between the kinds of 
tasks that are affected by the outsourcing process. Here, one 
easily ventures into philosophically difficult territory since 
the interpretation depends on preconceptions one takes on 
board in the philosophy of science and other areas of theo-
retical philosophy. For matters of brevity, I will not delve 
into detail with this but only highlight this challenge. In this 
regard, I want to suggest that it is helpful to break down the 
term “task” into at least three categories, namely cognitive 
processes, action types, and outcomes.

Cognitive processes can be interpreted very broadly, 
encompassing almost everything humans can cognitively 
perform. Most discussed in the literature are processes such 
as reflection, evaluation, or deciding. One might also focus 
on subcategories of each of them to make the meaningful-
ness gap more nuanced. For example, as I have stressed on 
another occasion, understanding what makes something a 
“decision” is a complex matter, and we can differentiate dif-
ferent aspects of a decision which can be relevant for the 
outsourcing process (cf. Rüther, forthcoming).

What about action types and outcomes? These can also 
be interpreted very broadly, but some have been discussed 
more than others. Here, one may suspect that the presup-
posed theory of meaningfulness determines the action type 

or outcome that one finds relevant. I will elaborate more 
on that in the next subsection, but many in the field focus 
on actions that belong to the so-called realm of the true, 
good, and beautiful to differentiate the relevant from the 
non-relevant action types and outcomes.17

4.2  Step 2: normative nature

After exploring the realms and objects of a gap, the next 
clarificatory step consists in describing the normative loss 
we suffer when a certain task is taken over by an AI system. 
What is the aspect that is missing, creating the loss of mean-
ing? Here, the answer depends on the normative theory of 
meaning in life, namely, on what one thinks meaningfulness 
consists of. We got a glimpse of the different options while 
I described various instances of the meaningfulness gap in 
Sect. 3. Now, it is time to be more systematic to get an over-
view of the available options. In this regard, I rely on distinc-
tions often used in the discourse, which differentiate between 
subjective and objective theories of meaningfulness (see, for 
this standard distinction Metz, 2023, sec. 3). Let us explore 
these two options in defining the normative loss one by one.

a. The basic idea of a subjectivist theory of meaningful-
ness is the assumption that a person’s life depends wholly 
on her concerns—or, more precisely, that a component of a 
person’s life contributes meaning to it just in case she cares 
about the element in some suitable way. The literature on 
meaning in life knows a vast amount of options to spell out 
this general idea what “suitable caring” amounts to. Here, 
I am only concerned with the debate on technological out-
sourcing and the loss that is created by it. In this context, 
we can find the subjectivists basic idea, for instance, in 
claims that technological outsourcing hinders certain feel-
ings or emotions which are connected to as Thomas Nagel 
famously puts it, a certain ‘what-it's-like-ness’ of experi-
ence (Nagel, 1974). The diagnosed loss of “flow experi-
ences” that was mentioned in the meaningfulness gap of 
Carr previously is an example of such strategies.18 Another 
often explored experience that is supposed to be lost is the 

16 For an overview of the literature on meaning in life in AI ethics, 
from which one might infer the following, see Nyholm & Rüther, 
2023.

17 Of course, when referring to the true, the good, and the beautiful, 
one might want to make further sub-distinctions in formulating rel-
evant action types and outcomes. This might be necessary because 
some aspects can be more prone to gap formation while others are 
more resistant to it. For example, consider Danaher’s claim that cer-
tain realms, such as the true and the good, are more likely to be sev-
ered from humanity compared to the beautiful or the ludic (cf. Dana-
her, 2017). If this is true, it suggests a need to focus more on the true 
and the good when addressing a meaningfulness gap. This position 
could be viable, and I do not intend to argue against it in this paper. 
Here, again, it is more important to note that this focus is not self-
explanatory. It is influenced by (a) the underlying theory of meaning-
fulness and (b) an assessment of the extent of a meaningfulness gap. 
This will become clearer in the following sections of the paper.
18 See Sect. 3.
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feeling of purposiveness understood as having the feeling 
that one’s life has an aim or a deep emotional connection 
with valuable projects. For instance, longitudinal studies by 
the Copenhagen-based Happiness Research Institute (HRI) 
have identified a correlation between time spent online and 
increased life dissatisfaction (Wiking, 2020). These findings 
have often been replicated, providing even a more nuanced 
view of the experiences at stake.19 The expressed concern 
seems to be that some systems might inhibit the feeling of 
purposefulness or even exacerbate feelings of confusion, 
aimlessness, or emptiness.

However, feelings and emotions are not the only subjec-
tive factors that can create a loss of meaningfulness. Another 
one is the lack of personal autonomy. This can manifest itself 
in different ways, also strongly depending on the specific 
theory of autonomy. Here, I just recapitulate some exam-
ples of the discourse which might be instructive to get an 
idea about the options: Frischmann and Selinger (2018) dis-
cuss how such algorithms in social media and advertising 
promote reactive behaviors like ‘See it, click it’ responses, 
inhibiting critical thinking. Similarly, Susser et al. (2019a, 
2019b) analyze ‘online manipulation’, highlighting how 
these systems can compromise our ability to make decisions 
based on personal convictions. In addition, Yeung (2017) 
introduces the concept of ‘hypernudging’, where decision-
making algorithms, in tandem with big-data analysis, create 
‘highly personalized choice environments’ (2017, p. 122) 
that exploit cognitive biases to influence user decisions. The 
threats to autonomy presented by these systems are signifi-
cant and form a critical area of concern in the field.20

Apart from feelings and personal autonomy, some also 
mention subjective factors that are widely concerned with 
the lack of abilities and skills. In the last section, I described 
already Shannon Vallor’s virtue ethical approach that high-
lights the process of deskilling due to outsourcing in the 
several context that leads to a lack of a certain set of virtues. 
The same line of reasoning has been also put forward by 
others also being more specific on the context, e.g., on the 
deskilling effects of social media and online communica-
tion (Dennis & Harrison, 2020). Recently, the field also has 
incorporated virtue ethics perspectives from Non-Western 
philosophies, such as Confucianism and Buddhism. Her-
shock (2021) applies Buddhist principles to contemporary 
technology discussions, noting how mental skills like atten-
tion and presence are negatively influenced by decision-
making algorithms in various life aspects. Wong (2020) 

explores Confucian concepts, particularly the role of rituals 
(‘Li’) in technology discourse and how it is mitigated by 
processes of outsourcing.

b. The basic idea of an objectivist theory of meaningful-
ness consists in the claim that meaningfulness—pace sub-
jectivism—cannot be found in self-focused concerns like 
personal feelings, autonomous decisions, skills, or capaci-
ties. Moreover, it must be located somewhere else, namely 
beyond the subject. In line with this idea, Robert Nozick 
(1981, p. 595) eloquently states, “the particular things or 
causes people find make their life feel meaningful all take 
them beyond their own narrow limits and connect them up 
with something else.” But what is this something else? Very 
common is the claim that self-transcendent actions are the 
right way to answer this question. Some even narrow the 
variety of the relevant actions, including the pursuit of scien-
tific truth, helping others, or creating beauty, leading to the 
concept of the axiological triad of “the true, the good, and 
the beautiful,” shaping meaningful lives (cf. Metz, 2011 and 
Rüther, 2023 ). Others are less optimistic in narrowing them 
down and strive for broader definitions (for a broad enumera-
tion see Wielenberg, 2005, p. 34). The basic idea of objectiv-
ists, taking into account self-transcendent actions can also be 
found in the debate on technological outsourcing. One exam-
ple of this is the previously mentioned rationale by Danaher 
who claimed that certain outcomes are mitigated by this 
process. The general idea is further developed in Danaher 
and Nyholm (2021) by specifying the outcomes as achieve-
ments. They define achievement as “outcomes that are 
brought about by coordinated human activity in such a way 
that those outcomes can be linked to the efforts of individual 
human agents” (ibid., 230). In exploring the phenomenon of 
technological outsourcing at the workplace, they argue for 
a so-called “achievement gap” which opens up when work-
ers are partly or fully replaced by AI systems. Some have 
questioned this diagnosis or the severity of the issue (Tigard, 
2021; Parmer, 2023; Scripter, 2024). Others have followed 
them adding to their consequentialist approach also that the 
lack of achievements can be explained from a deontologist’s 
perspective and is, thus, even more encompassing than they 
thought (cf. Knell & Rüther, 2023). A further candidate for 
defining the lack of meaningfulness is the lack of embedded-
ness of our actions and endeavors in a larger context. This 
concept varies in interpretation. Some discuss a narrative 
theory of meaningfulness, suggesting life’s meaning partly 
depends on our overall personal narrative (Kauppinen, 2012, 
2015; Weber-Guskar, 2023). Others explore metaphysical 
interpretations of “being part of something bigger”, touch-
ing on cosmic harmonization, the meaning of life, and God 
(Craig, 2013; Baier, 2000; Cottingham, 2003). Another less 
metaphysical perspective, like that of Bramble (2015), views 
a meaningful life as contributing to significant projects that 
improve the world. Given this understanding, many observe 

19 For a comprehensive overview, refer to the short literature report 
in Dennis, 2022, which also includes an evaluation of the studies con-
ducted to date.
20 A notable and recent overview is provided by de Bonicalzi et al., 
2023, who distinguish between various models of autonomy and cor-
relate them with different decision-making systems.
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that technological outsourcing algorithms might diminish 
this dimension of meaningfulness, primarily by potentially 
reducing our roles as contributors to larger projects. Smids 
et al. (2020), as already mentioned previously, are pointing 
into this direction in the context of workplace automation. 
They illustrate this with radiologists, whose interpretative 
roles are increasingly assumed by machine learning systems, 
possibly diminishing their contribution to diagnostic projects 
(ibid., p. 511.). This rationale can also apply to many other 
contexts. In a follow-up paper, Smids et al. (2023) describe 
the situation in a warehouse where the jobs of order packers 
and order pickers are increasingly being divided into sub-
tasks, because some subtasks are taken over by technology. 
As a result, order packers no longer finalized the process in 
the form of a package ready to be sent to the customer, and 
are less connected to the overarching project of the whole 
enterprise. Or to add a further example in another area, 
consider educators who integrate AI tools for personalized 
learning may find their roles shifting from content delivery 
to more of a facilitative position, potentially altering their 
role and contribution to students’ learning journeys (Guil-
herme, 2019; Schiff, 2021). Similarly, writers and artists 
who use AI to generate content might experience a change 
in how their creativity is perceived, both by themselves and 
their audiences, impacting their roles and relevance in the 
creation process (Démuth, 2020).

With these clarifications in place, one should be in a 
better position to determine the normative loss anticipated 
by a certain meaningfulness gap. Does it consist of factors 
concerning the subject—its feelings, autonomy, or certain 
skills and virtues—or is it about the loss of self-transcendent 
actions, such as the subject’s achievements or its embedded-
ness in larger projects? Delving into this question edges us 
closer to discerning the specific nature of the meaningful-
ness gap under consideration.

It is noteworthy, however, that these factors contributing 
to normative loss are not conclusive. There are likely many 
more factors in the discourse and beyond which were not 
covered and are worth exploring as well. The aim of this 
section was not to catalog every possible scenario but to 
lay a foundation for navigating the complexities of mean-
ingfulness gaps, a task for which the previously discussed 
considerations should suffice.

Furthermore, it is crucial to note that the diverse factors 
contributing to meaningfulness need not be viewed in isola-
tion. They often intersect or blend together. Take, for exam-
ple, the theory of hybridism proposed by Wolf (2010), which 
argues that meaningfulness is the product of a confluence 
of elements. More precisely, she suggests that meaningful-
ness emerges ‘when subjective attraction meets objective 
attractiveness’ (Wolf, 2010, p. 26), implying that a specific 
subjective state (for her, this involves love and engagement) 
must converge with an object of inherent value (for her, a 

project of objective worth).21 This perspective is particularly 
relevant to the discourse on outsourcing and meaningful-
ness, indicating that a gap in meaningfulness might manifest 
across multiple dimensions, depending on the mixed theory 
one adopts.

4.3  Step 3: scope

At the earlier stages, we gained more clarity on the realms 
and objects of the meaningfulness gap, namely where it 
occurs and which tasks have been taken over. Also, we 
gained a better understanding of the kind of loss in mean-
ingfulness we are suffering if that happens. Nonetheless, 
this is not enough for a detailed analysis of the challenge 
we are dealing with. We also need to estimate the scope of a 
meaningfulness gap. In the following, I want to suggest that 
one has to consider at least three aspects.

The first aspect that is relevant for the scope of a mean-
ingfulness gap is how “big” the gap is in terms of its size. 
This can sound initially like an irritating question since one 
might have thought that diagnosing a gap is an all or nothing 
thing. Either there is a gap or there is none. Unfortunately, 
matters are not so simple since the gap is based on the pro-
cess of technological outsourcing which itself is not solely 
an all or nothing process. More specifically, if we outsource 
a certain task, we can do that in a way it is taken over fully 
by an AI system, but we can also outsource in a way that 
the task is not done by the AI system alone. This situation 
is often described as collaborative work between humans 
and AI systems.22 The general idea here is that certain tasks 
are done together to reach completion. “Doing something 
together” can mean different things. One option could be 
that collaborative work might consist of sharing a certain 
task. For instance, if a healthcare app wants to recommend 
us a certain behavior or lifestyle, it obviously needs some 
data on which the recommendation is based. In this case, the 
task of data gathering can be shared between the AI system 
built into the app, for instance, tracking our footsteps, and 
humans who complete the data if necessary (about weather 
conditions, elevations, etc.) or add some new information 
(for example, about daily nutrition) to improve or even com-
plete the process. Another option is that the task is not being 
shared but overseen by humans. Here, the contribution of 
humans in the process is obviously reduced and does not 
contain the performance of the tasks, but its supervision. 
Typically, this option is discussed in the literature in con-
nection with the idea that humans are able to give a veto if 

21 I am not intending laying down the complex hybridist’s theory of 
Wolf and its reception at this point. For a start, refer to Evers & Sme-
den, 2016.
22 Cf. for a sketch of the different versions of collaborations, Danaher 
& Nyholm, 2021, p. 229.
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the task is not performed in the right way by the AI systems. 
For instance, the health app might want access to informa-
tion from us which we do not want to share, e.g., our GPS 
data or other personally relevant data, or it wants to send us 
notifications which we do not want to receive. Those two 
options, task sharing and supervision, are solely examples of 
collaborative work between humans and AI systems. There 
is a variety of different ways to allow human contributions. 
But what do these possibilities imply for estimating the size 
of the meaningfulness gap? I suggest that it implies that we 
have to consider not only the possibility of a fully extended 
gap but also the possibility that smaller gaps open up. This 
is due to the fact that the outsourcing processes can also 
be limited to certain aspects of a task so that collaborative 
work is possible. In those cases, the relevant task is not fully 
replaced and thus reduces the size of the meaningfulness gap 
that opens up as a result of outsourcing. Or to put the point 
slightly differently: the more an outsourcing process allows 
human contribution in the task, the more it reduces the size 
of the gap. If we, therefore, want to evaluate the extent of 
a gap, we should consider the extent to which humans are 
still involved.

A second aspect that is relevant for understanding the 
scope of a meaningfulness gap does not have to do with 
the extent of outsourcing but to its duration. It might seem 
obvious, but the duration significantly impacts the scope of 
a gap, whether it will be short term and closed in the near 
future or long term and possibly extend for a long period. 
In this context, I suggest that we can differentiate between 
two distinct endpoints on a continuum when evaluating the 
meaningfulness gap. On one end of the spectrum, we iden-
tify gaps that endure over a long period. The term “long” 
requires interpretation, but the general idea about the dura-
tion is quite clear. The meaningfulness gap under considera-
tion is not ephemeral but a prolonged concern, substantially 
outlasting other events. This does not imply that a gap with 
a long duration must be a single event that opens and closes 
at some point. Furthermore, the gap could open and close 
periodically. The crucial point here is that the overall dura-
tion is considered to be significantly long.

On the other end of the spectrum, we find meaningful-
ness gaps that are short-term events. Again, I do not wish 
to specify a fixed period, but it is assumed from the outset 
that a gap with a short duration is inherently limited. This 
limitation could pertain to a single event or to recurrent epi-
sodes that arise and are resolved periodically. In the case of 
periodic occurrences, the durations should be aggregated, 
cumulatively representing an event with a relatively short 
lifespan.

At this point, it merits attention that frequently a mean-
ingfulness gap often falls between these extremes: it is nei-
ther fleeting nor eternal. Even in such cases, distinctions 
can be made between those leaning toward one end of the 

spectrum; it might also matter whether the gap is a singular 
event or occurs in a cyclical manner. While I am not mak-
ing definitive claims, it seems evident that positioning a gap 
within this spectrum facilitates a deeper understanding of 
its scope.

The third aspect that will help to explore the scope of a 
meaningfulness gap is not directed at its size or duration, 
but at its range. With “range,” I mean the extent to which 
the gap applies to the life of people. For how many people 
does it affect? As to my knowledge, there is no taxonomy 
that gives some guidance to these kinds of questions.23 That 
the range of a meaningfulness gap does make a difference 
in estimating its scope, though, seems to be obvious. Thus, I 
want to propose at least a threefold division that might help 
to discern the range of a meaningfulness gap.

At first, one might think of a gap with a very high-range 
or almost universal range. These are those that apply to eve-
ryone or almost everyone. Typically, such a meaningfulness 
gap is concerned about the outsourcing of universal mean-
ingful tasks, namely those that play a meaning-conferring 
role in almost everyone’s life. Let us, for instance, take the 
example of tasks at the workplace. Of course, not all of them 
are meaning-conferring. But it seems fair to say that some 
of them are, even varying from person to person, since tasks 
at work seem to be a relevant aspect of most of our lives 
(see for the “goods of work” the considerations in Ghaeus 
& Herzog, 2016). Now, if we assume that automation at the 
workplace takes place and all or almost all tasks will be out-
sourced, we have a meaningfulness gap of almost universal 
range. People are not able to perform those tasks at work 
anymore since AI systems have taken over them.

Second, one might differentiate universal gaps from those 
with a middle range that apply to some but not to all people. 
Those gaps are typically created by outsourcing processes of 
tasks that some people perform on their own but are now at 
risk of being outsourced. Imagine the scenario of workplace 
automation again. In this regard, technological outsourcing 
might not affect work per se, but only several instances of 
it, for example, those tasks performed by a certain group of 
people. Widely discussed is, for instance, the thesis that jobs 
with certain characteristics are more likely to be outsourced. 
Again, I am not committing myself to this thesis. I am only 
stating that these kinds of thoughts could lead to a middle-
range meaningfulness gap because it affects some, but not 
all people.

Third, there is a distinction to be made between broad-
range gaps and those affecting solely a narrow segment of 

23 An exception lies in the thoughts presented by Nyholm & Rüther 
(forthcoming), which attempt to summarize different scenarios 
regarding the distribution of AI's burdens and benefits. Although 
the paper focuses on work, it may serve as a starting point for future 
research aimed at exploring 'range' as an important factor in deter-
mining the scope of a meaningfulness gap.
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the population. These gaps typically involve the outsourc-
ing of tasks undertaken by only a handful of individuals. 
In the context of the workplace, this might concern niche 
groups engaged in highly specialized tasks. The outsourcing 
in these instances leads to a meaningfulness gap of limited 
scope, relevant primarily to those directly affected by such 
changes.

Here, it might seem that the range of a gap correlates 
with a certain severity of a gap. However, I want to empha-
size that this is not the case. There is no direct connec-
tion between “This gap concerns everyone” to “This gap 
is deeply severe”, or from “This gap only concerns a few 
people” to “This gap is marginal”. There might be a gap 
that applies to everyone, but which is less severe than a gap 
that applies to only a very few people. This does not mean 
either, that the range does not play a role in discerning the 
severity at all. I only want to point to the fact that range and 
severity are not normative substitutes. How we are dealing 
with the severity more precisely is explored in the now fol-
lowing section.

4.4  Step 4: severity

The first three steps serve mostly for a clarificatory purpose 
to understand the version of a certain meaningfulness gap 
that we are confronted with. The last and final step deals 
with an approximate evaluation of its severity. Given the 
specific shape of the gap: how bad is it? Are we dealing 
with a marginalizable or a severe challenge? To give a suf-
ficient answer to these questions, one needs to lay out the 
facets of the favored ethical theory. I am not inclined to do 
that as my basic aim of this section is solely to flag certain 
starting points for estimating the severity. Ideally, those are 
supposed to be designed in a way that many contributors 
with various backgrounds can subscribe to them. Given this 
modest goal, I suggest that navigating toward the following 
three sub-steps could be beneficial, as it may place us in a 
more favorable position to evaluate the severity of a mean-
ingfulness gap.

First, I assume that it is promising to approach an inter-
nal weighing of the gap in comparison with other meaning-
fulness gaps. The idea behind this would not be to get an 
all-things-considered judgment about its severity, but a first 
impression of the magnitude of the problem at hand. This is 
due to the fact that sometimes problems can appear bigger 
or smaller than they really are if they are considered in isola-
tion. Here, it might turn out that a certain meaningfulness 
gap, first considered as a challenge, turns out to be margin-
alizable in comparison to other gaps or—vice versa—that 
a gap that seems to be small is more severe than initially 
thought if seen in the context of other gaps.

To get a better idea of how a rough and ready comparison 
might work, let us go very swiftly through the different steps 
that I developed in the previous sections with an example: 
consider the case of a certain recommender system in the 
area of everyday life activities such as selecting movies and 
TV series, which makes us recommendations about watch-
ing certain things based on our past experiences and explicit 
inputs of the viewer. In doing that, we outsource our reflec-
tion about those contents to that system (step 1). The norma-
tive losses of meaning can be determined differently. Given a 
first clue, one might consider the loss of autonomy or certain 
skills as good candidates (step 2). One might also be inclined 
to think that the scope is limited in size (the decision is not 
outsourced; input is possible), has high duration (unlikely 
that the platform changes its policy), and is limited in range 
(it affects solely a minority of people) (step 3). Now com-
pare this AI recommender system with an AI system in the 
area of the workplace which is designed to automate most 
of our tasks and those of many others in different areas too 
by taking over almost all of our decisions and also actions 
(step 1). Here, the normative loss can be determined variably 
plus piled up from lacking certain emotional states to losing 
our autonomy in decision-making, no longer being able to 
perform meaningful actions (step 2). Also, the overall scope 
is high in size (it is an instance of full outsourcing), also with 
a long duration (long-term), and wide range (concerns many 
people in wage work) (step 3).

Which one is the more severe one? I assume that many 
would agree that the second system is more severe in terms 
of the overall loss that we suffer if we implement it. Of 
course, to make a more qualified judgment about this, we 
need more information about the two systems. However, 
again, this is not the aim at this stage. In the first step of the 
process, it is enough to make a rough and ready comparison 
to get a first clue about the severity of a meaningfulness 
gap. The following steps will bring that first clue to a more 
sophisticated level.

Second, after making the comparison, I suggest that 
we can proceed with an internal weighing of the gap. This 
means to weigh the loss that a gap presumably causes 
against other aspects in the dimension of meaningfulness. 
The purpose of this would be to get a better understanding 
of the all-things-considered impact of the gap. Here, several 
constellations might apply. A very bleak constellation might 
be that the gap in meaningfulness creates a situation which 
is unbearable in terms of meaningfulness. These scenarios 
can be described as dystopian, characterized by significant 
meaningfulness gaps—situations where losses are so sub-
stantial that they lead to a meaningless existence. In essence, 
even when considering potential benefits (should they exist), 
life in such scenarios could be compared to the archetypal 
story often cited in discussions: that of Sisyphus, a figure 
doomed to the futile task of rolling a stone up a hill, only for 
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it to roll back down each time. Another little less depressing 
scenario might be that our life would be, if confronted with 
the meaningfulness gap, be on balance less meaningful, but 
not meaningless. In that case, the loss of meaningfulness 
might be really an essential loss, but it might be on bal-
ance not enough to condemn us to a Sisyphean existence. 
However, it might be not all dome and gloom. There may be 
positive constellations too which indicate that a meaningful-
ness gap would create a loss, but this can be outweighed by 
positive meaning enhancers that might be enforced if the 
gap is present. Also, to complete the picture, we might also 
get to an utopist scenario, in which the meaningfulness gap 
is deeply welcomed because the normative gain that is fol-
lowing it as a consequence is so huge. We suffer a possibly 
small loss and get a huge reward in meaning back.

Third, in determining the overall severity of a gap, we 
should also weigh it against aspects beyond meaningfulness. 
Normative ethics often discusses variables like well-being, 
morality, or cosmic meaning, among potentially others, 
depending on the ethical framework. Although it is imprac-
tical to cover all conceivable scenarios, I aim to highlight a 
few intuitive ones, concentrating on well-being while omit-
ting others for specificity. It is assumed, however, that these 
considerations could extend to additional variables.

Reflecting on earlier scenarios, we might encounter situ-
ations where a meaningfulness gap not only represents a 
loss in itself but also in well-being. In such cases, the ero-
sion of meaning accompanies, as an unfortunate bonus, 
a reduction in well-being. Conversely, there are instances 
where a gap, despite being an overall loss in terms of mean-
ingfulness, coincides with an increase in well-being. This 
scenario suggests a trade-off, requiring a balance between 
the detriments of reduced meaning and the benefits of 
enhanced well-being. On a more positive note, some gaps 
might boost both overall meaningfulness and well-being 
simultaneously. In those cases, meaningfulness and well-
being go hand in hand. Alternatively, a scenario could 
emerge where the gap benefits overall meaningfulness yet 
detracts from well-being. Here, the meaningfulness gap 
is welcomed in terms of overall-net meaningfulness, but 
implies some burdens in terms of one’s own welfare.

Recall again, that I do not intend to make any judge-
ments about the plausibility of a certain constellation, nor 
am I making a final call about how the weighing needs 
to be done. In this section, I am only stating the possi-
ble options and constellations. This should be enough for 
having some guideline to explore the severity of a certain 
meaningfulness gap. This must, of course, be done on a 
case-by-case basis and from the background of one’s own 
ethical theory. In this section, I tried to be neutral toward 
this, so that the thoughts are necessarily vague and broad, 
but hopefully in consequence accessible and relatable to 
many.

5  Summary and further remarks

In the last sections, I tried to give some guidance on how 
we can think our way through the complexities of the dif-
ferent meaningful gaps. To achieve this, I proposed an 
elaborate four-step process which entails several main top-
ics and distinctions. To make this step-by-step guide more 
applicable and transparent, we can summarize the bare 
bones in the following table:

Step Details Options

Step 1:
realms and objects

a.) Where does a gap 
occur?

b.) Which tasks have 
been taken over?

ad a.) Everyday life, 
workplace, health-
care, relationships, 
leisure time

ad b.) Cognitive pro-
cesses (e.g., reflec-
tion, evaluation, 
decision), action 
types, outcomes

Step 2: normative 
nature

What is the norma-
tive loss we 
are suffering if 
confronted with 
a meaningfulness 
gap?

subjective aspects 
(e.g., feelings, 
autonomy, skills, 
virtues) vs. objec-
tive elements (e.g., 
transcendent actions, 
being part of bigger 
projects)

Step 3: scope What is the scope of 
a certain meaning-
fulness gap?

1. Size (full replace-
ment vs. collabora-
tive endeavors)

2. Duration (long-term 
vs. short-term)

3. Range (universal 
range, broad range, 
low range)

Step 4: severity How severe is a 
certain meaning-
fulness gap?

1. Rough and ready in 
comparison to other 
meaningfulness gaps

2. Internal weighing 
against other aspects 
of meaning

3. External weighing 
against non-meaning 
aspects, e.g., well-
being

To avoid misunderstandings, I want to add a few clarifica-
tions on the status of this step-by-step guide.

First, it is important to understand that while this guide 
provides a structured approach to analyzing meaningfulness 
gaps, it is not intended to be exhaustive. This holds true for 
all aspects of the guide, namely its steps, guiding questions, 
and the given taxonomies on how to answer them. In fact, 
some might be inclined to modify or add further aspects. 
In principle, I see this as a worthwhile endeavor. The pri-
mary aim of the guide is to stimulate further discussion and 
exploration, acknowledging that the field is evolving and our 
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understanding of these gaps may change as new insights are 
gained. Hence, if it turns out that the proposed guide can be 
improved, I do not see any general obstacles.

Second, while I have tried to remain as neutral as pos-
sible regarding the presuppositions I have taken on board, 
it is important to note that the paper does not approach the 
issue from a standpoint of complete neutrality. It makes, for 
example, some claims about which steps, questions, and tax-
onomies are relevant and which are not. Within these pages, 
I cannot provide extensive justifications for all of them. How-
ever, the careful reader would have noted that I aim at least 
for transparency, mentioning these presuppositions directly 
and providing references for those interested in further explo-
ration. For instance, consider my discussions on “realms and 
objects”, where I relied on some previous writings to justify 
the usage of certain distinctions; or consider the taxonomies 
in the section “normative nature ” which I derived from the 
ongoing discourse in the field of meaning in life. In those and 
other cases, while not giving an in depth justification, I tried 
at least to indicate on which theoretical ground I am standing 
and therefore open the door for further discussion.

Finally, I wish to close this paper by spending a few words 
on the promising nature of the proposed guide. As shown, 
the concept of a meaningfulness gap is a recognized reality 
in the discourse. Some contributors are explicitly sharing 
and developing the core idea, naturally without labeling it 
as a meaningfulness gap. However, given its presence in the 
discourse, it is surprising that there is next to no systematic 
reflection on its specifics. Meaningfulness gaps differ from 
each other, for instance in terms of their realms and objects, 
their normative nature, their scope, and their severity. To 
assess the importance and relevance of a certain meaningful-
ness gap, we must reflect on these dimensions. This paper 
serves as a starting point for anyone who wants to contribute 
to this project, proposing a method to navigate this complex 
challenge now and in the future.
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