
Equivariant Representation Learning for Augmentation-based 
Self-Supervised Learning via Image Reconstruction

Motivation

Equivariance in feature learning ensures that a model’s learned representations 
remain consistent under various transformations, including 2D or 3D 
translations, rotations, scaling, and changes in color or illumination

Current state-of-the-art method that introduce equivariance to SSL, SIE
•  has been tested only on small, artificial datasets (3DIEBench), limiting 

its proven applicability to real-world scenarios.
• It requires prior knowledge of transformations to learn equivariant 

features, which may not always be available or easily determinable.
• It struggles when dealing with images that have undergone unknown 

transformations.
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• We introduce reconstruction as an auxilary task to learn equivariance, 
addressing the limitations of augmentation-based self-supervised 
learning.

• We demonstrate the effectiveness of our method on both artificial 
(3DIEBench) and natural (ImageNet) datasets, showing comparable 
(3DIEBench) and  improved performance (ImageNet) compared to 
existing baselines.

• We provide extensive evaluations on various image transformations, 
including rotation, color jittering, translation, and scaling, demonstrating 
the robustness of our learned representations.
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Split Invariant and Equivariant Representations Cross-Attention Reconstruction
• The framework divides the representations extracted from the encoder into two parts: one invariant and the other equivariant. The invariant part uses augmentation-based SSL 

loss to encourage the network to learn invariant features.
• To facilitate the learning of equivariant features from the images, we introduce an auxiliary reconstruction task. The reconstruction is performed using a decoder, d, which 

consists of a cross-attention layer followed by L self-attention layers.

Contribution

Evaluation on 3DIEBench dataset.

Evaluation on CIFAR10 dataset.

Evaluation on ImageNet.

Our model strikes a balance, performing well across all tasks.

• SIE models excel when pretrained with specific single transformations; their performance 
drops significantly for other transformations.

• Pretraining with randomly selected transformations (as in SIE (all, single each time)) 
improves results compared to SIE(all).

• Our models can handle unknown transformations better than SIE.

Transfer learning on classification and segmentation downstream tasks.

Utilisation of unknown transformations for learning equivariant representations

• With the CIFAR10 dataset, we denote 80% of the training data as data subject to 
unknown transformations, and for 20% the transformations, including their parameters, 
are known.

• SIE as well as supervised are trained exclusively on the remaining 20% data with 
known transformations, whereas our method can leverage the entire dataset.
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Figure 1. Commutative diagram for invariance and equivariance. Retrieved from Equivariant and Coordinate 
Independent Convolutional Networks[1], (p. v), by Maurice Weiler, 2023.


