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THE PLAN

= What is LQCD?

= LQCD workflow

= LQCD data challenges in the exascale era

= Running the LQCD workflow with the |O-SEA SBB service
= Results

= Summary
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What is Lattice Quantum Chromo-Dynamics?
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What is Lattice Quantum Chromo-Dynamics?

First a little physics:

1 A = 100,000 fm
‘He
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Qcb

1 A =100,000 fm

proton
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Qcb

1 A =100,000 fm

proton
Proton is a hadron, a particle made of quarks bound together by the strong force.
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Qcb

We say protons have the quantum numbers of
three quarks:
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We say protons have the quantum numbers of
three quarks:

Quarks have a color charge, so-called because:

red-+blue+green= neutral
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Qcb

We say protons have the quantum numbers of
three quarks....

Quarks have a color charge, so-called because:

red-+blue+green= neutral

Hadrons also have gluons contributing to their
properties.
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Qcb

We say protons have the quantum numbers of

three quarks....

Quarks have a color charge, so-called because
red+blue+green= neutral

Hadrons also have gluons contributing to their
properties.

More useful picture includes quantum
fluctuations: particle—anti-particle creation,
annhilation, interaction, ...
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QUANTUM FLUCTUATIONS ARE IMPORTANT!
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QUANTUM FLUCTUATIONS ARE IMPORTANT!

2 x Mup +Mdown
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QUANTUM FLUCTUATIONS ARE IMPORTANT!

2 x Mup +Mdown
2x(22MeV) +(47MeV) ~9MeV
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QUANTUM FLUCTUATIONS ARE IMPORTANT!
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2 x Mup +Mdown
2x(22MeV) +(4.7MeV) =~=9MeV

But ...

Mroton = 938 MeV
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QUANTUM FLUCTUATIONS ARE IMPORTANT!

2 x Mup +Mdown
2x(22MeV) +(4.7MeV) ~=9MeV

But ...

Mroton = 938 MeV

To understand properties of hadrons, we must take quantum fluctuations into effect.
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WHAT CAN WE HOPE TO CALCULATE?
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WHAT CAN WE HOPE TO CALCULATE?

= Properties of hadrons
= mass
= internal structure
= decay probabilities
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= Properties of hadrons
= mass
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WHAT CAN WE HOPE TO CALCULATE?

Properties of hadrons

= mass
= internal structure
= decay probabilities

Existence of unobserved states
BIG QUESTION:

Does

{experiment} — {theory} 20
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
WHAT CAN WE HOPE TO CALCULATE?

= Properties of hadrons
= mass
= internal structure
= decay probabilities

= Existence of unobserved states
= BIG QUESTION:

Does

{experiment} — {theory} 20
Physics beyond the Standard Model?
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TYPICAL LQCD WORKFLOW

,,,,,,,, ® Generate Markov chain of lattice gauge field
configurations

10-SEA Workshop @ HIPEAC 2024, 18 January 2024 Slide 13 =‘Io-l£”



- OO o RRRRRRRRRRREEEEEEm—SSSSS
TYPICAL LQCD WORKFLOW

® Generate Markov chain of lattice gauge field
configurations

10-SEA Workshop @ HIPEAC 2024, 18 January 2024 Slide 13 =‘Io-l£ﬂ



- OO o RRRRRRRRRRREEEEEEm—SSSSS
TYPICAL LQCD WORKFLOW

® Generate Markov chain of lattice gauge field
configurations

10-SEA Workshop @ HIPEAC 2024, 18 January 2024 Slide 13 =‘Io-l£ﬂ



TYPICAL LQCD WORKFLOW

® Generate Markov chain of lattice gauge field
configurations

> G ® Save each to disk
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TYPICAL LQCD WORKFLOW

® Generate Markov chain of lattice gauge field
configurations

® Save each to disk

: ® | oad configuration files from disk
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TYPICAL LQCD WORKFLOW

® Generate Markov chain of lattice gauge field

configurations
- G = Save each to disk
® | oad configuration files from disk
= 4_) ® On each, calculate quark propagators:

p(x) = M~ (x,y)a(y)
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TYPICAL LQCD WORKFLOW

® Generate Markov chain of lattice gauge field

configurations
- @ = Save each to disk
® | oad configuration files from disk
= - = 4_) ® On each, calculate quark propagators:

p(x) = M~"(x,y)q(y)
= Contract propagators to generate hadron
correlators C(t)
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TYPICAL LQCD WORKFLOW

® Generate Markov chain of lattice gauge field
configurations

> ® Save each to disk

® | oad configuration files from disk

® On each, calculate quark propagators:
p(x) = M~ (x, y)q(y)

® Contract propagators to generate hadron
correlators C(t)
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TYPICAL LQCD WORKFLOW

10-SEA Workshop @ HIPEAC 2024,

€w) .

18 January 2024

Generate Markov chain of lattice gauge field
configurations

Save each to disk
Load configuration files from disk

On each, calculate quark propagators:
p(x) = M~ (x, y)q(y)

Contract propagators to generate hadron
correlators C(t)

Average over ensemble gives expectation
value

Fit correlators to extract physical quantities,
e.g., hadron masses
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TYPICAL LQCD WORKFLOW
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Generate Markov chain of lattice gauge field
configurations

Save each to disk
Load configuration files from disk

On each, calculate quark propagators:
p(x) = M~ (x, y)q(y)

Contract propagators to generate hadron
correlators C(t)

Average over ensemble gives expectation
value

Fit correlators to extract physical quantities,
e.g., hadron masses

Lots of data re-use!
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LQCD I/O AND DATA CHALLENGES

Scaling motivation:

Bigger lattice size: V = N2 x N;

More lattice gauge field configurations N.on¢
More points in parameter space (mg, §)
More propagators, contractions per config

smaller systematic uncertainties
smaller statistical uncertianties
smaller systematic uncertanties

smaller statistical uncertianties, ...
... or new physics results

Ll
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LQCD I/O AND DATA CHALLENGES

Scaling motivation:

Bigger lattice size: V = N2 x N; — smaller systematic uncertainties
More lattice gauge field configurations N..,s — smaller statistical uncertianties
—
—

More points in parameter space (myq, 3) smaller systematic uncertanties
More propagators, contractions per config smaller statistical uncertianties, ...
... or new physics results

Scaling opportunities:

= | QCD data and algorithms are very homogeneous
many available levels of concurrencies.

= Algorithms are highly scalable.
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LQCD I/O AND DATA CHALLENGES

If given the opportunity, LQCD researchers will use machine capacity in pursuit of more
precise/accurate results.

Reseach Fields
B social sciences Astrophysics and Astronomy

B sasic Biological and Medical Research Mathematics
| Medicine Atmospheric Science, Oceanography and Climate Research
Neurosciences Geophysics and Geodesy
JUWELS B Volecular Chemistry istry, Mineralogy and C
. I chenmical Solid State and Surface Research Water Research
- ~185 Projects Physical and Theoretical Chemistry Il Viechanics and Constructive Mechanical Engineering

Analytical Chemistry, Method Development (Chemistry) Heat Energy Technology, Thermal Machines, Fluid Mechanics
|| Condensed Matter Physics Materials Engineering

Optics, Quantum Optics and Physics of Atoms, Molecules and Plasmas || Materials Science

Particles, Nuclei and Fields Computer Science

I statistical Physics, Soft Matter, Biological Physics, Nonlinear Dynamics Construction Engineering and Architecture
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If given the opportunity, LQCD researchers will use machine capacity in pursuit of more
precise/accurate results.

Reseach Fields
B social sciences Astrophysics and Astronomy

Bl Basic Biological and Medical Research Mathematics

| Medicine Atmospheric Science, Oceanography and Climate Research
Neurosciences Geophysics and Geodesy

JUWELS B Volecular Chemistry Mineralogy and C:
. I chenmical Solid State and Surface Research Water Research
- ~185 Projects I Physical and Theoretical Chemistry Il Vechanics and Constructive Mechanical Engineering

[ Analytical Chemistry, Method Development (Chemistry) Heat Energy Technology, Thermal Machines, Fluid Mechanics

|| Condensed Matter Physics Materials Engineering
Optics, Quantum Optics and Physics of Atoms, Molecules and Plasmas || Materials Science
Particles, Nuclei and Fields Computer Science

[ statistical Physics, Soft Matter, Biological Physics, Nonlinear Dynamics Construction Engineering and Architecture

= Strong scaling — 1/O operations are more frequent.
= Weak scaling — 1/O operations are larger.
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LQCD I/O AND DATA CHALLENGES

If given the opportunity, LQCD researchers will use machine capacity in pursuit of more
precise/accurate results.

Reseach Fields
B social sciences Astrophysics and Astronomy

Bl Basic Biological and Medical Research Mathematics

| Medicine Atmospheric Science, Oceanography and Climate Research
Neurosciences Geophysics and Geodesy

JUWELS B Volecular Chemistry Mineralogy and C:
. I chenmical Solid State and Surface Research Water Research
- ~185 Projects I Physical and Theoretical Chemistry Il Vechanics and Constructive Mechanical Engineering

[ Analytical Chemistry, Method Development (Chemistry) Heat Energy Technology, Thermal Machines, Fluid Mechanics

|| Condensed Matter Physics Materials Engineering
Optics, Quantum Optics and Physics of Atoms, Molecules and Plasmas || Materials Science
Particles, Nuclei and Fields Computer Science

[ statistical Physics, Soft Matter, Biological Physics, Nonlinear Dynamics Construction Engineering and Architecture

= Strong scaling — 1/O operations are more frequent.
= Weak scaling — 1/O operations are larger.

— I/0O and data management issues will be magnified
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LQCD AND THE 10-SEA SOLUTION

The Smart Burst Buffer ephemeral service

= Tool for I/O optimization, rather then data-management
= Requires no code or input modification

= Can be applied to existing directory structure

= Minimizes data traffic to and from disk during workflow
= Maximizes “data re-use”

= Can isolate workflow from a busy storage system
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THE SMART BURST BUFFER EPHEMERAL SERVICE

CONFIGS/
PROJECT1/

PROPS/

CORRELATORS/

CONFIGS/ | filel.cfg
file2.cfg

LQCD_DATA/ PROJECT2/ PROPS/

CORRELATORS/

CONFIGS/
PROJECT2/

PROPS/

CORRELATORS/
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THE SMART BURST BUFFER EPHEMERAL SERVICE

CONFIGS/
Specify a target directory, e.g.: PROJECTY

PROPS/
<full-path-to>/LQCD_DATA/PROJECT2/ CORRELATORS/

CONFIGS/ | filel.cfg
file2.cfg

LQCD_DATA/ PROJECT2/ PROPS/

CORRELATORS/

CONFIGS/
PROJECT2/

PROPS/

CORRELATORS/
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THE SMART BURST BUFFER EPHEMERAL SERVICE

CONFIGS/
. . . PROJECT1/
Specify a target directory, e.g.: PROPS/
<full-path-to>/LQCD_DATA/PROJECT2/ CORRELATORS/
o CONFIGS/ filel cfg
Data reads and writes in target —| file.cfg
directory and its sub-directories are LQCD DATA/ | PROECTY | PROPS/
intercepted by the SBB. CORRELATORS/
CONFIGS/
PROJECT2/ PROPS/
CORRELATORS/
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THE SMART BURST BUFFER EPHEMERAL SERVICE

CONFIGS/

. . . PROJECT1/
Specify a target directory, e.g.: PROPS/
<full-path-to>/LQCD_DATA/PROJECT2/ CORRELATORS/

. . CONFIGS/ filel.cfg
Data reads and writes in target —| file2.cfg
directory and its sub-directories are LQCD_DATA/ | PROJECT/ | PROPS/
intercepted by the SBB. CORRELATORS/
Output is stored in fast RAM or NVMe CONFIGS/
storage, ready for re-use or to be PROJECTZ/ PROPS/
flushed to disk when convenient.

CORRELATORS/
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Assume | already have Slurm batch scripts prepared for three workflow steps:
STEP READS IN WRITES OUT

A initial configuration file Markov chain of configs
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HOW DO WE DO IT?

Assume | already have Slurm batch scripts prepared for three workflow steps:

STEP READS IN WRITES OUT
A initial configuration file Markov chain of configs
B 1 configuration file multiple propagator files
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HOW DO WE DO IT?

Assume | already have Slurm batch scripts prepared for three workflow steps:

STEP READS IN WRITES OUT
A initial configuration file Markov chain of configs
B 1 configuration file multiple propagator files
C 1 configuration correlation arrays

groups of propagators
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HOW DO WE DO IT?

Assume | already have Slurm batch scripts prepared for three workflow steps:

STEP READS IN WRITES OUT
A initial configuration file Markov chain of configs
B 1 configuration file multiple propagator files
C 1 configuration correlation arrays

groups of propagators
Note that we have data re-use in the lattice gauge field configuration files and the propagator files.
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HOW DO WE DO IT?

Assume | already have Slurm batch scripts prepared for three workflow steps:

STEP READS IN WRITES OUT
A initial configuration file Markov chain of configs
B 1 configuration file multiple propagator files
C 1 configuration correlation arrays

groups of propagators
Note that we have data re-use in the lattice gauge field configuration files and the propagator files.
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HOW DO WE DO IT?

Assume | already have Slurm batch scripts prepared for three workflow steps:

STEP READS IN WRITES OUT
A initial configuration file Markov chain of configs
B 1 configuration file multiple propagator files
C 1 configuration correlation arrays

groups of propagators
Note that we have data re-use in the lattice gauge field configuration files and the propagator files.

Since you were wondering, in our tests:
configuration file  1.2GB

propagator 4.6 GB ... but could be much bigger in modern production runs!
correllator few 102 kB
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
PREPARE A WDF

Workflow Description File is a YAML-format file describing how ephemeral
services will be used by the workflow steps.
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
PREPARE A WDF

Workflow Description File is a YAML-format file describing how ephemeral
services will be used by the workflow steps.

workflow:
name: LQCD_ABC

services:
- name: lgcd-sbbil

type: SBB

attributes:
targets: /afsm/iosea/LQCD_DATA/PROJECT2/
flavor: high
datanodes: 4
location: dp-esb

steps:
- name: step_A
command: "sbatch ”/sub_LQCD_stepA.sh”
services:
- name: lgcd-sbbl

- name: steps_B_and_C
command: "sbatch ~/sub_LQCD_stepBC‘sh"
services:
- name: lgcd-sbbl
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PREPARE A WDF

Workflow Description File is a YAML-format file describing how ephemeral
services will be used by the workflow steps.

workflow:
name: LQCD_ABC

services:
- name: lgcd-sbbil

type: SBB

attributes: H i
targets: /afsm/iosea/LQCD_DATA/PROJECT2/ A Conflgures the SBB service
flavor: high
datanodes: 4
location: dp-esb

steps:
- name: step_A
command: "sbatch ~/sub_LQCD_stepA.sh"
services:
- name: lgcd-sbbl

- name: steps_B_and_C
command: "sbatch ~/sub_LQCD_stepBC‘sh"
services:
- name: lgcd-sbbl

10-SEA Workshop @ HIPEAC 2024, 18 January 2024 Slide 22 5“ I o. l E ”



- OO o RRRRRRRRRRREEEEEEm—SSSSS
PREPARE A WDF

Workflow Description File is a YAML-format file describing how ephemeral
services will be used by the workflow steps.

workflow:
name: LQCD_ABC

services:
- name: lgcd-sbbil

type: SBB

attributes: H i
targets: /afsm/iosea/LQCD_DATA/PROJECT2/ A Conflgures the SBB service
flavor: high
datanodes: 4
location: dp-esb

steps:
- name: step_A . .
command: "sbatch ~/sub_LQCD_stepA.sh" +— |nstructions for |aUnCh|ng Step
services:

- name: lgcd-sbbl

- name: steps_B_and_C
command: "sbatch ~/sub_LQCD_stepBQsh"
services:
- name: lgcd-sbbl
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
PREPARE A WDF

Workflow Description File is a YAML-format file describing how ephemeral
services will be used by the workflow steps.

workflow:
name: LQCD_ABC

services:
- name: lgcd-sbbil

type: SBB

attributes: H i
targets: /afsm/iosea/LQCD_DATA/PROJECT2/ A Conflgures the SBB service
flavor: high
datanodes: 4
location: dp-esb

steps:
- name: step_A . .
command: "sbatch ~/sub_LQCD_stepA.sh" +— |nstructions for |aUnCh|ng Step
services:

- name: lqcd-sbbl «— Associates ephemeral service with the step

- name: steps_B_and_C
command: "sbatch ~/sub_LQCD_stepBQsh"
services:
- name: lqcd-sbbl
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
STARTING THE WORKFLOW SESSION

In current implementation, each user must have an instance of the
persistent API server running in the background:
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STARTING THE WORKFLOW SESSION

In current implementation, each user must have an instance of the
persistent API server running in the background:

> wim-api &
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
STARTING THE WORKFLOW SESSION

In current implementation, each user must have an instance of the
persistent API server running in the background:

> wim-api &
Use the prepared workflow description file 1qcd wdf.yaml , to
initialize the workflow:

> iosea-wf start -w lqcd_wdf.yaml -s 1qcd_00
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persistent API server running in the background:

> wim-api &
Use the prepared workflow description file 1qcd wdf.yaml , to
initialize the workflow:

> iosea-wf start -w lqcd_wdf.yaml -s 1qcd_00

Before running any steps, check that the service is started:
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
STARTING THE WORKFLOW SESSION

In current implementation, each user must have an instance of the
persistent API server running in the background:

> wim-api &
Use the prepared workflow description file 1qcd_wdf . yaml , to
initialize the workflow:

> josea-wf start -w lgcd_wdf.yaml -s 1qcd_00
Before running any steps, check that the service is started:
> iosea-wf status -s 1qcd_00

SESSION WORKFLOW STATUS
1qcd_00 LQCD_WFM_ABC starting
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STARTING THE WORKFLOW SESSION

In current implementation, each user must have an instance of the
persistent API server running in the background:

> wim-api &
Use the prepared workflow description file 1qcd_wdf . yaml , to
initialize the workflow:

> josea-wf start -w lgcd_wdf.yaml -s 1qcd_00

Before running any steps, check that the service is started:

> iosea-wf status -s 1qcd_00

SESSION WORKFLOW STATUS
1gcd_00 LQCD_WFM_ABC starting
> iosea-wf status -s 1qcd_00

SESSION WORKFLOW STATUS
19cd_00 LQCD_WFM_ABC active
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STARTING THE WORKFLOW SESSION

In current implementation, each user must have an instance of the
persistent API server running in the background:

> wim-api &
Use the prepared workflow description file 1qcd_wdf . yaml , to
initialize the workflow:

> josea-wf start -w lgcd_wdf.yaml -s 1qcd_00

Before running any steps, check that the service is started:

> iosea-wf status -s 1qcd_00

SESSION WORKFLOW STATUS

1gcd_00 LQCD_WFM_ABC starting

> iosea-wf status -s 1qcd_00

SESSION WORKFLOW STATUS

19cd_00 LQCD_WFM_ABC active
Good to go!
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
RUNNING THE WORKFLOW STEP
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
RUNNING THE WORKFLOW STEP

> josea-wf run -s 1qcd_00 -t step.-A
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
RUNNING THE WORKFLOW STEP

> iosea-wf run -s 1gcd_00 -t step_A
Issues the slurm command described in the WDF for step_A:

sbatch ~/sub_LQCD_stepA.sh
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
RUNNING THE WORKFLOW STEP

> iosea-wf run -s 1gcd_00 -t step_A
Issues the slurm command described in the WDF for step_A:

sbatch ~/sub_LQCD_stepA.sh

= Can run multiple instances of the same step concurrently.
= Current WMF version does not yet handle complicated job dependencies
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
RUNNING THE WORKFLOW STEP

> iosea-wf run -s 1gcd_00 -t step_A
Issues the slurm command described in the WDF for step_A:

sbatch ~/sub_LQCD_stepA.sh

= Can run multiple instances of the same step concurrently.
= Current WMF version does not yet handle complicated job dependencies

> josea-wf run -s 1qcd_00 -t step_B_and C
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RUNNING THE WORKFLOW STEP

> iosea-wf run -s 1gcd_00 -t step_A
Issues the slurm command described in the WDF for step_A:

sbatch ~/sub_LQCD_stepA.sh

= Can run multiple instances of the same step concurrently.
= Current WMF version does not yet handle complicated job dependencies

> iosea-wf run -s 19cd 00 -t step_B_and C

Burst-buffer space is finite, so we should free the resource by stopping the session when the runs
are complete:

iosea-wf stop -s 1qcd_00
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I0-INSTRUMENTATION

Running a workflow through the WFM activates 101 by default:

2321 |2322 2323 (2324 (2325 (2326 |2327 (2328 (2329 (2330 (2331 (2332 (2333 (2334 (2335 (2336 2337 (2338 (2339 2340 2341 (2342 (2343 [2344

386287 ]

ssssss —

ssssss ]

386291

SBB:
386287

NN NN\

t T u
1104 1106 108 110 1112 1114 1116 1118

Many metrics available detailing I/O performance.
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
WHAT HAVE WE GAINED?
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WHAT HAVE WE GAINED?
STEP READS IN WRITES OUT
A 1 config 1.2 GB 6 configs (6 x 1.2GB) 7.2 GB
B 1 config 1.2 GB 4 props (4 x 4.8 GB) ~ 19.3 GB
C 1 config 1.2 GB

8 props (2 x 4 x 4.8 GB) 38.7 GB
TOTAL 42.3GB 26.6 GB
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
WHAT HAVE WE GAINED?

Economy of data movement!

STEP READS IN WRITES OUT
A 1 config 1.2 GB 6 configs (6 x 1.2GB) 7.2 GB
B 1 config 1.2 GB 4 props (4 x 4.8 GB) ~ 19.3 GB
C 1 config 1.2 GB

8 props (2 x 4 x 4.8 GB) 38.7 GB
TOTAL 42.3GB 26.6 GB
Compute nodes
Read 10 Volumes Write 10 Volumes
I Volume: 42.3 GB l Volume: 26.6 GB
Operations: 162673 Operations: 913455
IOl says:
Data nodes
T Read 10 Volumes Write 10 Volumes
Volume: 1.2 GB l Volume: 26.6 GB
Backend Storage
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PERFORMANCE

Test setup is not for high performance runs: Fi

—~ 250F
: é ™g B g & g B B B B B

= Proof-of-concept of IO-SEA environment RN

= Datanodes are ~9 year old hardware < s
oEl I I I I I I I I I
= Connected to DEEP by twolong IBcables . [ o 6 o o o o o . .
gmoob o o o o o o o 8 8

Nevertheless, performance improvement is E o S s s

visible compared to direct accfess to JSC NFS g " o serncmsmn ]
Storage. oli | | | | | | | | 1
0 1 2 3 4 5 6 7 8 9

iteration

Performance with the SBB service does not beat direct access to the all-flash storage module.
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
TESTS ON A BUSY STORAGE SYSTEM

10-SEA Workshop @ HIPEAC 2024, 18 January 2024 Slide 30 _b-."‘ I o. l E ”



- OO o RRRRRRRRRRREEEEEEm—SSSSS
TESTS ON A BUSY STORAGE SYSTEM

= Reserve the system
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
TESTS ON A BUSY STORAGE SYSTEM

= Reserve the system

= Start N instances of IOR
benchmark —
loads the storage with
constant, repeated writes

10-SEA Workshop @ HIPEAC 2024, 18 January 2024 Slide 30 __D—-"‘ I o. l E ”



- OO o RRRRRRRRRRREEEEEEm—SSSSS
TESTS ON A BUSY STORAGE SYSTEM

= Reserve the system

= Start N instances of IOR
benchmark —
loads the storage with
constant, repeated writes

= Run the LQCD workflow with
and without the SBB service
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- OO o RRRRRRRRRRREEEEEEm—SSSSS
TESTS ON A BUSY STORAGE SYSTEM

= Reserve the system

= Start N instances of IOR
benchmark —
loads the storage with
constant, repeated writes

= Run the LQCD workflow with
and without the SBB service

= Repeat with increasing N
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TESTS ON A BUSY STORAGE SYSTEM

= Reserve the system
= Start N instances of IOR

benchmark — 1200 (]
loads the storage with i o s8B
H [ afsm  direct U
constant, repeated writes sol 1
= Run the LQCD workflow with 2 | g ]
and without the SBB service 2 ool o i
. . . = o 4
= Repeat with increasing N £
g 1050; a -
Cg‘ t OO0 ¢ O o) s} é
8
1000 - ]
. . 1
[m]
L [m]
950 (1) L é L 115‘ - ‘210

10
# of IOR jobs
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TESTS ON A BUSY STORAGE SYSTEM (20 x IOR)

d 10 Volum Write 10 Volumes
lume: 42.3 GB
164412

Ltime: Om57.397:

Total read durations per time range (s) Total write durations per time range (s}
Read operations per time-range (count) Write operations per time-range (count)
8
232 R 588
ER:Ed B RDER slE=8 .o -

d 10 Volurn ¥ write 10 Volumes
lume: 42.3 GB Volume: 26.6 GB

164388 erations: 913542

Ltime: 1m17.957s 1m15.614

SBB Total read durations per time range (s) Total write durations per time range (s}
5535 2353 EIE FE] E
Read operations per time-range (count) Write operations per time-range (count)
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A WORD ABOUT OTHER IO-SEA SERVICES

NFS Service
= Early tests show surprisingly good performance
= Use of datasets will have data-management advantages

DASI
= Will not be able to use directly in the LQCD application
= May be useful in archiving systems for re-usable LQCD datasets
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SUMMARY

= |O-SEA SBB service provides optimization of data movement when a workflow has significant
data re-use.

= |O-SEA SBB service is a private storage service that can insulate a workflow from a busy
back-end filesystem

= High data re-use in typical LQCD workflows make it ideal for SBB optimization.
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EEEE—————————————————————
EXTRA — Tests on a busy storage system
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TESTS ON A BUSY STORAGE SYSTEM
Direct AFSM SBB

4 Read 0 Volumes ¥ Wiite 10 Volumes
Volume: 423Ga Volume: 266 Ga

Volumes ¥ Wiite 10 Volumes

Volume: 423 GB ume: 266 GB
Operations: 164412 Operations: 913539 perations: 164388 Operations: 913542
Total time: 506465 Total time: 75375 Totaltime: 579345 Total time: 1m9.9265

unperturbed

Total read durations per time range (s) Total write durations per time range (s) Total read durations per time range (s) Total write durations per time range (s)
TERNT ih: THENEE | ENEE
Read operations per time-range (count) 'Write operations per time-range (count) Write operations per time-range (count)

¥ Wite 10 Volumes

Volume: 266 GB

2 Read 10 Volumes

Volume: 42.3GB

¥ Wite 10 Volum

Volume: 42.3GB Volume: 266 GB

Operations: 164412 Operations: 913539 Operations: 164388 Operations: 913542

Total time: 9m57.397s Total time: 577355 Total ime: 1m17.957s Total time: 1156145

perturbed
(20x IOR)

Total read durations per time range (s) Total write durations per time range (s) Total read durations per time range (s) Total write durations per time range (s)
saaszil s LHEELEITH | s2:82ily §I§
Read operations per time-range (count) Write operations per time-range (count) Read operations per o . per time-range (count)
e%a R 833 L1 PN 2e
EEE] FRRDER ] EEE I cB8en SEg sMeRsn
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