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 A B S T R A C T

Collecting and averaging large datasets is a common practice in transmission electron microscopy to improve 
the signal-to-noise ratio. Averaging data in off-axis electron holography requires automated tools capable of 
correcting both the drift of the interference fringes and the drift of the specimen. This can be achieved either 
off-line, by post-processing hologram series, or on-line, through real-time microscope control. For on-line 
correction, a previously suggested method involves independently adjusting the position of the intereference 
fringes and the sample by controlling the beam tilt coils and the stage during hologram acquisition. In this 
study, we have implemented this on-line correction method in a Thermo Fisher Scientific Titan transmission 
electron microscope. The microscope is equipped with a piezo-enhanced CompuStage for positioning the sample 
with high precision. However, the control of the piezo stage via direct scripting is not supported. We first 
describe a workaround to enable automated sample position correction. We then demonstrate the benefits of 
live, program-controlled acquisitions for serial experiments in medium resolution off-axis electron holography. 
Application examples include the automatic acquisition of an object series such as a transistor array and an
in-situ temperature series of magnetic skyrmions.
1. Introduction

Off-axis electron holography is a transmission electron microscopy 
(TEM) technique that uses an electron biprism to overlap a wave 
passing through a sample with a reference wave traveling in vac-
uum [1,2]. The hologram recorded on a camera is then processed using 
Fourier transforms to reconstruct the phase of the electron wave, which 
is not available in a conventional TEM image (basic equations are 
recalled in Supplementary Information 1). Electron holography can be 
used to explore different topics such as high resolution imaging [3,4], 
electrostatic fields in doped semiconductors [5,6], domains in magnetic 
materials [7,8] or strain in epitaxial samples [9,10]. In order to improve 
the signal-to-noise ratio in the phase images, it is common to increase 
the exposure time to as long as the stability of the microscope and the 
sample allows. The smallest measurable phase difference 𝛿𝜙 and the 
square root of the mean number of electrons per pixel 

√

𝑁 follow an 
inverse relationship 𝛿𝜙 ∝ 1∕(𝐶

√

𝑁) where 𝐶 is the fringe contrast [11]. 
In practice, the maximum exposure time can vary significantly between 
a few seconds and a few minutes depending on the drift of the specimen 
and the holographic fringes [12–14].

One method to circumvent this limit is to acquire multiple holo-
grams and to align them using post-processing reconstruction methods, 
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which has been discussed in several articles [14–17]. Another method 
developed by Gatel et al. [18] in a Hitachi microscope consists in using 
live correction mechanisms to continuously realign the microscope 
during the acquisition, which has the advantage of reducing the amount 
of data collected. In this method, the position of the fringes and the 
sample on a camera is controlled independently using the beam tilt coils 
and the stage. Here, we first describe how this method can be set up in a 
Thermo Fisher Scientific (TFS) Titan microscope equipped with a piezo-
enhanced CompuStage. This stage combines mechanical and piezo 
motors for positioning the sample with high precision. However, script 
commands for controlling the piezo stage are missing. Therefore, we 
have first written a program that can automatically input coordinates 
in the user interface of the piezo stage. This program was combined 
with Digital Micrograph scripts to monitor and correct the position of 
the sample and the fringes on a Gatan camera. We then describe the 
advantages of this method for serial acquisitions in particular for object 
and temperature series in medium resolution holography. The first 
application example is the automatic acquisition of a transistor array, 
which involves a combination of mechanical and piezo stage move-
ments. The second example is the correction of heating-induced drift 
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Fig. 1. Control sequence of the piezo stage. (a) Picture of the CompuStage. (b) Screen capture of the ‘‘Stage Piezo’’ panel in the user interface that shows the actual x, y, z
coordinates. (c) Screen capture of the sub-panel that allows the activation/deactivation of the piezo stage and the measuring unit. (d) Screen capture of the sub-panel that allows 
the manual input of the coordinates. (e) Schematic that shows the principle of the sample drift correction. A script in Digital Micrograph captures holograms from the live view 
of the camera; an amplitude or phase image is reconstructed using Fourier transformations; a cross-correlation is performed to measure any displacement of the specimen; new 
coordinates are written in a text file; the AutoHotkey program fills automatically the new coordinates in the panel shown in (d).
during the acquisition of a temperature series of magnetic skyrmions 
using an in-situ heating holder.

2. Methods

2.1. Instrumentation

Experiments were carried out using a TFS Titan TEM equipped with 
a Schottky field emission gun operated at 300 kV, a piezo-enhanced 
CompuStage, a CEOS image aberration corrector, a post-specimen elec-
tron biprism and a 4k × 4k Gatan K2-IS direct electron detector [19]. 
The microscope was operated in Lorentz mode by setting the objective 
lens to zero and using the first transfer lens of the aberration corrector 
as the main imaging lens. The condenser stigmators were used to form 
an elliptical illumination to improve the coherence in the direction 
perpendicular to the biprism.

Fig.  1(a) shows a picture of the piezo-enhanced compustage (addi-
tional images are shown in Supplementary Information 2). It includes 
three piezo motors coupled to the three mechanical axes. The me-
chanical axes have a large range of approximately ±1 mm in x and
y directions. However, we found that the smallest step size is in 
the 5–10 nm range (see Supplementary Information 3), which is too 
large for applications in medium resolution. The range of the piezo 
components is approximately ±1.5 μm in x/y with a step size as 
fine as 20 pm according to the description of TFS. In the TEM user 
interface, the ‘‘Stage Piezo’’ panel shown in Fig.  1(b) displays the x,
y, z coordinates in percentage. It includes a flap-out panel with three 
different tabs labeled ‘‘Control’’ shown in Fig.  1(c), ‘‘Move’’ in Fig. 
1(d) and ‘‘Jog’’ (not used in this study). The ‘‘Control’’ tab allows 
the activation/deactivation of the piezo stage and the measuring unit. 
The ‘‘Move’’ tab allows the input of coordinates in the ‘‘Setpoint[%]’’ 
column. The coordinates can also be changed via the multi-functions 
and the focus knobs on the control pads.
2

2.2. Scripting

We did not find script commands to control the piezo stage neither 
in Digital Micrograph (DM Gatan) scripting nor in TFS TEM Scripting. 
Therefore, to control the piezo stage in an automated way, we have 
written a Microsoft Windows program that can fill automatically the x, 
y, z ‘‘Setpoint[%]’’ coordinates in the user interface. The program was 
written using AutoHotkey, which is a free scripting language that can 
be used to emulate mouse clicks and keystrokes. When the program 
is active, it runs in the background and checks continuously for the 
presence of a text file in a predefined folder. When a file is detected, 
the program places the cursor successively in the three cells of the 
‘‘Setpoint[%]’’ column, emulates key strokes to enter the coordinates 
and clicks on the ‘‘Move’’ button to activate the piezo motors.

Digital Micrograph was used to capture and process holograms 
using DM scripting. Functions of the Holoworks plugin [20] were used 
to perform Fast Fourier transforms (FFT), side-band detections, phase 
and amplitude reconstructions on-the-fly. The general workflow of the 
drift correction is the following. Holograms are captured from the 
live view of the camera. To determine the position of the holographic 
fringes, a first FFT is calculated in a small region of the hologram to 
minimize computing time, preferably in a region that shows a high 
fringe contrast (in vacuum for instance). The pixel in the side-band 
that shows the largest modulus is located, the associated phase value 
is calculated and compared with the phase of the first hologram. The 
correction is then achieved using the beam tilt coils. A preliminary 
calibration step is carried out to determine the relationship between 
beam tilt and phase shift before the experiment (see Supplementary 
Information 4). To monitor the position of the sample, a second FFT is 
performed in a small region of the sample that shows distinct features. 
An amplitude or phase image is reconstructed and a cross-correlation 
is performed to measure the displacement. A text file containing new 
coordinates is then exported and the coordinates are transferred to the 
piezo stage via the AutoHotkey program as shown schematically in 
Fig.  1(e). A preliminary calibration step is carried out to determine 
the relation between the pixel grid of the camera and the coordinates 
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Fig. 2. Drift-corrected acquisition test. (a) Example of off-axis electron hologram of a cross grating replica sample. (b–d) Magnified images of the vacuum region indicated by 
a rectangle in (a) for different acquisition conditions of 0.2 s, 90 s without correction and 90 s with correction of the fringe position using the beam tilt and correction of the 
sample position using the piezo stage. Corresponding phase images reconstructed using Fourier transforms with an aperture size of 𝑞𝑐∕3 are shown below. (e–g) Magnified images 
of the cross grating region and corresponding phase images for the same conditions.
of the piezo stage (see Supplementary Information 5). The aligned 
holograms are summed iteratively in real space. The noise in the 
summed hologram is monitored by reconstructing a phase image in a 
small uniform region and calculating its standard deviation after phase 
unwrap and subtraction of linear phase wedges. The different scripting 
operations are performed sequentially in a single thread.

2.3. Drift correction example

Fig.  2(a) shows an example of drift corrected acquisition with a gold 
coated cross grating replica sample. The holographic fringe spacing is 
2.7 nm and the pixel size of 0.41 nm. The sample is visible in the 
bottom-left part of the image and the top-right part shows a vacuum 
region. Fig.  2(b–d) shows magnified images of the vacuum region and 
corresponding phase images for different acquisition conditions of 0.2 s, 
90 s without correction, and 90 s with correction of the fringe position 
and sample position. For 90 s exposures, a total of 450 frames with 
an individual exposure time of 0.2 s were summed iteratively during 
the experiment. However, there was an interval of approximately 2 s 
between two consecutive frames due to times required to process each 
hologram, set the beam tilt and the piezo corrections. The fringe con-
trast, defined as 𝐶 = (𝐼max − 𝐼min)∕(𝐼max + 𝐼min) where 𝐼max and 𝐼min are 
the maximum and minimum of intensity of the fringes, is respectively 
29%, 4% and 28% for the three different acquisitions. The contrast 
obtained with 90 s exposure and without correction is then significantly 
lower than the contrast obtained with a short exposure due to the 
drift of the fringes. On the other hand, the contrast with correction is 
nearly the same as that obtained with a short exposure. Consequently, 
the noise in the phase image with correction is significantly reduced 
thanks to both the high contrast and a large number of counts. The 
standard deviation 𝛿𝜙vac is respectively 122 mrad for 0.2 s, 88 mrad 
for 90 s without correction and 15 mrad with correction. Similarly, the 
holograms obtained on the sample (e–g) show an improved quality with 
correction and the phase image is smoother.

For a more detailed interpretation, Fig.  3 shows different plots that 
represent in (a) the position of the fringes 𝜙, (b) the standard deviation 
of the phase image in the vacuum 𝛿𝜙𝑣𝑎𝑐 and (c) the position of the 
sample (x,y) as a function of exposure time. Without correction, the 
position of the fringes 𝜙 drifted by approximately 28 rad over the entire 
experiment. Consequently, the standard deviation 𝛿𝜙vac oscillates as a 
function of time. It increases when the drift is close to ±𝜋 and decreases 
3

when it comes back to zero (or 2𝜋). With correction, the position of the 
fringes remained stable over the entire exposure with a precision of 
±0.1 rad (standard deviation of the plot). 𝛿𝜙vac decreases continuously 
as a function of exposure time following an inverse relationship and 
tends towards a limit of approximately 15 mrad. Depending on the 
position and the size of the area in which 𝛿𝜙vac is calculated, Fresnel 
fringes and non-linear distortions [21] can contribute to such time-
independent limit because no reference hologram was used during live 
reconstructions. Nevertheless, this value is comparable to values re-
ported previously with a similar method on a different microscope [22]. 
The position profiles (x,y) show a notched shape with notches of 
±0.41 nm because the position of the sample was determined with pixel 
precision. The sample was quite stable even without correction, most 
likely because it was inserted in the microscope a long time before 
the experiment was carried out. Nevertheless, without correction, small 
deviations of the position of up to 4 nm in x and 2 nm in y were 
measured. With correction, the position of the sample was maintained 
fixed with ±1 pixel (or ±0.41 nm) precision.

In Supplementary Information 6, we were also able to record phase-
shifted hologram series (including double-resolution holograms) and 
maintain the position of the sample during the different shifts to im-
prove the spatial resolution of the reconstructed phase images [23,24]. 
In Supplementary Information 7, we tested the same drift correction 
method in objective mode with 0.4 nm holographic fringes and 0.06 nm 
pixel size. We were able to correct the position of the fringes and the 
sample with precisions of ±0.3 rad and ±0.2 nm respectively.

3. Applications

3.1. Object series

Here, the live correction method is applied to the acquisition of an 
object series. The sample is an array of dummy MOSFET transistors 
as shown in Fig.  4(a). Each transistor consists of a 30 nm large Si 
channel with recessed Si0.77Ge0.23 source/drain grown by reduced 
pressure chemical vapor deposition (RP-CVD) [25] and a gate stack of 
SiO2/Si3N4 (see bottom image in Fig.  4(a)). The cross-section lamella 
was prepared using a Ga+ focused ion beam and scanning electron 
microscope (FIB-SEM) machine. The distance between two transistors 
is approximately 500 nm and the 5 μm long electron transparent region 
of the lamella shows 25 transistors. The goal is to collect automatically 
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Fig. 3. Drift-corrected acquisition test (monitoring profiles). (a) Position of the fringes (in rad between +𝜋 and −𝜋), (b) standard deviation of the phase in the vacuum 𝛿𝜙vac
and (c) lateral position of the sample (x,y) as a function of exposure time, without (left) and with correction (right).
and sum holograms of the 25 transistors to improve statistically the 
signal-to-noise ratio in the phase images. For this goal, we have written 
a script that uses the mechanical stage for the coarse movements i.e.
to move from one transistor to another, and the piezo stage for fine 
movements i.e. to adjust the position of the sample within the field 
of view using the first hologram as a reference. The coarse movement 
is performed in a single step whereas the fine movement of the piezo 
stage is continuously monitored and adjusted during the experiment, as 
described in the previous section. The correction was based on cross-
correlations of phase images instead of amplitude images because it 
gave more reliable results for this sample (see Supplementary Informa-
tion 8). The following parameters were used, fringe spacing 2.7 nm, 
pixel size 0.41 nm, individual exposure time 0.4 s and 40 frames per 
transistor (total 20 s exposure). However, as it can take a few iterations 
for the piezo stage to converge after a large mechanical movement 
(see Supplementary Information 3), 10 additional frames per transistor 
with active correction were added to the script but the frames were 
not included in the summed hologram. During the entire experiment, 
the position of the fringes in the Si substrate was monitored and 
corrected continuously using the beam tilt. In total, the experiment 
lasted approximately 45 mins.

Fig.  4(b) shows an example of an electron hologram of a single 
transistor and Fig.  4(c) shows the average hologram of 25 transistors. 
The fringe contrast is the same in both cases (𝐶 = 36%), which indicates 
that the position of the fringes remained stable during the different 
acquisitions. Fig.  4(d,e) shows the corresponding phase images of the 
two holograms, where the phase shifts observed in the source/drain 
and the gate regions with respect to the substrate are essentially related 
to the different mean inner potential of the materials. The standard 
deviation of the phase measured in the substrate 𝛿𝜙Si (dashed rectan-
gle) is 35 mrad for the hologram of a single transistor and 18 mrad 
for the average hologram. The decrease of the standard deviation as a 
function of the number of averaged transistors is reported on the plot 
in Fig.  4(f). The limit of 18 mrad indicated by a dashed line is reached 
by averaging over 15 transistors. This limit indicates the presence of 
time- and sample-independent phase variations, as measured also in 
the vacuum in Fig.  3(b). Besides the improvement of the signal-to-
noise ratio, additional statistical information can be obtained about the 
transistors such as dispersion. Fig.  4(g) shows the standard deviation 
of the 25 phase images. It shows a relatively large value at the sides 
of the gate, which indicates that the width of the gate varies from one 
transistor to the other.
4

To describe this experiment in more detail, Fig.  5 shows four plots 
that represent in (a) the position of the fringes 𝜙, (b) the standard 
deviation of the phase measured in the substrate 𝛿𝜙Si, (c) the distance 
traveled by the mechanical stage and (d) the position (x,y) of the 
transistor in the image with respect to the position of the first transistor 
as a function of exposure time. It can be observed that the position of 
the fringes 𝜙 remained stable with a precision of ±0.3 rad and only 
one exceptional perturbation occurred at 180 s. This value of standard 
deviation is slightly higher than in the previous experiment, which 
is related to the fact that the position of the fringes was monitored 
in the Si substrate instead of the vacuum because of the presence 
of a thick Pt capping layer. The substrate can exhibit local thickness 
variations due to curtaining effects introduced by FIB preparation [26] 
in particular below the gate, which can cause small phase variations. 
For each transistor, the standard deviation 𝛿𝜙Si decreases following an 
inverse relationship from 100 mrad down to 30–50 mrad after 16 s of 
exposure. This last value depends on the transistor mainly because of 
the local thickness variations in the substrate already mentioned. By 
summing holograms of different transistors, the effects of curtaining 
can be statistically minimized and the standard deviation can be further 
reduced, as shown in Fig.  4(f). The total distance traveled by the 
mechanical stage over the whole experiment is approximately 12 μm 
with regular steps of 500 nm. The position of the transistor in the 
image shows a large offset of up to ±20 nm in x and y after each 
mechanical movement. Most of the times, this offset is reduced below 
1 nm after approximately five piezo correction steps (≈ 2 s exposure 
time). On close inspection, it can be seen that there is sometimes a 
slight overcorrection in the first steps after the mechanical move. This 
might be related to a drift of the sample induced by the mechanical 
move or an offset in the calibration.

3.2. Temperature series

The piezo stage correction can also be useful for in-situ experi-
ments that involve recording holograms as a function of an exter-
nal stimulus. In this example, the sample is a ferromagnetic alloy 
of Co8Zn10Mn2 (CZM) grown using a flux method [27] that hosts 
skyrmions at room temperature. The presence of skyrmions is re-
lated to the non-centrosymmetric crystal structure and the associated 
Dzyaloshinskii–Moriya interaction [28]. A Gatan double tilt heating 
holder model 652 and a temperature controller model 1905 connected 
to the PC of the camera were used to vary the temperature. As the range 
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Fig. 4. Automated acquisition of a transistor series. (a) Low-mag TEM image of a series of dummy MOSFET transistors with recessed Si0.77Ge0.23 source/drain and a gate of 
SiO2/Si3N4. The image at the bottom shows a magnified view of a transistor. (b) Example of an electron hologram recorded for 16 s on a single transistor. (c) Average electron 
hologram of 25 different transistors. (d,e) Phase images reconstructed from the holograms (b,c) respectively. (f) Standard deviation of the phase measured in the substrate 𝛿𝜙Si as 
a function of the number of averaged transistors. (g) Standard deviation of the 25 phase images.

Fig. 5. Automated acquisition of a transistor series (monitoring profiles). (a) Position of the fringes 𝜙, (b) standard deviation of the phase in the silicon substrate 𝛿𝜙Si, (c) 
distance traveled by the mechanical stage, (d) position of the transistor (x,y) in the image with respect to the position of the first transistor, as a function of exposure time and 
transistor number.
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of the piezo stage is quite short, the amplitude and the direction of 
the drift when changing the temperature were pre-tested. To optimize 
the range, the piezo stage was set to 75% in the opposite direction 
of the drift before the experiment. In order to generate a magnetic 
skyrmion lattice, the sample was oriented close to a [001] zone-axis 
and a field cooling procedure was carried out by warming the sample 
up to 80 ◦C and cooling it down to room temperature in the presence 
of a perpendicular magnetic field of 80 mT using the objective lens 
of the microscope. The following parameters were used to acquire 
the temperature series, fringe spacing 2.7 nm, pixel size 0.41 nm, 
individual exposure time 0.4 s, temperature range of 20 ◦C to 75 ◦C 
with 5 ◦C steps, 80 frames after each temperature change for drift 
correction only and 50 frames for both drift correction and acquisition 
of the hologram (20 s exposure). The experiment took approximately 
55 mins to complete.

Fig.  6(a) shows an electron hologram obtained at 20 ◦C on a lamella 
of the CZM sample. The Pt capping deposited by FIB was included in 
the field-of-view of the hologram (in the bottom part of the image) 
because it contains grainy features that were used to set up the cross-
correlation for the drift correction. Fig.  6(b) is the corresponding phase 
image, which shows a skyrmion lattice in the top part of the image. The 
area of the sample just below the Pt capping shows damages induced 
by mechanical polishing of the surface. Fig.  6(c) shows magnified phase 
images of the region indicated by a dashed square in (b) that contains 
a group of skyrmions and for different temperatures between 20 ◦C 
and 70 ◦C. It can be observed that the position of the skyrmions in 
the image remains the same at different temperatures, indicating that 
the sample drift correction worked. It should be mentioned that no 
post-acquisition alignment of the images was done and that only linear 
phase wedges across the images have been removed. Assuming that the 
composition of the sample is uniform and that the thickness does not 
change significantly in this small area (≈ 400 nm large), we can consider 
that phase changes are related essentially to the magnetic induction 
field. The phase contrast of the skyrmions decreases continuously when 
increasing the temperature due to the weakening of the magnetic field. 
This is also visible in the phase profiles in Fig.  6(d) extracted across 
three skyrmions. The skyrmion phase contrast vanishes completely at 
70 ◦C, which can indicate that the Curie temperature is reached. It 
can be noted that there are horizontal streaks in the phase images and 
they are more visible at 70 ◦C because the contrast is uniform. These 
are artifacts coming from the camera, possibly indicating that a new 
gain reference should have been taken. Fig.  6(e) shows color-coded 
maps indicating the direction of the magnetic induction field that were 
calculated from the phase gradient. The magnetic field rotates around 
the core of the skyrmions indicating a Bloch-type texture.

Fig.  7 shows four plots that describe the experiment with in (a) 
the temperature, (b) the position of the fringes 𝜙, (c) the standard 
deviation of the phase in the vacuum 𝛿𝜙vac and (d) the position of the 
sample (x,y) as a function of exposure time. As mentioned before, the 
temperature was increased with steps of 5 ◦C from 20 ◦C to 75 ◦C and it 
takes approximately 20 frames (8 s exposure time) for the temperature 
to stabilize. The position of the fringes 𝜙 was maintained constant for 
each temperature step with a precision of ±0.2 rad thanks to the beam 
tilt correction. However, jumps of more than 2𝜋 were observed when 
changing the temperature (see peaks in the profile) and they could 
not be corrected. One minor consequence is that the position of the 
Fresnel fringes at the edge of the hologram was not exactly the same at 
different temperatures. The standard deviation of the phase measured 
in the vacuum 𝛿𝜙vac decreased continuously for each exposure, which 
confirms that the fringe correction worked well. However, an increase 
of the standard deviation was observed at 30 ◦C and above compared 
to room temperature. This phenomenon is related to a decrease of the 
holographic fringe contrast, which dropped suddenly from 𝐶 = 32% to 
13% at this temperature. We think that it is a charging phenomenon 
related to the sample holder because the same observation was made 
with different samples. After each temperature change, the position of 
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the sample (x,y) shows large disturbances and subsequently a drift ap-
pears in the -x direction (up to −10 nm). For this reason, the acquisition 
of the holograms was delayed after the temperature change so that the 
position of the sample becomes more stable. The piezo stage brings it 
back progressively in the +x direction as the drift reduces over time. 
After the delay of 80 frames (32 s exposure time), the displacement 
is usually reduced to 1–2 nm. Finally, during the last heating step of 
75 ◦C, at approximately 600 s exposure time, the position of the sample 
could not be maintained and it drifted away because the range of the 
piezo stage was exceeded.

4. Discussion

We have implemented a live correction method for off-axis elec-
tron holography in a TFS microscope based on the scripted control 
of a piezo-enhanced compustage and the beam tilt coils. In general, 
the advantage of the live correction approach over the acquisition of 
hologram series is the minimization of the data and the post-processing 
steps. One disadvantage is that it requires a number of operations, 
including software (Fourier transforms of images) and hardware op-
erations (beam tilt and piezo movement), which can take some time 
to complete and need to be organized in a well-timed order so that it 
can converge smoothly. Here, a couple of frames were skipped during 
processing times, which could be a problem for beam sensitive samples 
where the electron dose matters. This can be optimized by choosing 
carefully the individual exposure time and the number of operations 
depending on the severity of the drift. In addition, the operations were 
run sequentially in a single thread and using parallel threads could 
optimize further the scripts. We were able to correct the drift of the 
sample and the fringes with precisions as good as ±0.2 nm and ±0.1 rad. 
The precision of ±0.2 nm is similar to the value reported in [18] using a 
Hitachi microscope equipped with a mechanical stage only. In our case, 
however, the smallest step obtained with the mechanical stage was in 
the 5–10 nm range, which was the main reason to focus on the control 
of the piezo stage.

This method was then applied to the acquisition of holograms of 
multiple objects thanks to a combination of mechanical and piezo 
movements. This can help to perform statistical analysis and improve 
further the signal-to-noise ratio. Different types of scanning and ac-
quisition scenarios can be scripted depending on the geometry of 
the samples. It was shown that this approach is particularly relevant 
for transistors and hence should be of interest for the semiconduc-
tor industry where holography is used routinely to map dopants or 
strain [29]. The limit of this approach is simply the number of ob-
servable transistors, which is determined by the width of the electron 
transparent lamella. It was also shown that this method can be used 
to correct drifts induced by variations of temperature during in-situ
heating experiments. This avoids repeated human interactions when 
acquiring temperature series. It allowed us to observe skyrmions in 
Co8Zn10Mn2 from room temperature up to the Curie temperature of 
70 ◦C. However, the small range of the piezo stage becomes a problem 
for large variations of temperatures (≳ 100 ◦C), in particular for bulk 
heating holders that can suffer from severe drifts. A smart combination 
of mechanical and piezo stage movements can be a solution to this 
limited range. On the other hand, for chip based heating holders, the 
drift is usually small and the piezo stage alone should be sufficient even 
for large temperature ranges.

5. Conclusion

We have implemented an online correction method for off-axis 
electron holography in a TFS Titan TEM. The scripted control of the 
piezo-enhanced compustage and the beam tilt coils allowed us to 
independently correct the drift of the sample and the fringes. It was 
shown that this method can be used to automatically collect holograms 
of multiple objects thanks to a combination of mechanical and piezo 
stage movements, which facilitates the statistical analysis of the phase 
images. It was also shown that temperature series can be recorded while 
correcting automatically for the heating induced drift of the sample.
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Fig. 6. Automated acquisition of a temperature series of magnetic skyrmions. (a) Electron hologram recorded for 20 s on a sample of Co8Zn10Mn2 at 20 ◦C in the presence 
of an external magnetic field of 80 mT. (b) Reconstructed phase image. (c) Magnified phase images of a group of skyrmions in the region indicated by a dashed square in (b) as a 
function of the temperature and after removal of linear phase wedges. (d) Phase profiles extracted from the images in (c) along the white line. (e) Color-coded magnetic induction 
maps with a contour spacing of 2𝜋∕9.

Fig. 7. Automated acquisition of a temperature series of magnetic skyrmions (monitoring profiles). (a) Temperature, (b) position of the fringes 𝜙, (c) standard deviation of 
the phase in the vacuum 𝛿𝜙vac and (d) position of the sample (x,y) as a function of exposure time.
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