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Abstract This work compares simulated and measured neutron time-of-flight spectra for a cold neutron moderator with varying
para-hydrogen concentrations (25%, 50%, 90% and 99.9%) embedded in a polyethylene thermal moderator. The primary neutrons
are generated from the interaction of 45MeV protons with a tantalum target. The simulations were performed using several Monte
Carlo codes (MCNP, PHITS, McStas, VITESS, and KDSource) together with nuclear data from the ENDF/B-VII.1 and JENDL−5.0
libraries. The simulated primary neutron yields had deviations from experimental measurements ranging from 0.3 to 16% depending
on the code and the nuclear data used. The neutron moderation in the para-hydrogen moderator coupled with a neutron guide was
then modeled. The neutron time distribution was measured by a 3He detector at the end of the guide. Comparison with experimental
data showed good agreement, with relative differences of less than 15%. For the 99.9% para-hydrogen concentration, simulations
with JENDL−5.0 were in better agreement with the experimental data, while ENDF-B/VII.1 showed better agreement for the 25%
para-hydrogen case. The analysis of the results obtained provides insights into the strengths and limitations of each Monte Carlo code
and nuclear data library combination. The observed discrepancies were analyzed, and possible sources of error were also identified.
The analytical procedure followed in this work will help to improve the accuracy and reliability of neutron cold moderator design.

1 Introduction

In recent decades, experimental techniques based on neutron scattering have become essential tools for studying condensed matter
phenomena [1]. This type of experiments requires the usage of cold and thermal neutrons, as they have wavelengths comparable to the
distances between the atoms of the samples and typical energies of their excitations. In particular, cold neutrons are especially useful
for the study of large structures, low energy dynamics, and imaging applications [2]. As older research reactors face decommissioning,
accelerator-driven neutron sources are emerging as promising alternatives to maintain and improve the supply of neutrons to the
scientific community [3]. Several accelerator-based pulsed neutron sources are based on spallation reactions with proton beams
of several GeV, such as the ISIS Neutron and Muon Source in the United Kingdom, the Spallation Neutron Source (SNS) in the
USA, the Swiss Spallation Neutron Source (SINQ) in Switzerland, and the Japan Proton Accelerator Research Complex (J-PARC)
in Japan, while the European Spallation Source (ESS) in Sweden is in the construction phase. On the other hand, High-Current
Accelerator-driven Neutron Sources (HiCANS) have proton beams in the order of 3 to 100MeV [4]. In both of these kinds of pulsed
sources, the fast neutrons (energies above 0.5MeV) produced in the target are slowed down into the thermal (energies below 0.5eV)
and cold (energies below 10meV) energy ranges with suitable moderator systems.

The choice of the target, the reflector, and the moderator materials plays an important role in the performance of these sources,
in order to shape the neutron pulse and maximize both the neutron yield at the target and the brilliance delivered to the neutron
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instruments. Historically, solid methane has been used as a cold moderator due to its high hydrogen density and effective neutron
slowing-down capabilities [5]. However, its susceptibility to radiation damage limits its use in high-power spallation sources, and
therefore, liquid hydrogen has become an alternative [6].

The High Brilliance Neutron Source (HBS) project at Forschungszentrum Jülich GmbH [7] aims to develop a HiCANS for
neutron scattering, analytics, and imaging. A fast neutron spectrum with an average energy of 0.5 MeV will be generated by the
interaction of a 70 MeV proton beam of circa 80 mA peak current with a tantalum target. HBS will be provided with 3 different and
independent target-moderator-reflector units that will operate at 24 Hz or 96 Hz to deliver individually tailored beam characteristics
for each instrument [8]. For the cold neutron sources, both solid methane and liquid hydrogen are suggested to be used in very
compact cryostats [9] to provide neutron instruments with beams with brightness values comparable to existing neutron sources in
Europe [10].

To assess the performance of a compact para-hydrogen cryostat system as a cold neutron source in the frame of the technical design
of the HBS project [7], a set of neutron time-of-flight spectrum measurements were performed [11] using the JULIC cyclotron of the
Institute of Nuclear Physics (IKP) of the Forschungszentrum Jülich. The measurements were performed for different concentrations
of para- and ortho-hydrogen. Also, Monte Carlo simulations have been carried out using several codes with different nuclear data
libraries.

Monte Carlo codes like MCNP6 [12] or PHITS [13] can simulate high-energy nuclear physics processes, for which different
physical models are used. Thus, in MCNP6, the Bertini [14], ISABEL [15], CEM03.03 [16], and INCL [17] models can be used,
while in PHITS, the INCL, Bertini, JAM [18], and GEM [19] models are available. Furthermore, the default nuclear cross sections
used by the two codes are different. Thus, MCNP6 uses the cross sections from ENDF/B-VII.1 [20], which does not include the
tabulated values for the proton-induced reactions in 181Ta, while PHITS offers by default the JENDL [21] database for cross sections,
which in its version 5 [22] includes the tabulated data for proton-induced reactions. As for the models used to describe the scattering
kernel S(α, β) of para- and ortho-hydrogen, in MCNP6 they are those developed by Keinert et al. [23], while in PHITS the liquid
hydrogen models are the same as those used in JEFF−3.3 [24] developed by Granada et al. [25]. In general, the results obtained by
these codes must be compared with experimental data, in order to validate the physical models and the nuclear cross sections used.
Thus, the neutron spectra obtained by a para-hydrogen cold source were compared against Monte Carlo simulations in [26], and the
total neutron yield for tantalum at different proton energies was validated in [27].

Considering that in most cases the transport of neutrons through neutron instruments does not take into account the moderation
or the absorption of the neutrons with the materials composing the instrument, some codes were developed to perform the so-called
ray tracing in a simpler way than Monte Carlo codes. In this line, McStas [28] and VITESS [29] are the most widely used, allowing
to simulate neutron guides, 3He detectors, and other components.

It is sometimes difficult to couple the output results of the simulations performed with Monte Carlo codes like MCNP6 for the full
source geometry and the neutron instrument model used by the ray-tracing codes like McStas [30]. When coupling such simulations,
it is also difficult to obtain adequate statistics in a reasonable computational time for positions far away from the source. Therefore,
there are several variance reduction methods to increase the accuracy of the simulations. The open-source code KDSource [31] is a
recently developed alternative to solve this problem, because it checks the correlation between the variables of a given MCPL [32]
particle list file using the kernel density estimation method and then gives the possibility to perturb the original files to obtain a new
virtual source file with more particles than the original one.

In this work, we will show the cross-validation of simulations obtained by different Monte Carlo codes and nuclear data cross
sections against experimental time-of-flight measurements.

2 Description of the experiments

Neutron spectra generated by a cold cryogenic moderator filled with different para- and ortho-hydrogen ratios at 20K were measured
with the setup shown in Fig. 1. Fast neutrons were produced by the interaction of a 45 MeV proton beam with a Gaussian profile
(14 mm full-width at half-maximum) with a tantalum target (80 mm diameter and 5 mm thickness). The width of the proton pulse
was 200 µs, with frequencies of 12.5, 20, and 25 Hz. The neutrons were moderated in a polyethylene piece, which surrounds the
cryogenic moderator (25 mm diameter and 100 mm length). The length of the cold moderator vessel was optimized and designed
by means of Monte Carlo simulations to achieve the maximum intensity for a pure para-hydrogen composition. The contents of
para-hydrogen studied were 25% (normal composition of H2 at room temperature), 50%, 90%, and 99.9%. A 7 m long, 58Ni-coated
neutron guide with 30× 45 mm2 cross section was placed at the end of a vacuum tube to transport the cold neutrons to a 3He detector
(gas pressure: 4 bar). The detector was connected to a time-of-flight counter board, and its time resolution was 200 bins of 0.5 ms
each, corresponding to a 100 ms time-frame. The experimental setup is described in detail in [11].

The experimental results were normalized by the integral charge of protons measured for each case, i.e., mC or (mA·s). The
measured neutron distribution at the 3He detector as a function of the time-of-flight t [µs] was transformed into wavelength λ

[Å] distributions with the equation

λ � t

252.8L
, (1)
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Fig. 1 Schematic model of the experimental setup used for the para-hydrogen time-of-flight measurements performed at the Forschungszentrum Jülich
according to [11]. The dimensions of the different components are mentioned in the text. All the components are in relative scale, except the neutron guide

Fig. 2 Experimental results
obtained for 99.9%, 90%, 50%
and 25% para-H. The results are
normalized by the integral charge
of protons

where L �7.555(1) [m] is the time-of-flight distance between the cold moderator and the detector. The obtained experimental
time-of-flight spectra for the different para-hydrogen concentrations are shown in Fig. 2.

3 Simulations

The simulation workflow is shown in Fig. 3. To facilitate the understanding of the process, the explanation of the workflow will be
divided into five groups:

1. simulations of the primary fast neutron emission from the bare target,
2. simulations of the moderation of the fast neutrons within the polyethylene and para-hydrogen,
3. generation of virtual sources to increase the statistics,
4. simulations of the neutron transport within the neutron guide, and
5. simulation of the neutron detection at the 3He detector.

All the results obtained from the simulations were also normalized by the number of primary protons in (mA·s). The uncertainties
corresponding to the simulations are only those coming from the standard deviation of the mean value of the estimated variable
distribution.

3.1 Primary fast neutron emission simulations

The neutron emission from interactions of 45MeV protons on a bare tantalum target was simulated using MCNP6 and PHITS
3.29. In MCNP6, 1 × 106 source particles were simulated with 1 CPU thread, requiring around 30 min of computational time.
While in PHITS, 1 × 107 source particles were simulated with 8 CPU threads in about 8 min. The different physical models
simulated with MCNP6 and PHITS are listed in Table 1, together with the integral neutron emission obtained with ENDF/B-VII.1
and JENDL−5.0/HE. The peak energies obtained for the different simulations are reported in Table 2.
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Fig. 3 Workflow diagram
indicating the methods used to
simulate the experimental setup
shown in Fig. 1

Table 1 Integral neutron emission values for a bare Ta target irradiated with 45MeV protons, obtained with MCNP6 and PHITS using different physical
models and cross-section databases. Cases giving similar integral results and comparable neutron energy distributions were grouped into categories indicated
by Roman numerals in brackets. The physical models indicated with ∗ are the default for each code, while the one indicated with ∗∗ is the one recommended
by the developers of the PHITS code

Code Physical Model ENDF/B-VII.1[×1014 (mA s)−1] JENDL-5.0/HE[×1014 (mA s)−1]

MCNP6 Bertini 3.70(2) (i) 2.86(1) (v)

ISABEL 3.32(1) (ii) 2.86(1) (v)

CEM03.03∗ 3.50(2) (iii) 2.86(1) (v)

INCL/ABLA 3.92(2) (iv) 2.86(1) (v)

PHITS INCL/GEM∗ 3.32(1) (vi) 2.86(1) (xii)

INCL/GEM + e-mode∗∗ 3.33(1) (vi) 3.04(1) (vii)

Bertini/GEM 3.92(2) (viii) 2.86(1) (xii)

Bertini/GEM + e-mode 3.94(2) (viii) 3.60(2) (ix)

Bertini/JAM 3.41(2) (x) 2.86(1) (xii)

Bertini/JAM + e-mode 3.42(2) (x) 3.12(1) (xi)

Figure 4 shows the neutron energy distributions simulated with MCNP6 under different physical models. The simulation results
highlight variations in the energy distribution shapes, particularly around the peak region and above 8 MeV. Additionally, there
are differences in the lower-energy slopes of the distributions (below 1 MeV) across the models used. Since ENDF/B-VII.1 has no
cross-sectional data for proton-induced reactions in 181Ta, the differences in MCNP6 arise primarily from the physical model used.

Figure 5 shows the neutron energy distributions obtained with PHITS under different physical models. For the simulations using
JENDL−5.0/HE, the neutron spectra remain consistent across physical models, except when utilizing the event mode generator
[33] recommended by the developers of PHITS. This consistency indicates that model choice in PHITS does not significantly alter
results when JENDL−5.0/HE data are used, providing the same results in the distributions.

The combined results from MCNP6 and PHITS, shown in Fig. 6, compare the energy distributions under default modes in each
code: CEM03.03 in MCNP6, INCL/GEM in PHITS, and the recommended INCL/GEM+e-mode in PHITS, as well as the results
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Table 2 Peak energy of the spectra for a bare Ta target irradiated with 45MeV protons, obtained with MCNP6 and PHITS using different physical models
and cross-section databases. Cases giving similar integral results and comparable neutron energy distributions were grouped into categories indicated by
Roman numerals in brackets. The physical models indicated with ∗ are the default for each code, while the one indicated with ∗∗ is the one recommended
by the developers of the PHITS code

Code Physical Model ENDF/B-VII.1[MeV] JENDL-5.0/HE[MeV]

MCNP6 Bertini 1.15(5) (i) 1.00(5) (v)

ISABEL 1.10(5) (ii) 1.00(5) (v)

CEM03.03∗ 1.20(5) (iii) 1.00(5) (v)

INCL/ABLA 1.70(5) (iv) 1.00(5) (v)

PHITS INCL/GEM∗ 1.25(5) (vi) 1.05(5) (xii)

INCL/GEM + e-mode∗∗ 1.25(5) (vi) 1.25(5) (vii)

Bertini/GEM 1.25(5) (viii) 1.05(5) (xii)

Bertini/GEM + e-mode 1.25(5) (viii) 1.20(5) (ix)

Bertini/JAM 1.25(5) (x) 1.05(5) (xii)

Bertini/JAM + e-mode 1.25(5) (x) 1.25(5) (xi)

Fig. 4 Total neutron spectra for a
bare Ta target irradiated with
45MeV protons, obtained with
MCNP6 for the different cases
listed in Table 1, in A logarithmic
and B linear scale in ordinates

using JENDL−5.0/HE in both codes. JENDL−5.0/HE results are nearly identical between MCNP6 and PHITS as expected, but
there are significant deviations, up to 37%, from other models in the total neutron emission. The general shape and peak differences
underscore how each code handles energy distribution across these models. The discrepancies related to the different Monte Carlo
codes, physical models, and cross-section databases were also observed in other works [34–37]; however, it was not the aim of this
work to explain the origin of such discrepancies.

Finally, although direct comparisons to experimental data are affected by the absence of neutron energy distribution data specific
to proton-induced reactions in 181Ta, results obtained are in the same order of magnitude with the experimental results reported in
[27] for a Ta target and 42 MeV protons, where the neutron yield was measured as 3.4(2) × 1014 (mA s)−1.

3.2 Neutron moderation simulations

Next, the complete geometry corresponding to Fig. 1 was modeled, again with MCNP6 (1.5×108 source particles, 113h simulation
time) and PHITS 3.29 (2 × 1010 source particles, 60h simulation time). The different results for the physical models and the cross-
section databases were compared. The difference between the number of source particles in both codes is due to the computational
time elapsed for each simulation. All particles that crossed the surface corresponding to the beginning of the neutron guide were
dumped into a particle list file. From these dump files, it is possible to analyze the outgoing angular current or brightness for a given
surface as a function of the position r, the direction ˆ̈, the energy E, and the time t of the neutrons, j+(r, ˆ̈, E , t). When this outgoing
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Fig. 5 Total neutron spectra for a
bare Ta target irradiated with
45MeV protons, obtained with
PHITS for the different cases
listed in Table 1, in A logarithmic
and B linear scale in ordinates

Fig. 6 Total neutron spectra for a
bare Ta target irradiated with
45MeV protons, obtained with
MCNP6 and PHITS along with
different physical models and
cross-section databases, in A
logarithmic and B linear scale in
ordinates

angular current is integrated over the range of solid angles in the outgoing directions, the outgoing current density J+(r, E , t) is
obtained.

The neutron angular current distribution as a function of the energy E and the polar angle from the flight direction ϑ at the
entrance of the neutron guide for 99.9% para-H is shown in Fig. 7. The flight direction corresponding to the solid angle from the
cold source to the neutron guide entrance is indicated with a black dashed-dotted line. For neutrons with energies above 10 MeV,
the peak of the distribution is around a flight direction of 10°, corresponding to the solid angle from the Ta target to the entrance of
the neutron guide. Some of the neutrons generated in the target had at least one scattering in the polyethylene and then crossed the
neutron guide entrance with low probabilities with flight directions larger than 20°. For energies between 100 meV and 10 MeV,
the distribution of the flight direction angle is uniform between 0° and 10°, and it is correlated with the moderating process of fast
neutrons in the polyethylene moderator down to the thermal energy range. Then, for energies below 1eV, the flight direction angle
shows a broadening over the full range because of the isotropic behavior of the thermalization of the neutrons in the polyethylene,
with a peak in the distribution around 100 meV and 5◦. However, a second peak can be distinguished around 10meV and flight
directions below 5°, corresponding to the cold neutrons emitted from the cold source and feeding the neutron guide.
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Fig. 7 Neutron angular current j+

as a function of the energy E and
flight direction angle ϑ at the
entrance of the neutron guide for
99.9% para-H, obtained with
PHITS using JENDL−5.0/HE.
The collimation angle
corresponding to the solid angle
between the cold source and the
entrance of the neutron guide is
indicated with a black
dashed-dotted line

Fig. 8 Neutron current J+(E , t) at
the entrance of the neutron guide
for 99.9% para-H, obtained with
PHITS using JENDL−5.0/HE.
The proton pulse width is
indicated with a red dashed line

The neutron current distribution as a function of the energy E and the time t at the entrance of the neutron guide for 99.9% para-H
is shown in Fig. 8. These results are obtained after integrating the distributions from Fig. 7 over all the flight directions, i.e., a solid
angle of 2π . The proton pulse width of 200 µs is indicated with a red dashed line.

The comparison of the neutron spectra obtained at the entrance of the neutron guide with the different codes is shown in Fig. 9.
These results are obtained after integrating the distributions from Fig. 8 over time. For the fast neutrons, the discrepancies were
already observed for the bare target simulations in Fig. 6, and the differences are less than 20% for the whole energy spectra and
less than 15% for energies below 0.5 eV. Considering the dependence on the flight direction and the energy range of the neutrons,
the integral neutron current values obtained at the entrance of the neutron guide for different angular and energy domains using
the different codes and physical models are indicated in Table 3. The results between MCNP6 and PHITS are close to each other,
but it was possible to run more particles in the same time frame with PHITS. Therefore, the results obtained with PHITS using the
different cross sections will be used from now on.

3.3 Virtual sources generation

For each simulation, only about 1 × 104 neutrons crossed the surface corresponding to the beginning of the neutron guide, and only
about 7 × 102 of them arrived at the 3He detector. To avoid the long-time simulation needed by increasing the number of source
particles to achieve reasonable counting statistics at the 3He detector, the open-source code KDSource was used to generate new
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Fig. 9 Neutron spectra at the
entrance of the neutron guide for
99.9% para-H, obtained with
MCNP6 and PHITS along with
different physical models and
cross-section databases. The ratio
between the results with PHITS
and MCNP are shown for
comparison in the lower frame

Table 3 Neutron current values at
the entrance of the neutron guide
for 99.9% para-H, obtained with
MCNP6 and PHITS using
different physical models and
cross-section databases. The
integral of the angular current was
performed for different ranges of
energy E and polar angle from the
flight direction ϑ of the neutrons.
The Roman numbers in brackets
in the first column are the groups
introduced in Tables 1 and 2

Code, physical model,
and cross sections

Neutron current[×109 (mA s)−1 cm−2]

E ∈ [0, 45] MeV
ϑ ∈ [0, 90]o

E ∈ [0, 0.5] eV
ϑ ∈ [0, 90]o

E ∈ [0, 0.5] eV
ϑ ∈ [0, 5]o

(iii) MCNP6 CEM03.03
(ENDF/B-VII.1)

4.8(1) 2.66(7) 1.33(5)

(vi) PHITS INCL/GEM
(ENDF/B-VII.1)

5.17(1) 2.516(8) 1.247(6)

(vi) PHITS INCL/GEM
(JENDL−5.0)

5.15(1) 2.514(6) 1.252(4)

(vii) PHITS INCL/GEM
+ e-mode
(JENDL−5.0/HE)

4.73(1) 2.302(7) 1.146(5)

(xii) PHITS
JENDL−5.0/HE

3.744(8) 2.216(6) 1.129(4)

Fig. 10 Neutron brightness at the
entrance of the neutron guide for
99.9% para-H, obtained with
PHITS using JENDL−5.0/HE

virtual sources of 1 × 108 neutrons at this point. The distributions obtained with the new virtual sources are compared after the
transport through the neutron guide, as shown in the next section.
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Fig. 11 Neutron brightness at the
exit of the neutron guide for
99.9% para-H, obtained with
McStas and VITESS

Fig. 12 Comparison between the
experimental spectrum and the
simulations using McStas,
VITESS, and PHITS for 99.9%
para-H, using JENDL−5.0/HE.
The inset shows a zoom of the
same spectra on a linear scale in
ordinates. The ratio between the
calculations and the experimental
values are shown for comparison
in the lower frame

3.4 Neutron guide simulations

After the generation of the virtual sources, the simulations of the transport through the neutron guide have been performed using
the ray-tracing codes VITESS and McStas. The reflectivity R of the guide, as a function of scattering vector length Q, was modeled
for both codes [38, 39] as:

R(Q) �
⎧
⎨

⎩

R0 if Q ≤ Qc
1

2
R0[1 − α(Q − Qc)]

[

1 − tanh

(
Q − mQc

W

)]

if Q > Qc,
(2)

where Qc � 0.0217 Å−1 is the critical scattering vector length, m � 1.16 is the m-value of the guide, R0 � 0.99 is the reflectivity
for Q < Qc, W � 0 is the width of the cut-off from Q � Qc to Q � mQc, and α � 0 is the slope of the cut-off.

At the end of the neutron guide, the neutrons were again dumped into a particle list file to compare the performance of the
ray-tracing codes. The results obtained with the Monte Carlo and the ray-tracing codes were coupled by calculating the neutron
intensity at the entrance of the neutron guide for a specific volume of the phase space (r, ˆ̈, E , t), and then equating these results.

The neutron brightness at the entrance of the neutron guide is shown in Fig. 10. Following the dependence between the energy
and the flight direction angle of the neutrons (see Fig. 7), the brightness was calculated for angles of 2.5°, 5°, 10°, 20°, and 90°. The
cold neutron peak around 2.5Å is only distinguishable for flight directions below 5°.

The results for the neutron brightness at the end of the neutron guide after the transport simulation with VITESS and McStas
are shown in Fig. 11, and no differences were found between the results. The results with and without using the virtual sources
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Fig. 13 Comparison between the
experimental results and the
simulations using McStas and
VITESS for 99.9% and 90%
para-H, using different
cross-section databases
(ENDF/B-VII.1 and
JENDL−5.0/HE). For each, an
inset shows a zoom of the same
spectra on a linear scale in
ordinates, and the ratio between
the calculations and the
experimental values C/E is shown
in the lower frame of the plots

generated with KDSource matched against each other, showing how the use of KDSource improves the statistics while reducing the
total time required for the simulations1.

3.5 Detector simulations

For the experimental results, the following uncertainties were considered: the 3He pressure P (4 bar ±10%), the m-value of the guide
(1.16 ± 10%), the reflectivity of the guide R0 (0.9, 0.99, and 0.999), and the orientation of the guide with respect to the cold source
(± 0.5°). The different combinations of all these possible systematic uncertainties (34 � 81 cases) were simulated with VITESS to
calculate the standard deviations from the base case (P � 4 bar, m � 1.16, R � 0.99). These standard deviations were propagated
to each bin of the experimental values, together with the corresponding Poisson standard deviation.

The neutron counts for the wavelength distributions obtained with the different codes inside the 3He detector are shown in
Fig. 12. As mentioned in Sect. 2, these results were calculated from the time distributions at the detectors and then transformed using
Equation (1). The results obtained are different for both McStas and VITESS codes. This can be explained by checking how the

1 The simulations with PHITS of 2 × 1010 source particles were 60h long, and only 1 × 104 neutrons crossed-in the entrance of the neutron guide. To obtain
1 × 108 neutrons at this position, the PHITS simulation would have been 6 × 109h long, while the generation of the virtual sources with KDSource took
less than 10m for each dump file.
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Fig. 14 Comparison between the
experimental results and the
simulations using McStas and
VITESS for 50% and 25% para-H,
using different cross-section
databases (ENDF/B-VII.1 and
JENDL−5.0/HE). For each, an
inset shows a zoom of the same
spectra on a linear scale in
ordinates, and the ratio between
the calculations and the
experimental values C/E is shown
in the lower frame of the plots

detector component in VITESS and the Monitor_nD component in McStas implement the efficiency calculation2. The 3He
detector was also modeled and simulated in PHITS to cross-check the results, using the dump file at the end of the neutron guide as
an external source, with and without the stainless steel tube housing (0.5mm thickness) of the detector. This was done because the
tube housing is not modeled in McStas and VITESS, but it was desired to check how the presence of the stainless steel affects the
detector efficiency. The results obtained with PHITS are closer to the ones obtained with VITESS.

For all the simulated cases, the intensity of the neutron wavelength distribution inside the 3He detector is higher than the
experimental values. This can be attributed to uncertainties coming from the measurement of the proton current and configuration
of the detection electronic chain (signal amplification, pulse discrimination, noise rejection, dead time). Therefore, this systematic
error should be independent of the para-hydrogen measurements. To renormalize the results and avoid the use of “arbitrary units”
like has been done in [26], the simulated values ysim for each time bin t were linearly fitted against the experimental data yexp with
the following expression:

ysim(i , j ,k)(t) � b(i , j ,k) + m(i , j ,k) · yexp(i , j ,k)(t), (3)

where m and b are the slope and the y-intercept, respectively. This fitting has been done for each combination of ray-tracing code
i (McStas, VITESS), cross-sections database j (ENDF/B-VII.1, JENDL−5.0/HE), and para-hydrogen concentration k (25%, 50%,

2 The 3He detector can also be modeled with the new UNION components in McStas [40]. However, this was not done in this work to keep the simulations
as simple as possible using the default monitors and detectors available in VITESS and McStas.
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Fig. 15 Comparison between the
experimental and simulated results
for 99.9%, 90%, 50%, and 25%
para-H, using A VITESS and B
McStas with the JENDL−5.0/HE
cross-sections database

90%, 99.9%). The average of the fitted slopes m(i , j , k) over all the para-hydrogen concentrations for each ray-tracing code was
calculated, using the JENDL−5.0/HE cross-sections database as reference:

< m >i�
∑

k
m(i , j�J ENDL−5.0/HE ,k)

4
. (4)

Thus, two values were obtained (< m >VITESS� 1.7 and < m >McStas� 1.91), which were used as normalization factors for
VITESS and McStas, respectively.

The comparison of the results obtained with the simulations against the experimental data for 99.9%, 90%, 50%, and 25% para-H
is shown in Figs. 13 and 14. The distributions obtained with McStas and VITESS are multiplied by the normalization factors as
explained before. For all the cases, the results obtained with VITESS give a better agreement along the full wavelength range, and
the results obtained with McStas have some discrepancies for wavelengths below 2.5Å. For wavelengths above 2.5Å, the differences
between the experimental data and the simulations are less than 15% in most of the cases.

3.6 Discussion

A summary of the comparison between the experimental data and the simulations obtained for all the different para-H ratios is
shown in Fig. 15. As it was proven and discussed in [26], this work together with [11] shows that the neutron wavelength distribution
has a strong dependence on the para-H concentration. The experiments proved that, for a moderator thickness of 10cm, the best
performance is obtained for pure para-H compared to the other para-H concentrations.

For almost all the different para-H concentrations, the results using JENDL−5.0/HE are in better agreement with the experimental
values than those obtained with ENDF/B-VII.1. The only case when the tendency seems to be the opposite is for 25% para-H, and
this might be attributed to an error in the production of the ortho-H scattering kernel in the JENDL−5.0/HE database. After a
discussion with the authors of Ref. [41], we concluded that it would be possible to generate new cross-sections for ortho-H and
compare the results. The reader should notice that the use of ortho-H is not optimal for the generation of cold neutrons [11] [26].
Therefore, the neutron physics community is focused on generating the best description of the para-H scattering kernels.
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4 Conclusions

In this work, the authors intended to provide a comparative analysis of neutron time-of-flight results obtained from different
simulations of an experimental cold neutron moderator with different para- and ortho-hydrogen concentrations (25%, 50%, 90%,
and 99.9%). The study used several Monte Carlo codes, including MCNP6, PHITS, McStas, VITESS, and KDSource, with nuclear
data from the ENDF/B-VII.1 and JENDL−5.0 libraries.

The neutron yield for 45 MeV protons irradiating into a Ta target was calculated with MCNP6 and PHITS, using different physical
models and cross-section databases. The values obtained for the integral neutron yield were in the same order of magnitude as those
reported in [27], but no conclusions could be drawn regarding the energy distribution of the neutrons due to the lack of experimental
data.

The experimental setup with the polyethylene moderator and the para-H cryostat was further modeled with MCNP6 and PHITS.
For the different physical models, the results showed relative differences of about 30% over the whole energy range, which decreased
to 15% for the cold and thermal neutrons with a solid angle divergence equivalent to 5°. The choice of cross-section database did
not lead to significant differences.

To increase the statistics at the end of the neutron guide and reduce the computational simulation time, new virtual sources
were generated at the neutron guide entrance with the open-source code KDSource. The results obtained with these virtual sources
showed a good agreement with the results obtained without using KDSource, and the simulations of neutron transport through the
guide using VITESS and McStas with these new virtual sources showed no differences at the guide’s end. However, discrepancies
emerged between the two codes at the 3He detector, particularly for neutron wavelengths below 2.5Å. A systematic error was
identified in comparison with experimental data; therefore, a normalization factor was calculated for absolute comparison. With this
normalization, simulation results were within 15% of experimental values.

The results obtained with JENDL−5.0/HE for pure para-H showed a better agreement with experimental data than those using
ENDF-B/VII.1. On the other hand, the agreement seemed slightly better with ENDF/B-VII.1 for 25% para-H (normal ratio). These
differences may be due to an error in the production of ortho-H cross sections in JENDL−5.0/HE.
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