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A B S T R A C T

This paper presents nekCRF, a GPU-accelerated finite-rate chemistry solver for complex combustion
problems. An application to hydrogen is shown and especially the performance compared to CPUs is
discussed.

1. Introduction
The nekCRF code follows a low MACH (𝑀𝑎) approach

[1, 2] to solve the resulting system of equations for reactive
flows. The conservation equation for the gaseous species
mass fractions 𝑌𝑘, 𝑘 = 1,⋯ , 𝑁 , temperature 𝑇 , and velocity
𝐯 fields result in
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∇ ⋅ 𝐯 = 𝑄𝑇 , (1d)
𝑝0𝑉 = 𝑛𝑅𝑇 , (1e)

where 𝑡 is time, 𝐕𝑘, ℎ0𝑘, 𝑐𝑝,𝑘 the diffusion velocity, enthalpy
of formation and heat capacity of species 𝑘, respectively, 𝑁
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the number of the gaseous chemical species, 𝜌, 𝑐𝑝, 𝜆, 𝜇 the
mixture density, heat capacity at constant pressure, thermal
conductivity and dynamic viscosity,𝑅 the ideal gas constant,
𝑉 volume, and 𝑛 the total number of moles. The pressure
field 𝑝(𝐱, 𝑡) = 𝑝0(𝑡) + 𝛾𝑀𝑎2𝑝1(𝐱, 𝑡) is decomposed in the
thermodynamic pressure 𝑝0(𝑡), which can only vary in time,
and the hydrodynamic pressure 𝑝1(𝐱, 𝑡). Here, 𝛾 = 𝑐𝑝∕𝑐𝑣 is
the heat capacities ratio.

Ignoring the Soret and Dufour effects, the species dif-
fusion velocities 𝐕𝑘 are computed by a mixture averaged
transport model as
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𝐷𝑘
𝑋𝑘

∇𝑋𝑘 + 𝐕𝑐 , (2)

with 𝑋𝑘 being the mole fraction and 𝐷𝑘 the mixture-
average diffusivity of species 𝑘. The correction velocity
𝐕𝑐 = −
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The thermal divergence, the non-zero divergence of the
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with 𝑊 being the mean molecular weight, acts as a con-
straint and its imposition requires the solution of a variable
pressure Poisson equation for the hydrodynamic pressure 𝑝1.

Highly optimized kernels are used to evaluate the costly
species production rates as well as the thermodynamic
and transport properties. For this purpose, a JIT (just-in-
time) kernel generator has been developed, which translates
a combustion model (reaction rates, thermodynamic and
transport properties) expressed in Cantera format [4] into
platform-specific source code.

https://doi.org/10.34734/FZJ-2025-02504
https://doi.org/10.34734/FZJ-2025-02175


M. Bode et al.: NekCRF: A Novel GPU-Accelerated Finite-Rate-Chemistry Solver and Application to Hydrogen

Figure 1: Overview of confined flame kernel simulations at different turbulent intensities. The flame surfaced is colored by the
local speed relative to the laminar burning velocity.

2. Application
Flame kernels are important benchmark configurations

to better understand complex combustion effects such as
thermo-diffusive instabilities. They are often calculated with
periodic boundary conditions, but nekCRF also allows to
handle confined geometries effectively.

Lean hydrogen flame kernels in confined geometry were
calculated under three different turbulent conditions for this
work. The turbulent intensity was fixed relative to the lami-
nar burning velocity 𝑠𝐿 and varied between 𝑢′ = 3, 5, 10𝑠𝐿.
The mixture corresponded to 𝜙 = 0.4, the ambient temper-
ature was 𝑇𝑢 = 700K, the wall temperature 𝑇𝑤 = 450K
and the pressure 𝑝0 = 2 atm. The mechanism considered 9
species. Figure 1 shows the development of the flame kernels
at different times. The effect of confinement is made clear
by the selected coloring. In addition, the coloring illustrates
the faster expansion speed at higher turbulence. A similar
effect can also be observed for the internal heat release rate,
which increases with increasing turbulent intensity and is
significantly higher than the heat release rate of a laminar
flame in all cases.

3. Discussion and conclusions
The application of the lean hydrogen flame kernels

demonstrates that nekCRF is capable of performing large-
scale simulations of reactive flows. The accuracy of nekCRF
[5] was also compared with other codes as well as Cantera
(cf. Fig. 2) and showed that the accuracy of the results
is in line with the models used. Finally, the performance
of nekCRF as a GPU-accelerated code compared to an
implementation on CPUs will be discussed. For this purpose,
a test case with nekCRF and nek5000 with LAVp (this
corresponds to the same models once on GPU and once on
CPU) was calculated and the theoretical and practical (due to
cache effects and resulting limited throughput) performance
compared. Theoretically, nekCRF is up to 22 times faster.
Practically still 14 times faster. This means that a simulation
for which nek5000 needs two weeks with LAVp can be
calculated by nekCRF in one day. This is a significant game

Figure 2: Resulting maximum differences between nekCRF and
Cantera for a premixed test case.
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changer both for the realization of beyond the state-of-the-art
simulations and for model development due to much faster
iteration times.
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