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Abstract 

Understanding battery aging mechanisms is critical towards identifying and improving upon performance 

bottlenecks. Aging protocols which can quickly identify and monitor degradation of cells can help expedite 

solid-state battery development by predicting the possible long-term aging trend of cells in a time efficient 

manner. In this work, the degradation behavior of In/InLi|Li6PS5Cl|NCM83:Li6PS5Cl cells were 

investigated using two different accelerated aging protocols: (1) calendar aging and (2) cycle aging. Cells 

with various cut-off potentials were investigated using the two aging protocols showing significantly 

greater performance deterioration under calendar aging relative to cycle aging. Applying distribution of 

relaxation times analyses obtained from impedance spectroscopy, the cathode-electrolyte interfacial 

resistance evolution is found to be the dominant degradation mechanism during calendar aging while 

changes at the anode-electrolyte interface are influential during cycle aging tests. The aging protocol and 

analyses applied in this work can potentially be further extended to other systems to help understand 

degradation processes and quickly screen cells for optimization. 

Introduction 

Solid-state batteries (SSBs) have emerged as one of the key battery developments in moving towards 

high energy density batteries in both the academic and commercial research space. While traditional 

lithium-ion batteries (LIBs) with liquid electrolytes are backed by decades of research and development, 

SSBs have only more recently experienced a rebirth in research efforts since the report of Li10GeP2S12 

having ionic conductivities on par with their liquid electrolyte counterparts1. Having high energy density 

and potentially improved safety, SSBs containing lithium metal or silicon anodes are considered highly 

promising for the next generation of secondary batteries2,3. While much progress has been made in the 

recent years, commercialization of SSBs still face the hurdle of ensuring both safety and performance4. 

Focusing on the latter, improving SSB electrochemical performance towards their commercialization is 

an ongoing challenge. Degradation at the cathode active material-solid electrolyte interface and formation 

of an interphase consisting of decomposition products is one of the key challenges inhibiting cell 

performance5,6. In addition, batteries will gradually age over the course of cycling, leading to the drop of 

their performance, which is intimately correlated with interphase formation7,8. Currently, various factors 

have been reported to influence degradation (aging) processes in LIBs such as charging mode, operating 
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temperature, or state of charge (SoC)9,10. Therefore, it is important to develop methods to both efficiently 

and rapidly screen cell materials and improve understanding of the aging processes. 

Battery aging is generally categorized into calendar aging and cycle aging9. Because of the meta-

stable nature of electrochemical processes within the cells, battery aging occurs not only during operation 

but also at rest. Under long-term storage, cells undergo continuous degradation that reduces usable 

capacity which is referred to as calendar aging7. In contrast, cycle aging refers to battery performance 

deterioration stemming from repeated cycling10. This aging should also depend on the current density 

employed. Both types of aging are important to understand, as they can involve different mechanisms 

and produce different effects. While cell aging studies have been well established for LIBs, they are far 

less developed for their SSB counterparts11. Conventional real time battery calendar aging studies 

typically include alternating periods of open circuit voltage (OCV) and reference performance tests 

(RPTs) to evaluate cell degradation7. This approach requires month-long to year-long periods to 

sufficiently evaluate time-dependent aging with the majority of time spent at OCV, which can be extremely 

resource-intensive when screening numerous active material and electrolyte combinations. In this regard, 

the design and application of fast screening protocols10,12 can help expedite SSB development and 

innovation by predicting the long-term aging of batteries in a fraction of the time. This is especially 

important as the number of different solid electrolyte classes and components is increasing continuously. 

Thus far, only a few studies have looked into investigating interfacial degradation in SSBs using calendar 

aging protocols5,13–15, which used rest periods at OCV or held a specific potential for 20-30 hours with 

electrochemical impedance spectra (EIS) measured periodically. However, short-term OCV and voltage 

hold phases may provide limited information on cell degradation due to significant reversible 

lithiation/delithiation relaxation7. Diagnostic measurements for cells at the same SoC are also needed for 

comparison after an aging period. The need for studies on calendar and cycle aging has been shown 

before16,17, however, a comprehensive comparison of different aging approaches is still missing. 
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Figure 1. Example of cell potential profiles during accelerated aging protocols. Formation and reference 

performance test (RPT) steps are fixed in all experiments with a variation of upper cut-off potential in 

aging periods (grey field). Cross mark (❌) symbols represent points where EIS measurement was 

recorded. An EIS measurement was implemented every hour during potentiostatic hold and end of 

discharge of every two cycles during 1C cycling. For formation and RPT steps, EIS was measured at the 

end of discharge for every cycle. 

In this work, accelerated calendar and cycle aging protocols are introduced to SSBs based on 

LiNi0.83Co0.11Mn0.06O2 (NCM83) cathode active material (CAM) to evaluate their efficacy for probing and 

identifying degradation processes electrochemically. The cell configuration In/InLi|Li6PS5Cl 

|NCM:Li6PS5Cl, which has been thoroughly studied with known degradation mechanisms,8,15,18 was 

employed as a well-characterized system against which to test these electrochemical methods. A 

potentiostatic hold (also known as float test or voltage hold) protocol3,6 was employed as a qualitative 

accelerated tool for calendar aging tests, while a high C-rate (1C) cycling approach21 was used for cycle 

aging experiments (see Figure 1). The aging period, which was conducted in between the formation and 

reference performance test (RPT) steps, was fixed at 48 hours, while the upper cut-off potential is varied. 

Through time-resolved EIS measurements, cathode-electrolyte interfacial resistance evolution was found 

to be the dominant degradation mechanism during calendar aging, while changes to the anode-solid 



6 

electrolyte interface were the most influential during cycle aging experiments. The results suggest that 

the employed potentiostatic hold (calendar aging) protocol may be a better means than high C-rate 

cycling (cycle aging) to probe and predict cell degradation. The work presented here shows that aging 

experiments coupled with various electrochemical characterization and analytical techniques such as 

EIS, differential capacity (dQ/dV), and distribution of relaxation times (DRT) allow for the interpretation 

and deconvolution of physicochemical processes within the cell during and after aging. With the employed 

aging protocols, the findings of this work on degradation at the electrode-electrolyte interface provide 

another perspective in understanding SSB degradation.  
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Results and Discussion 

Accelerated aging tests were performed for In/InLi|Li6PS5Cl|NCM83:Li6PS5Cl cells at various upper cut-

off potentials of 3.7 V, 3.8 V, 3.9 V, 4.0 V, and 4.1 V vs. In/InLi, which correspond to 4.32 V, 4.42 V, 4.52 

V, 4.62, and 4.72 V vs. Li+/Li, respectively. These high potentials were selected because typical 

degradation of sulfide solid electrolytes (SEs) against NCM is triggered when CAM potential exceeds 

3.58 – 3.7 V vs. In/InLi5,13,15. Results from the selected cut-off potentials of 3.7 V, 3.9 V, and 4.1 V vs. 

In/InLi are presented in the main text for brevity and visual clarity. The data from all investigated cut-off 

potentials for the following figures can be found in the Supporting Information. 

 

Figure 2. Potential versus time profile of accelerated (a) calendar aging and (b) cycle aging cells at 

different cut-offs. Data from all investigated cut-offs can be found in Figure S1. 

Potential versus time profiles in Figure 2 provide the first information on the impact of accelerated 

aging protocols on cell performance. For all calendar aged cells (Figure 2a), two observations were 

made: 1) a significant decrease in post-aging cycle time was observed across all cells whereby increasing 

cut-off potentials resulted in decreasing post-aging cycle times. 2) For calendar aged cells with a 4.1 V 
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potentiostatic hold cycle, during the first discharge step after the potentiostatic hold, a kink is observed in 

the galvanostatic curve (Figure 2a, top). This may originate from lithiation processes of decomposition 

products, leading to severe post-aging capacity loss as shown in Figure 3a. In contrast, for cycle aged 

cells, (Figure 2b) differences between the pre-aging and post-aging charge-discharge times were minor.  

 

Figure 3. Data measured in the last formation cycles (before aging) and last RPT cycles (aging). (a–b) 

Potential versus capacity profiles, (c–d) corresponding differential capacity plots, and (e–f) comparison 

of voltage gap and capacity loss of accelerated calendar and cycle aging cells, respectively. Data from 

all investigated cut-offs can be found in Figure S2. 
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The formation step in batteries typically consist of a series of low-rate cycles to create an initial 

stable solid electrolyte interphase layer, which can stabilize the cell from further fast interfacial 

degradation22,23. Therefore, in both aging protocols, a formation step is included prior to applying a 

potential static hold or high current cycling. Thus, to compare cell performance before and after aging 

tests, the last (3rd) formation cycle in this study was chosen to represent the nominal pristine cell 

conditions, while the final (3rd) RPT cycle was chosen to represent cell conditions after accelerated aging. 

This should mitigate most effects of potential residual reactions after the aging period. Data for the 

formation and RPT cycles are shown in Figure S1-4 and Figure S5, respectively. As presented in Figure 

3a-b, calendar aged cells exhibit greater capacity fading after 48 hours of potentiostatic hold, while cycle 

aged cells show little capacity loss after 48 hours of high-current cycling. As the cut-off potential is 

increased, cells from calendar aging protocols show a trend of increasing capacity loss. The slight excess 

discharge capacity (Qdischarge> Qcharge) in the last RPT cycles as shown in Figure 3a is likely due to 

continuous side reactions or residual reversible capacity gained from potentiostatic hold. 

Correlated differential capacity (dQ/dV) plots (Figure 3c-d) of charge-discharge curves can reveal 

more information about cell redox behavior with phase transitions during cell cycling24. Substantial 

detrimental effects of accelerated aging protocols are observed for calendar aged cells, which show a 

significant decrease in dQ/dV peak intensity post-aging. This suggests the loss of lithium inventory in the 

CAM25 due to parasitic processes during the voltage hold. Additionally, the increase in peak-to-peak 

separation of the reductive and oxidative processes with increasing cut-off potential suggests that 

exposure of the cell to higher voltages not only further expedite degradation but also lead to increased 

polarization. With cycle aged cells, only small changes in dQ/dV peak positions and only a slight decrease 

in peak intensity were observed. 

The voltage difference between the charge and discharge curves are commonly referred to as 

the voltage hysteresis and directly influence the energy efficiency of the battery26. To better compare the 

impact of accelerated aging protocols on cell performance, the voltage difference (ΔV) of the charge-

discharge curves as well as the percentage of capacity loss (Qloss) were estimated from the data of Figure 

3a-b. ΔV was calculated at 50% SoC to avoid the non-linear behaviors at very low or high SoC. The 

percentage of capacity loss before and after accelerated aging was calculated using: 

𝑄𝑙𝑜𝑠𝑠 =  1 −
𝑄𝑙𝑎𝑠𝑡 𝑅𝑃𝑇 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

𝑄𝑙𝑎𝑠𝑡 𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 
 (1) 
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As shown in Figure 3e-f, both calendar and cycle aged cells exhibit a correlation between ΔV and 

capacity loss. Calendar aged cells exhibit a strong increase in ΔV and Qloss with increasing cut-off 

potential. Cycle aged cells show a similar, but much less severe, trend up to 3.9 V, but degradation 

appears to plateau at higher voltages. Following the preliminary results, the utility and limitations of the 

aging protocols used in this work will be further discussed below. 

(Electro)chemical decomposition at the sulfide SE-CAM interface producing a resistive interphase 

layer has been reported experimentally as one of the most critical factors causing overpotential increases 

and deteriorating cell performance in SSB5,27. While sulfide SEs exhibit excellent ionic conductivity and 

deformability compared to other types of SEs, their narrow electrochemical window and poor chemical 

compatibility with electrode materials remain a significant challenge, limiting their potential for future 

applications28. Zuo et al. reported that at the Li6PS5Cl-NCM85 and Li5.5PS4.5Cl1.5-NCM85 interfaces, 

electrochemical decomposition of Li6PS5Cl and Li5.5PS4.5Cl1.5 took place as the cells were operated at 

voltages as low as 3.58 V vs. In/InLi15. Furthermore, at cut-off potential from 3.58 V vs. In/InLi, interphase 

formation can be a combination between SE and CAM consumption processes, which could also produce 

oxygenated decomposition species such as sulfites/sulfates, phosphates, O2 and SO2
7. Similar 

phenomena were observed for the Li5.5PS4.5Cl1.5-NCM83 interface by Hartel et al., where strong 

interfacial degradation was triggered in the In/InLi|Li5.5PS4.5Cl1.5|NCM83:Li5.5PS4.5Cl1.5 half-cells when the 

cathode potential exceeded 3.7 V vs In/InLi11, leading to electrochemical decomposition of the SE and 

chemical degradation of the NCM. In addition to the cathode-electrolyte interphase formation, it was 

reported that the increased cathode-electrolyte interfacial resistance may also be contributed by the 

contact loss between them29. Here, we use time-resolved EIS measurements and DRT analysis to 

examine the interfacial degradation in the aged cells electrochemically. 



11 

 

Figure 4. (a) Typical Nyquist plot with DRT fit and (b) respective DRT analysis of the impedance data. 

The dashed lines in the DRT mark the high- and low-frequency boundaries of the measured range in 

EIS. 

To better understand the interfacial resistance evolution of the tested cells, EIS data were 

collected before, during, and after the aging periods (points where EIS measurement was recorded are 

illustrated in Figure 1). While EIS is a rich information source, the deconvolution of physical processes 

from Nyquist plots via equivalent circuit models can be highly ambiguous due to overlapping response 

frequency ranges30. Therefore, the fitting of impedance data was implemented using DRT analysis, which 

does not require an a priori established model of discrete impedance contributions31. Typical DRT results 

are illustrated in Figure 4, while further details on the calculation method by Huang et al.32 can be found 

in the Supporting Information. Peaks in the DRT in specific time constant ranges are typically 

interpreted to represent electrochemical processes within the cell. As the time constant 𝜏 is defined as 𝜏 

= RC, the observed time constants of different processes reflect both their resistances and characteristic 

capacitances. Conduction processes, such as bulk or grain boundary ionic conduction, are generally fast, 

with small capacitances and very short relaxation times. However, reactions at the electrode-electrolyte 

interface such as interfacial charge transfer exhibit substantially larger capacitances, resulting in longer 
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relaxation times33. The DRT in this work generally indicates five main peaks, which are denoted as PSE, 

PC1, PC2, PA, and PD in order of ascending time constant. Appearing at the shortest time constant (𝜏 ∼10–

8 s), PSE represents bulk resistance of the SE (RSE)33,34, which relates to ionic transport in Li6PS5Cl. Since 

Li6PS5Cl is a fast ion conductor, Li-ion transport relaxes at higher frequencies than the maximum 

measured frequency, such that the Nyquist semicircle and corresponding DRT peak are truncated. Two 

overlapping peaks PC1 (𝜏 ∼10–3–10–2) and PC2 (𝜏 ∼10–2–10–1 s) can be ascribed to Li-ion transport through 

the cathode-electrolyte interface (RC1) and interfacial charge transfer resistance (RC2) within the cathode 

composite, respectively33,35. It should be noted that although a single DRT peak typically represents a 

physicochemical process, processes with similar time constants may cause significant peak overlap and 

inhibit individual peak resolution. Since PC1 and PC2 overlap strongly in almost all experiments, we refer 

to their combination simply as the PC region. PA (𝜏 ∼10–1–1 s) can be attributed to the charge-transfer 

resistance at the anode-electrolyte interface (RA)33,37. Lastly, PD (𝜏 ∼10 s) exhibits the highest time 

constant and represents the solid-state lithium diffusion process within the cathode electrode37. However, 

it is important to point out that the relaxation of PSE and PD occurs largely out of the measured frequency 

range, which correspond to the high-frequency truncated semicircle and low-frequency Warburg-like tail 

in Nyquist plots, respectively. Thus, PSE can be referred to as a lumped high-frequency resistance 

contribution, which is the sum of the ohmic resistance and the truncated RSE. 
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Figure 5. DRT evolution and corresponding 2D DRT surfaces (a) during potentiostatic hold and (b) at 

end of discharge of cycles in high C-rate regime. In 2D DRT, the maximum value displayed on each color 

bar represents approximately the highest DRT intensity and the dashed lines indicate the relative position 

of PC peak. Data from all investigated cut-offs with Nyquist and Bode plots can be found in Figure S6-9. 

As can be seen in one-dimensional (1D) DRT data in Figure 5, the changes in RSE magnitude 

are insignificant throughout all the experiments, indicating that accelerated aging stages do not cause 

severe bulk degradation of the Li6PS5Cl SE. During the potentiostatic hold (Figure 5a), the evolution of 

the DRT is dominated by the PC region. The dominance of PC becomes stronger with increasing cut-off 

potentials. In contrast, cells subjected to high C-rate cycling (Figure 5b) exhibit fast growth of PA in the 
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early stages. This could be attributed to the non-uniform local current density distribution at the interface 

with the In/InLi alloy electrode at high current density, which may lead to inhomogeneous 

lithiation/delithiation processes34 and induce chemo-mechanical degradation such as contact loss or void 

formation at the anode-electrolyte interface38,39. 

Compared to the dramatic growth of the PC region during potentiostatic holds, cathode-electrolyte 

interfacial processes are relatively stable in the high C-rate regime, remaining at much lower magnitudes. 

This suggests that more detrimental effects occur at the Li6PS5Cl-NCM83 interface during potentiostatic 

hold, increasing interfacial resistance and inhibiting effective interfacial transfer of lithium ions. 

Although the 1D DRT obtained by fitting individual impedance measurements can help 

deconvolute frequency-overlapped processes, peak resolution remains challenging as there are always 

some processes that are strongly obscured or dominant. To mitigate this, 1D DRT data can be 

aggregated to form two-dimensional (2D) DRT surfaces that extend along the aging time dimension to 

gain another view of aging mode influences on the DRT evolution. While peak shift can be observed to 

some extent with 1D DRT, it can be seen more clearly with 2D DRT. As displayed in Figure 5a, the 

dominance of the PC region during calendar aging in 1D DRT is also exhibited in 2D DRT, in which PC 

tends to shift to longer time constants as the potentiostatic hold time increases. This may be caused by 

an increase in the RC2/RC1 ratio, or a simple increase of RC1 while the corresponding capacitance value 

of PC1 remains almost constant. As the cut-off potential increases, larger PC peak shifts are observed. 

During cycle aging (Figure 5b), only PA shifts to longer timescales at the beginning of the aging period. 



15 

 

Figure 6. Data measured at the last formation cycles (before aging) and last RPT cycles (aging). (a-b) 

Nyquist plots and (c-d) DRT of calendar and cycle aging cells, respectively. Data from all investigated 

cut-offs can be found in Figure S10. 

To better compare cells, EIS measurements were also conducted at the end of discharge of 

formation and RPT cycles, as displayed in Figure 6a-b. As anticipated, compared to pre-aging cell (before 

aging), calendar aged cells (Figure 6c) show a noticeable domination of PC that increases gradually with 

increasing cut-off potential, while PA has a smaller contribution to the overall impedance. The combination 

of impedance data and DRT analyses here suggests that post-aging capacity fading in calendar aged 

cells (Figure 3a) may be caused by irreversible loss of cyclable lithium into building up resistive cathode-

electrolyte interphase layer as a result of parasitic side reactions. Calendar aging period may also cause 

chemomechanical degradation of the composite cathode such as cracking or contact loss due to volume 

expansion from overcharging. In contrast, cycle aged cells (Figure 6d) only show a slight increase in the 

overall post-aging impedance. Again, a larger contribution from PA is observed in these cells. 

 In calendar aging tests, the capacity obtained during the voltage hold can comprise of 

contributions from reversible and irreversible processes. At the beginning of the potentiostatic hold 
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regime, the measured capacity can be dominated by residual reversible processes due to depolarization 

effect as the current decreases. Until the cell equilibrates gradually to a constant potential, irreversible 

processes should begin to dominate and reflect the cell’s calendar aging behaviors with irreversible 

capacity contribution, which could be ascribed to lithium inventory consumption into forming 

decomposition products7. In a critical study on different LIB systems, Schulze et al. reported that the 

potentiostatic hold method is incapable of quantitatively forecasting the actual rate of capacity fade, but 

can be applied as a qualitative method for fast screening of cell systems with promising electrode-

electrolyte combination7. Therefore, the growth trends of capacity obtained during potentiostatic hold at 

different cut-off potentials may not be necessarily correlated with the capacity loss. While the growth 

trends of measured capacity and currents during potentiostatic hold (Figure S11) and post-aging capacity 

loss (Figure 3e) show some correlation, the contribution of irreversible capacity loss due to parasitic 

reactions remains ambiguous and is yet to be quantitatively deconvoluted. Thus, an attempt to fit and 

extrapolate potentiostatic hold data using classical time dependency models employed in literature5,40 

may yield inaccurate results. 

 

Figure 7. (a) Galvanostatic charge-discharge curves and (b) corresponding differential capacity plots 

during accelerated cycle aging (1C cycling) periods. Data from accelerated calendar aging periods and 

all investigated cut-offs can be found in Figures S12-S14. 
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Although cell performance is slightly affected by high-current mode during the cycle aging period, 

the employed cycle aging protocol does not fully capture the expected cell aging behavior driven by 

interfacial degradation. In 48 hours of aging, the reduced time spent at unfavorable upper cut-off 

potentials during high C-rate cycling likely explains its less detrimental impact compared to potentiostatic 

holds. However, the galvanostatic charge-discharge data from 1C cycling periods (Figure 7a) still provide 

insight into cycling behavior. The low capacity delivered during 1C cycling may be primarily attributed to 

kinetic limitations at high C-rate regimes. In these conditions, the CAM may not have enough time to fully 

undergo all the phase transitions. Additionally, the speed of the electrochemical reactions and associated 

transport processes cannot keep up with the demands for fast charging-discharging. The dQ/dV peak 

intensity decreases drastically in 1C regimes (Figure 7b) compared to that in 0.1C (Figure 3d), reflecting 

a significantly reduced capacity realization. The slight increase in capacity and dQ/dV peak intensity 

during cycle aging may be explained by the decline of RC1 over time (Figure 5b). Moreover, high current 

rates may further expedite inhomogeneous reactions, resulting in broader intercalation-related dQ/dV 

peaks24 with far more increases in the peak-to-peak separation of the reductive and oxidative processes. 

Long-term cycling data from comparable SSB cell systems have shown that cathode-electrolyte 

interfacial resistance evolution is one of the main factors contributing to capacity fading13,15. This is in 

good agreement with the results of accelerated calendar aging tests in this work, suggesting the feasibility 

of this method for fast cell screening. Whereas the high-current cycling approach is mainly inhibited by 

kinetic limitations, the employed potentiostatic hold method may enable quicker screening of SSB cell 

chemistries by providing qualitative insights on cell degradation. To validate and improve SSB systems, 

future research should focus on further developing coordinated and fast prognostic techniques to 

diagnose aging effects in SSBs. In practice, cut-off potential is a very important factor in attaining a 

balance between effective capacity and cell lifetime. Thus, depending on the cell chemistry, modifications 

to the testing protocols (e.g., cut-off potential, potentiostatic hold time) may be applied to quickly 

determine the effective cut-off potential that ensures good capacity while optimizing lifetime of the battery 

cell. 

Conclusions 

In this work, In/InLi|Li6PS5Cl|NCM83:Li6PS5Cl solid-state cell aging mechanisms were investigated by 

means of accelerated calendar and cycle aging protocols. From the combination of EIS and DRT 

analyses, cathode-electrolyte interfacial resistance evolution is found to be the dominant degradation 
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mechanism during the calendar aging tests, while increasing charge-transfer resistance at the anode-

electrolyte interface is an influencing factor during cycle aging tests. With significant cell performance 

deterioration after calendar aging tests, differential capacity analyses revealed the useful aspects of the 

employed potentiostatic hold protocol, which is recommended over the high C-rate cycling approach to 

qualitatively inspect and screen promising new solid-state cell chemistries in a fraction of time. It is 

expected that this work could contribute to the optimization of solid-state battery chemistries and charging 

protocols, with a focus on improving electrode-electrolyte compatibility in the pursuit of long-lasting solid-

state batteries. 
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