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 A B S T R A C T

The direct coupling of wind turbines to water electrolyzers promises scalable, green hydrogen production, but 
little is known about the impact of the fluctuating power provided by renewable energy sources on electrolyzer 
longevity. Therefore, we developed a realistic, semi-synthetic wind power profile to operate polymer electrolyte 
membrane (PEM) and alkaline water electrolysis (AWE) cells. We also established two analysis methods for 
the dynamically obtained I-V data. The methods enable the extraction of I-V curves, voltage degradation, and 
resistances. A major advantage of these methods is the highly accurate extraction of performance metrics 
without interrupting dynamic operation. Cell voltage degradation in both electrolysis technologies depends on 
both the current density and operation mode. While extracting an accurate ohmic cell resistance for AWE cells 
proved challenging, we found good agreement for PEMWE cells with the high-frequency resistance measured 
by impedance spectroscopy. With the proposed methods, the stability of all types of electrolysis systems can 
be studied during dynamic operation.
1. Introduction

Hydrogen is considered a promising sustainable energy carrier, 
if produced using renewable energy sources. Currently, hydrogen is 
mostly generated via the steam reforming of natural gases, with less 
than 4% of production utilizing electrolysis [1]. Water electrolysis 
powered by wind and solar power is currently the most likely scalable 
source of sustainable hydrogen [2–4]. In order to achieve indepen-
dence from fossil fuels and reduce harmful greenhouse gas emissions, 
the share of hydrogen produced with electricity from solar and wind 
power plants must be significantly increased. As solar and wind power 
plants are highly dynamic energy sources, the continuous recording 
and evaluation of performance data without interrupting the dynamic 
operation of electrolysis stacks is essential for the early detection of 
aging or potential failures. This is especially important, as the influence 
of dynamic operation on electrolysis systems is largely unknown [5,6]. 
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Previous efforts to evaluate water electrolyzers with highly dynamic 
power supplies have interrupted their operation to record I-V curves 
or impedance spectra [6–8]. These techniques are essential for ana-
lytical purposes, but for electrolyzers in application, the recording of 
polarization curves is not practicable, as operation must be interrupted 
and the available power from renewable energy sources cannot be used 
optimally. To date, no reports have been published on cell voltage 
changes during the uninterrupted dynamic operation of alkaline water 
electrolysis (AWE) and polymer electrolyte membrane water electrol-
ysis (PEMWE) cells. To address this research gap, we developed a 
realistic wind power profile and two analysis methods for extracting I-V 
curves, ohmic cell resistances, and voltage degradation rates from wind 
profile operation of AWE and PEMWE cells. We validated the results 
by comparing them with conventional measurement methods like I-
V curves and high-frequency impedance and demonstrate extraction 
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from uninterrupted operation for up to 447h. In the following, we refer 
to properties obtained through the analysis methods as extracted and 
those obtained through conventional recording methods as recorded. 
Additionally, until now, degradation of AWE and PEMWE have only 
been studied separately. Here, we show degradation of both systems 
under the same conditions.

1.1. Dynamic operation of alkaline water electrolysis cells

AWE constitutes a fundamental and mature technology for large-
scale electrochemical hydrogen production [9,10]. Originally, AWEs 
were engineered for steady-state operation under fixed process con-
ditions [5]. On the contrary, renewable energy sources are highly 
dynamic and intermittent. Compatibility with highly dynamic power 
input is complicated by the partial load limits that are imposed for 
safety reasons [9]. With a low partial load, the diffusive hydrogen flow 
across the separator remains constant, whereas low current densities 
reduce the amount of oxygen produced. This means that explosive gases 
can be formed. However, recent advances in process design are able 
to reduce the gas impurities [11]. Another important factor for the 
viability of AWE under dynamically changing conditions is long-term 
stability. In AWE, data regarding long-term stability are limited and 
practically non-existent for dynamic operation [12,13]. For stationary 
operation, degradation rates in the range of 0.4 μVh−1 to 600 μVh−1 
have been reported [14,15]. In contrast, only few researchers have 
reported long-term stable operation using renewable energies, and no 
determination and analysis of aging rates has yet been carried out [16–
19]. Nevertheless, the ability of the system to respond to dynamic 
changes has been found to be high. In general, extended operation at 
high current densities, prolonged periods of open circuit voltage (OCV), 
frequent temperature fluctuations, and recurrent load changes within 
a system can accelerate degradation processes [12]. Considering the 
various phenomena in AWE, it is important to investigate aging rates, 
especially under dynamic conditions.

1.2. Dynamic operation of PEM water electrolysis cells

Polymer electrolyte membrane (PEM) electrolyzers are well adapted 
to dynamic operation, making this technology a good match for highly 
dynamic power sources [20–25]. Under highly dynamic power input, 
similar to AWE, repeated switching to OCV leads to the accelerated 
degradation of PEM electrolyzers [8,26]. When switching 3000 times 
to OCV within 1000h of operation, Weiß et al. [27] observed a higher 
degradation rate of 50 μVh−1 vs. 16 μVh−1 when switching only 80 
times to OCV over the same time span. Additionally, high rates of 
change during operation lead to higher degradation than lower rates, 
e.g., near instantaneous change in a rectangular profile versus a con-
stant rate of change in a triangular one of the same periodicity. These 
impacts are the most pronounced for PEMWEs with low anode cata-
lyst loading [6], implying that the catalyst layer is more affected by 
dynamism than every other component of a PEMWE. A performance 
increase during dynamic operation between 0A cm−2 and 2A cm−2, 
demonstrated by Frensch et al. [8], was attributed to membrane-
thinning which could be caused by radical formation during idle peri-
ods due to gas crossover. However, membrane-thinning is not desirable, 
as it could lead to an early failure of the membrane. If periods of 
OCV, sudden changes between high and low current densities or cell 
voltages are avoided, dynamic operation can benefit the lifetime of PEM 
water electrolyzers [6–8]. Furthermore, interruptions can distort the 
representation of performance in dynamic operation. Consequently, the 
dynamic performance of electrolyzers is better reflected by extracting 
performance data from dynamically recorded data.
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Fig. 1. Dependency of the electric output power of a 2MW wind turbine on wind 
speed [31].

2. Methods

2.1. Wind power profiles – semi-synthetic potential and current profiles

The wind load profiles within this work were generated from mea-
sured wind speed data, which were provided by the HTW Berlin [28]. 
These data comprise wind speed information recorded at an interval 
of 1 s and measured at a weather station on the roof of the HTW 
Berlin building with a height of approximately 25m. To depict a 
specific application scenario for the wind load profiles of electrolyzers, 
a medium-sized wind turbine model with a nominal output of 2MW 
(Vestas V90-2MW) [29–31] was chosen. The following steps are neces-
sary to convert the wind speed data into a power profile of the wind 
turbine for subsequent use for the electrolyzers. First, the measured 
wind speed needs to be converted into wind speed at hub height of 
the wind turbine. The selected 2MW wind turbine features a hub 
height of ℎ = 80m. The characteristics of the terrain at the turbine’s 
location also significantly influence wind conditions and therefore must 
be considered. According to [30], Eq.  (1) represents the wind speed at 
hub height 𝑣ℎ𝑢𝑏 (m s−1) depending on the measured wind speed 𝑣25
(m s−1) at 25m and the existing terrain. 

𝑣ℎ𝑢𝑏 = 𝑣25
( ℎ
25

)𝑔
(1)

The value for parameter 𝑔 with a magnitude of 0.4 characterizes the 
terrain of a city center and is given by Anjum et al. [32]. The resulting 
power generated by the wind speed 𝑣ℎ𝑢𝑏 can be derived from the kinetic 
energy of the air mass flow. With the power coefficient 𝐶𝑝 of the 2 
MW wind turbine [29], Eq.  (2) expresses the generated power 𝑃𝑡𝑢𝑟𝑏𝑖𝑛𝑒, 
according to [31], 

𝑃𝑡𝑢𝑟𝑏𝑖𝑛𝑒 = 𝐶𝑝
1
2
𝜌𝜋𝑟2𝑣3ℎ𝑢𝑏 (2)

where 𝜌=1.225 kgm−3 is the density of air at atmospheric pressure 
and 𝑟=45m the radius of the rotor blade. Depending on the power 
coefficient 𝐶𝑝 of the wind turbine, the generated power 𝑃𝑡𝑢𝑟𝑏𝑖𝑛𝑒 is 
limited to a rated wind speed of 13m s−1 to reduce mechanical loads 
and also needs a cut-in wind speed of 4m s−1 to start working [30,31]. 
To generate a highly dynamic power profile, the wind turbine must 
primarily operate in the so-called part-load range, which lies between 
the cut-in and rated wind speed. Operating in full-load range with 
a wind speed higher than 13m s−1 would result in a power profile 
with little dynamics, as the pitch control of the wind turbine keeps 
the extracted power from wind energy constant. Fig.  1 depicts this 
relationship between power output and wind speed for the 2MW wind 
turbine. With the adapted wind speed from Eq.  (1), a wind speed profile 
depicting wind speeds for 8.33 h on a gusty day in February was utilized 
to obtain a highly dynamic profile.
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Fig. 2. Galvanodynamic wind profile for AWE.

To realistically simulate the dynamics of the profile, the inertia of 
the wind turbine is also considered. Therefore, the inertia constant, 𝐻
of a 2MW wind turbine, is introduced with a quantity of 3 s [33]. 𝐻
represents the time in which the wind turbine can maintain its rated 
power with the energy stored in the rotation masses. To reflect the 
inertia of wind on the power output, a first-order low-pass filter was 
integrated into the calculation. With the Laplace transform, Eq.  (3) 
shows this correlation, wherein 𝑠 is the complex-valued parameter of 
the Laplace transform, the electric power results: 

𝑃𝑒𝑙 =
𝑃𝑡𝑢𝑟𝑏𝑖𝑛𝑒
1 + 2𝐻𝑠

(3)

To utilize the generated 2 MW wind profile for AWE and PEMWE at 
a laboratory scale, a linear down scaling to the respective power class 
of the individual cells must be performed. The nominal power of the 
single electrolysis cells is 4W for AWE and 80W for PEMWE. These 
values were used to adjust the electric output power 𝑃𝑒𝑙 for individual 
single electrolysis cells. The adaptation considered the specific power 
characteristics of each technology to ensure a realistic scaling of energy 
conversion. To clarify the linear relationship, the electric output power 
was scaled proportionally to the nominal power of each electrolysis 
cell, as illustrated in Figure S1, Supporting Information for AWE and 
Figure S2, Supporting Information for PEMWE. The adapted power 
was then converted into cell voltage or current profiles using the I-
V characteristics of the respective electrolysis cells. This conversion 
enabled the generation of potentiodynamic and galvanodynamic wind 
load profiles for testing. Fig.  2 provides an example of a wind load 
profile derived from the measured wind speed data, further illustrating 
the methodology used in establishing the linear relationship.

2.2. Data analysis

We developed two methods to extract I-V curves from and track 
cell voltage changes and ohmic resistances during measurements of 
water electrolyzers under highly dynamic power supply: a trigger based 
method and a surface fit one. Both analysis scripts are written in Python 
and rely on SciPy [34] for least squares curve fitting. All illustrations 
in this section are based on a measurement of an alkaline water 
electrolysis cell. These data contain multiple repetitions of the 8.33 h 
wind profile, which is necessary to prevent the specific properties of 
the profile from biasing the extracted voltage degradation.

For the trigger method (Fig.  3), we select a range of current levels 
at which we would like to sample the corresponding cell voltages. 
We chose these levels by dividing the range from minimum to maxi-
mum current in the measurement by six. We discarded the maximum 
and minimum and then rounded to the next convenient decimal to 
obtain four levels, which are well distributed within the measured 
range (e.g. 50mAcm−2, 100mAcm−2, 200mAcm−2, 300mAcm−2 
for the AWE measurements, see Fig.  4). To extract more detail, more 
levels can be chosen in exchange for additional computations. When 
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Fig. 3. Graphical representation of the trigger method: the current density (blue) 
crosses a selected trigger level (gray). By using linear interpolation to first estimate the 
crossing (red circles), we subsequently find the crossing time (vertical dashed lines) 
and from that the coincident cell voltage (green circles). (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of 
this article.)

examining one of the selected current levels, we find that in general 
none of the measured currents exactly match the selected current level. 
Therefore, for each selected current level our method finds the points 
before and after this trigger current level was crossed. The program 
then interpolates linearly between these points to find an estimate for 
the true crossing time. The algorithm linearly interpolates between 
the simultaneous voltage measurements to find an estimate for the 
time-coincident cell voltage.

This time-coincident voltage is a good performance indicator if the 
voltage follows current changes closely at the highest expected current 
change rates. A frequency analysis of the wind profile we use shows 
80% of the energy being generated at or below 0.08Hz. The slowest 
sampling time at one of our test stands is 5 s and, therefore, still 
sufficient to properly resolve such frequencies (Nyquist frequency of 
0.1Hz), whereas the profile is sampled even faster (1 s). Impedance 
spectroscopy of our cells indicates negligible current–voltage phase 
delay at 0.08Hz, i.e. electrical properties of the cell also do not impact 
time coincidence significantly. These prerequisites apply to both meth-
ods shown here. In addition, the fast sampling compared to the profile 
dynamics makes linear interpolation the most appropriate choice for 
the trigger method as little accuracy is gained from higher order 
methods while linear interpolation keeps computational load low and 
avoids overshoots and similar artifacts of other methods.

The repetition of this process for all crossings yields one point 
cloud per trigger level (Fig.  4). To each cloud, we fit a linear function 
whose slope gives the aging rate in terms of voltage changes. To check 
the method’s plausibility, we interrupted the dynamic measurement to 
record I-V curves and compare them to the extracted curves (Figure S3, 
Supporting Information). After each interruption, the cell voltage drops 
for less than 8h before the vanishes in the noise floor again (Figure 
S4 and S12, Supporting Information). We discard data from these time 
periods to avoid biasing the fit toward lower cell voltages.

As an alternative to the trigger method we developed a method 
based on directly fitting a model to the wind profile data. This is 
illustrated in Fig.  5. For every measurement three values are available, 
namely time, current density, and cell voltage. The data can be repre-
sented as a point cloud in three-dimensional space (Fig.  5(a)). The cloud 
is resembling a bent sheet, curving downwards toward lower values of 
the current density axis. This shape can be described by a simple, well-
established model of the I-V curve, that combines Ohm’s law and the 
Tafel equation [35–37]. As we expect the I-V characteristic to change 
over the course of the experiment, we extend the model by making its 
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Fig. 4. Coincident voltages at four fixed trigger currents and corresponding linear fits 
(start marked by dashed vertical line). Some points have been excluded from the fit: 
the re-start (465h to 490h) after concluding uninterrupted operation and 8h after each 
interruption of the dynamic operation.

parameters time-dependent: 

𝑈 (𝑗, 𝑡) = 𝑟(𝑡)𝑗(𝑡) + 𝑏(𝑡) log
(

𝑗(𝑡)
𝑗ref

)

+ 𝑛(𝑡) (4)

Where 𝑈 (𝑗, 𝑡) is the current density dependent cell voltage, 𝑟(𝑡) the 
area-specific resistance, 𝑏(𝑡) the Tafel slope, 𝑗ref the reference current 
density (1mAcm−2 here). The reference current density ensures a 
unitless argument of the logarithm. The 𝑗-independent parameter 𝑛(𝑡)
parameter contains the exchange current density 𝑗0 in the form of 
log

(

𝑗ref
𝑗0

)

, the reversible cell voltage and any other voltage offsets. 
In turn, the fit provides an estimate of 𝑟(𝑡), 𝑏(𝑡), 𝑛(𝑡) and allows for 
assigning the degradation to one or more of these parameters. In 
contrast to validation values from impedance spectra (Sections 4.2.3
and 5.2.3), 𝑟 is not associated with a specific current density. Evaluating 
the model at a fixed time gives an extracted I-V curve. Within the 
margins of error of our measurements, the two curves agree at low 
current densities, while the extracted curve shows a higher voltage 
otherwise. The root mean square error is 29.7mV, see Fig.  5(b).

We model the time-dependency of 𝑟(𝑡), 𝑏(𝑡), and 𝑛(𝑡) using piecewise 
linear functions. Such functions are collections of linear functions con-
tinuously chained together at predefined time axis values. The pieces 
begin and end exactly when the dynamic operation was interrupted 
or the measurement began or ended, for the example presented here 
at 465h, 475h, 485h, 540.9 h, 616.7 h, 692.6 h, and 843.5 h. Without 
interruptions, these points can be chosen freely. Fig.  5 exemplifies 
the flexibility afforded by the piecewise linear functions by fitting the 
re-start phase (465h to 490h) at the beginning and by allowing us 
to extract I-V curves even within gaps left by interruptions. When 
extracting I-V curves, we evaluate the fitted function (the surface) at 
a fixed time (extraction time) and for a range of current values from 
the minimum to the maximum we measured during dynamic operation. 
We call this operation ‘‘slicing’’. For context we also add data from 
12h before and after the evaluation time as points. From how well the 
extracted I-V curve matches the point cloud we can infer how well the 
surface fit represents the I-V characteristic of the cell during the part of 
the experiment around the extraction time (see Figure S10). Just like 
with the trigger method, we want to evaluate the overall trend and 
therefore exclude data 8h after each interruption. The average aging 
rate over a given time is calculated by averaging the slopes of the pieces 
weighted with their respective lengths.

The residuals of the surface fit and trigger methods are approxi-
mately normally distributed which shows that the model is not missing 
a systematic trend in the data, which would lead to a skewed histogram 
or even multiple peaks. We found standard deviations of 2.8mV (AWE) 
and 1.4mV (PEM) for the surface fit, as well as 1.7mV to 3.5mV (AWE) 
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and 2.7mV to 11.0mV (PEM) for the trigger method. These standard 
deviations are in a range that can reasonably be explained by measure-
ment errors introduced by the potentiostat via current inaccuracies. 
Because the surface fit includes all data, except those 8h after each 
interruption, and does not rely on interpolation, we are more confident 
in its results and extract I-V curves and resistances with this method 
in the following. In addition, only the surface fit method provides 
satisfactory estimates of model parameters such as 𝑟(𝑡). However, due 
to lower computational load, the trigger level method is better suited 
for an online implementation. It also does not rely on a model of the 
current voltage relation, which makes the method useful in situations 
where this relation is unknown, such as in the case of mass transport 
limitations.

3. Experimental

3.1. Alkaline water electrolysis

3.1.1. Electrolysis cell and test bench
An in-house-designed alkaline electrolysis single cell and in-house-

developed test rig, as previously described by Karacan et al. [38], was 
used. Industrial nickel expanded metal on the anode side and nickel 
woven mesh on the cathode side were used as electrodes (nickel purity 
> 98%). The size of the electrodes was 5 cm2. To ensure a low and 
constant contact resistance, the electrodes were welded into a nickel 
frame (Figure S5, Supporting Information). As the woven mesh can only 
be welded onto the frame and not into the frame, the electrode is sealed 
to the outside with a polytetrafluoroethylene (PTFE) gasket. The frames 
also serve as current collectors. Zirfon™ Perl UTP 220 (Agfa-Geveart 
N.V.) was used as the separator with a size of 4.6 cm×4.6 cm. The 
separator was sealed to the outside with a 200 μm-thick PTFE sealing. 
The liquid electrolyte used was an aqueous potassium hydroxide (KOH) 
solution with 30wt% KOH (Merck, pellets for analysis EMSURE®
≥85%). The density of the solution was determined using a density 
meter (Anton Paar DMA™  35) and the electrolyte concentration was 
calculated from the density and temperature of the electrolyte [39]. The 
liquid anolytic and catholytic electrolyte cycles were connected by an 
equalization line. For a constant process concentration, the electrolyte 
level was kept constant and ultrapure water was regularly dosed using a 
liquid level sensor. To minimize the influence of metallic impurities on 
the cell’s performance, the electrolyte is not in contact with metallic 
components. However, impurities in the electrolyte itself cannot be 
completely ruled out [40,41]. The electrolyte was pumped through the 
electrolysis cell by two membrane pumps (KNF SIMDOS® 10 FEM 1.10 
RC-P) with a flow rate of 30.0± 0.6mLmin−1 to the electrolysis cells 
from the electrolyte containers. In order to maintain a constant process 
temperature, the flow fields were constantly heated to 80± 1 °C by two 
heating rods in the flow fields. The temperature was controlled and 
limited by the process control of two sensors (Unitherm, 1KI15 ML-
100 sheathed thermocouple) in the flow fields. A potentiostat (BioLogic 
BCS-815 battery cycler) was connected to apply voltage or current.

3.1.2. Electrochemical test protocol
The cells were initially started with a current density step of 

20mAcm−2 for 20min. The galvanodynamic wind profile, as described 
above, was then applied. The described 8.33 h profile was repeated up 
to a total duration of 465h in a galvanodynamic mode with a cur-
rent density range from 5.3mAcm−2 to 447.5mAcm−2. The selected 
current density range was determined in a preliminary experiment 
to correspond to a voltage range of 1.45V to 2V, aligning with the 
voltage range chosen for the PEMWE system. As described below, 
a galvanodynamic operation is more suitable in this context than a 
potentiodynamic approach. Operation was then interrupted for a few 
seconds and the same galvanodynamic profile with interruptions by I-
V curves and impedance spectra every 75h was carried out. This time 
interval is based on literature and has additionally been determined in 
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Fig. 5. a: 3D data point cloud, surface fit as wireframe and extracted I-V curve with cross-sectional plane. Gaps in the point cloud are caused by the exclusion of data 8h after 
each interruption. b: Extracted I-V curve and recorded curve, both at 691.8 h. The shaded area around both curves shows the respective measurement error margins. The root 
mean square error (RMSE) between them is 29.7mV.
preliminary testing [6]. It has proven to be sufficient to stabilize the sys-
tem after an interruption and to ensure that the voltage returns to the 
value observed before the interruption. Current, cell voltage and cell 
temperature were recorded every second. Galvanostatic polarization 
curves were recorded to compare the performance using conventional 
methods and the polarization curve extracted from dynamic operating 
data. I-V curves were taken between 1.5V and 2.0V with 50mV steps. 
Each step was held for 3min. The I-V curves were generated from the 
average current of the last minute at each step. Impedance spectra 
were recorded to compare the extracted ohmic cell resistance from 
the surface fit with the recorded ohmic resistance. The impedance 
spectra were recorded immediately after the I-V curve. The spectra 
were recorded at 1.5V in a frequency range from 10 kHz to 1Hz and an 
amplitude of 20mV. High frequency resistances were derived by means 
of the equivalent circuit approach using the ZView® software. The 
equivalent circuit consisted of one series inductive element, one series 
resistance, and two constant phase element (CPE)-resistance parallel 
elements. This approach allows for the separation of ohmic losses and 
polarization losses, while the high-frequency resistance accounts for 
both electrical and ionic contributions [42]. The equivalent circuit 
model is shown in S11. The ohmic resistance was determined from the 
intersection of the fit with the real axis of the derived Nyquist plot.

3.2. Polymer electrolyte water electrolysis

3.2.1. Electrolysis cell and test bench
For PEMWE single cell tests, an in-house-build test rig, developed 

and built by Rakousky [35], was used, in which five PEMWE cells 
can be run simultaneously. Each cell is equipped with its own current 
circuit, voltage measurement, temperature control and measurement, 
heating rods and water supply for the anode and cathode sides. One 
peristaltic pump delivers water separately for the anode and cath-
ode circuits. The water flow rates were 25.0± 1.5mLmin−1 on the 
anode and 24.0± 2.5mLmin−1 on the cathode sides. The deviation 
between these flow rates may be due to different compression of the 
tubes by the roller cassette. The water was purified to a conductivity 
of 0.055 μS cm−2 and a total organic carbon (TOC) content of less 
than 3ppb and was heated via glass heat exchangers for a water 
input temperature of 80.0± 1.6 °C. The cell temperature of the end 
plates was measured with two NiCr-Ni thermocouples and controlled at 
80± 1 °C from an in-house built temperature control. Ion exchangers 
were installed between the water storage tank and the cell inlet to 
ensure that no impurities entered the cells. A TDK Lambda GEN-20-76 
DC power supply was used as the power supply and the cell voltages 
were recorded using a Keithley model 2701 multimeter. The power 
supplies were controlled via LabVIEW-based software. The steps of the 
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changes of the operating point in the wind profile were 1 s, whereas 
the sample rate was 5 s during the dynamic measurements and the 
recording of the I-V curves.

Like the test bench, the PEMWE cells are in-house-built. The anode 
and cathode monopolar plates are made of titanium and coated with 
platinum and gold, respectively. The end plates include a serpentine 
flowfield to transport water over the active cell area of 17.64 cm2. 
Commercially available titanium felts from Bekaert with a thickness of 
363± 8 μm, an average porosity of 68% and an average fiber diameter 
of 20 μm were used as the anode porous transport layer (PTL) and 
sealed with PTFE gaskets with the same thickness. For the cathode side, 
carbon paper with a thickness of 367± 1 μm from Toray (TGP-H 120 
Toray®) was utilized. The thickness of the gasket was chosen to realize 
a cathode PTL compression of 29%. All titanium PTLs were cleaned 
in an ultrasonic bath in propan-2-ol and water. To avoid titanium 
oxidation during electrolysis operation, all titanium PTLs were coated 
with 150nm platinum by SYSTEC Vacuum Coating GmbH & CO KG 
from one side. Additionally, the back sides of the PTLs were sputtered 
at IET-4 with platinum in a sputter coater from Quorum (Q150T) at 
30mA and 0.7 Pa under Argon. The sputter time was 360 s and the 
loading 0.060 ± 0.008 mgPtcm-2. Catalyst coated membranes (CCMs) 
were manufactured in-house by means of the decal method. For the 
anode catalyst layers, dispersions of IrO2 (Alfa Aesar, Premion, 99.99% 
metal basis, Ir 84.5% min) in heptanol with a 10wt% water-based 
Nafion™ dispersion from Ion Power were prepared, homogenized in 
an ultrasonic homogenizer (Bandelin Sonoplus) for 300 s, coated onto 
an PTFE coated inert decal transfer foil with a doctor blade coater 
(Coatmaster 509 MCI, Erichsen GmbH & Co. KG), and dried at 60 °C 
for 3h. The solid contents of Nafion™ in the anode catalyst layers 
were 25wt%. For the cathode catalyst layers, 60% Pt/C (HiSPEC 
9100, Johnson & Matthey) was mixed with a 15wt% alcohol-based 
Nafion™  dispersion from Ion Power, butanol and ethylene glycol, and 
also doctor blade coated. The solid contents of Nafion™ in the cathode 
catalyst layers were 20wt%. The dried electrodes were hot-pressed onto 
Nafion™  117 from Chemours at 130 °C. The resulting loadings were 
1.00 ± 0.12 mgIrcm-2 (standardized to Ir metal) for the anode catalyst 
layers and 0.23 ± 0.03 mgPtcm-2 for the cathode catalyst ones.

3.2.2. Electrochemical test protocol
First, the cells were heated up to 80 °C for 1h. This was followed by 

a conditioning phase in which the cells were ramped up from 1.5V to 
1.7V in 0.5V-steps every minute and then operated for 15h at 1.7V, 
following the conditioning process proposed by [43]. Afterwards, two 
I-V curves and nine impedance spectra were recorded between 1.45V
to 2V. The cells were then operated for 350h with the repeated 8.33 h 
potentiodynamic wind profile scaled to the power of a representative 
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PEM cell (Figure S2, Supporting Information), as described in Section 2 
with cell voltage limits between 1.45V to 2V. The potentiodynamic 
wind profile is displayed in Figure S8, Supporting Information. Af-
ter 350h, the third I-V curve was recorded followed by the same 
impedance protocol as applied before the dynamic operation. From 
then on, an I-V curve was recorded after nine wind profile repetitions 
(75 h) and the cells were operated for a further 611h. Current, cell 
voltage and cell temperature were recorded every 5 s. Recorded I-V 
curves for comparison with I-V curves extracted from dynamic data 
were recorded potentiostatically in 50mV steps from 1.3V to 2V and 
additionally two steps at 1.48V and 1.53V (20mV to 30mV steps) in 
the activation region. Each voltage step was held for 5min. The I-V 
curves were then generated from the mean values of the last 10 mea-
suring points (50 s) of a voltage step. Impedance spectra were recorded 
potentiostatically at 1.45V, 1.5V, 1.55V, 1.6V, 1.65V, 1.7V, 1.8V, 
1.9V and 2V with a Biologic HCP 1005 potentiostat in a frequency 
range between 100mHz and 10 kHz and an amplitude of 5mV. High-
frequency resistances, which represent the ohmic cell resistance, were 
derived from equivalent circuit fitting using the software ZView®. The 
equivalent circuit consisted of an inductance in series with an ohmic 
resistance and two resistances in parallel with constant phase elements 
(LR(RQ)(RQ), see Figure S11).

3.3. Potential- and current-controlled dynamic operating profiles

When coupling an electrolyzer with a renewable energy source, 
it should ideally follow the generated power profile. However, as 
test benches cannot control power as an input signal, potential or 
current-controlled profiles must be used. Both approaches can be found 
in the literature. The harmonized EU protocol for low-temperature 
water electrolysis testing assumes current-controlled operation, which 
is common in industrial applications [44]. A challenge of current-
controlled operation is that the potential can shift beyond desired 
ranges, leading to shutdowns or potentially accelerated aging. Al-
though current and voltage are related, the potential is considered 
the driving force of aging phenomena [45]. In voltage-controlled mea-
surements, capacitive currents can cause over- or undershoots [46]. 
They can occur when the voltage changes and the electrochemical 
double layers are first charged or discharged. Then exclusively ca-
pacitive current flows and only when the set voltage is reached, the 
current becomes faradaic again. These capacitive currents can dis-
tort measurement data, making subsequent analysis more challenging. 
Whereas filtering out negative current values resulting from capacitive 
undershoots is feasible, any positive values resulting from over- or 
undershoots are difficult to remove. Extensive filtering is required to 
remove values within the capacitive current period. In such cases, a 
current-controlled measurement can avoid data distortion. Although 
the voltage lags behind the current, the distortion is less pronounced. 
As there was large distortion in the alkaline measurements when using 
a potentiodynamic wind profile, the galvanodynamic profile described 
above was used. The comparative results of current-controlled and 
voltage-controlled profiles for AWE can be found in the Supplementary 
Information (Figure S6). As the recording of the current and voltage 
worked differently for the PEMWE cells than for the AWE ones, it 
was possible to operate the PEMWE cells with a potentiodynamic 
wind profile without recording capacitive over- or undershoots in 
the current. Therefore, both current-controlled measurements of AWE 
cells and potential-controlled measurements of PEMWE cells are eval-
uated in the following. Thus, we were able to test our methods with 
galvanodynamically and potentiodynamically recorded data.

4. Results and discussion of alkaline water electrolysis

4.1. Trigger level method – Temporal performance tracking of cell voltage 
changes

To analyze the temporal development of the cell voltage using the 
trigger level method, the data of the applied wind profile over a total 
duration of 843h was used. The first 488h ran without interruptions.
56 
As seen in Fig.  6(a), in the beginning of the measurement, a de-
activation phase of the cell is observed – the cell voltage is initially 
low and increases exponentially. This phase lasts approximately 200h 
and could be attributed to the absorption of hydrogen into the metal 
lattice on the cathode, leading to the formation of a 𝛽-nickel hydride 
phase [47–52]. Due to the change in the d-band during hydride for-
mation, the activity toward the hydrogen evolution reaction (HER) 
decreases, resulting in a loss of electrocatalytic activity. Huot and 
Brossard [47] describe deactivation initially occuring due to hydrogen 
absorption and nickel hydride (NiHx) formation, followed by deacti-
vation due to metallic impurities in the electrolyte. Additionally, iron 
can lead to activation or deactivation, depending on the amount in the 
electrolyte [40,41]. Overall, the deactivation seen in our experiments 
was about 150mV. A small data gap is observed at around 350h, 
resulting from a brief interruption in recording, whereas the wind 
profile continued during this time. In the shown example, aging rates 
for current densities of 50mAcm−2, 100mAcm−2, 200mAcm−2, and 
300mAcm−2 were examined. The lowest current density exhibited 
an aging rate of 9.3± 3.0 μVh−1. Higher current densities exhibit 
aging rates ranging from 31.2± 1.2 μVh−1 to 57.8± 0.8 μVh−1. The 
observed aging rates of fall within the range of reported degradation 
rates for stationary AWE operation (0.4 μVh−1 to 600 μVh−1) [14,15]. 
Given the limited availability of long-term stability data for dynamic 
operation, these results provide valuable insights into the performance 
of AWE under dynamic conditions. When considering the measure-
ments with interruptions (Fig.  6(b)), it is initially noticeable that there 
is a significantly shorter deactivation phase compared to the mea-
surement without interruptions. This is because the second section of 
the experiment was carried out after only a short interruption of a 
few minutes following the previous section and the cell is already 
conditioned. Due to the resulting short deactivation phase, the first 
10h of data were excluded from the fit. This exclusion period ensures 
that the stabilization phase following a short interruption is omitted, 
allowing for a fit of the aging rate. As described in Section 2, the 
stabilization time for alkaline electrolysis is 8h. With each interruption 
of the measurement by an I-V curve and impedance measurement, the 
voltage temporarily drops, followed by a brief deactivation. Therefore, 
the subsequent 8h following each interruption were excluded so as not 
to distort the fit (see Figure S7, Supporting Information for a plot show-
ing the interruptions). This observation aligns with expectations, given 
the brief interruption in measurement. Observations from previous 
studies thus suggest that the brief interruption and lower potentials for 
recording the I-V curve lead to a recovery of the anode and cathode and 
could thus lead to a subsequent reduction in cell potential. As indicated 
by various researchers, long-term cathodic and anodic effects leading 
to overpotential can be reversed through short interruptions, cycling, 
or applying low voltages, resulting in a ‘‘rejuvenation’’ of the elec-
trode [18,49,53–57]. The resulting aging rates appear slightly lower, 
i.e., −5.5± 1.9 μVh−1 for the lowest current density of 50mAcm−2, 
then increasing from 7.3± 0.7 μVh−1 to 25.4± 0.5 μVh−1 for current 
densities between 100mAcm−2 and 300mAcm−2.

Thus, when comparing the measurements sections with and without 
interruptions, it is notable that the aging rates are lower for mea-
surements with interruptions than without interruptions. We assume 
two potential explanations for the observed phenomenon. Firstly, it is 
plausible that the aging rate decreases over time. As the measurements 
with interruptions were conducted after those without interruptions, it 
is possible that the overall aging rate diminished. Another possibility 
is that this observation may suggest that interruptions, at least in the 
given single-cell setup, could positively influence the aging rate. The 
possibility of interruptions leading to a reduced overall cell voltage has 
also been described without further analysis in the literature [44].

4.2. Surface fit method

For the application of the surface fit method, we used the same 
uninterrupted and interrupted experimental wind data from AWE single 
cell tests as for the trigger method.
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Fig. 6. Development of the cell voltage over time extracted for four selected current density levels using the trigger level method for alkaline water electrolysis cells, with an 
indication of the average voltage change for a: uninterrupted and b: interrupted cell operation. The vertical gray line represents the start of the fit.
Fig. 7. Development of the AWE single cell voltage over time for four selected current density levels extracted using the surface fit method, with indication of a: the average 
voltage change for uninterrupted and b: interrupted operation, c: the rate of change of the voltage (slope) over the entire current density range for uninterrupted and d: interrupted 
operation.
4.2.1. Temporal performance tracking of cell voltage changes
The development of the cell voltage over time derived from the 

surface fit method is illustrated in Fig.  7(a)–(b) for the same cur-
rent density levels of 50mAcm−2, 100mAcm−2, 200mAcm−2 and
300mAcm−2. In the graphs, a small range of the measurement data 
around the surface fit is depicted. Again, the first 200h and the subse-
quent data of 8h following each interruption are excluded, as described 
above. For uninterrupted operation (Fig.  7(a)), slopes are in the range 
from 1.0± 4.4 μVh−1 to 57.6± 3.4 μVh−1. In fact, there is a zero 
crossing at approximately 44.5mAcm−2 (Fig.  7(c)). For interrupted 
operation, the slopes for the chosen current density levels range from 
−7.6± 3.8 μVh−1 to 26.9± 3.0 μVh−1 (Fig.  7(b)). Fig.  7(c)–(d) depict 
the resulting voltage slopes over the current density range. For inter-
rupted operation, there is a zero crossing at approximately 97mAcm−2 
(Fig.  7(d)). This signifies that lower current density levels tend to ex-
hibit a reduction in voltage over time, whereas higher current densities 
show an increase in voltage over time. The changes observed in the 
upper and lower current density levels could be attributed to overlap-
ping effects. In the lower current density range, activation overvoltages 
dominate. Conway et al. [56] propose that cyclic operation in the lower 
range might lead to the dissolution of NiHx on the cathode, resulting 
in an improvement. Additionally, factors such as the adsorption of iron 
from electrolyte impurities could contribute to activation and enhance-
ment [40]. It is also noteworthy that capacities may play a role in the 
lower current density range, potentially introducing some distortion to 
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the fit as explained in 3.3 [46]. In the upper current density range, the 
overvoltage increases more strongly over time. This phenomenon could 
indicate an interplay of kinetic and ohmic effects. Ohmic effects could 
be attributed to the formation of oxides on the anode, leading to ele-
vated contact resistances and active site blockages [55]. Additionally, 
factors such as bubble coverage and microbubble blockage may also 
play a role [37].

Reported degradation rates in the literature for experiments under 
constant process conditions range between 0.4 μVh−1 to 600 μVh−1 
[14,15]. Thus, the recorded degradation rates in our study fall within 
the lower range reported in the literature. However, it is essential to 
note that the shown measurements were recorded dynamically, making 
a direct comparison with uninterrupted, stationary cells challenging. 
To evaluate the positive or negative impact of dynamic operation 
compared to stationary process conditions on aging, further direct 
comparative experiments are necessary.

Overall, the study demonstrates that the time-dependent cell voltage 
varies with the current density level.

4.2.2. Extraction of I-V curves
By slicing the surface fit of the wind profile, I-V curves can be 

extracted. This method enables a direct comparison between the ex-
tracted and recorded I-V curves at the same time, as further explained 
in Section 2.2. The results indicate a clear discrepancy between the 
extracted and recorded I-V curves, as illustrated in Fig.  5. Throughout 
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Fig. 8. Development of ohmic cell resistances of AWE from fit to the recorded curves (blue), fit to the surface plot (orange), and high-frequency resistances from EIS (green). (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
the polarization range, the recorded I-V curve consistently lies below 
the extracted one, except in the range of very low current densities. 
In the presented example, the root mean square error (RMSE) between 
the curves is 29.7mV. This trend, where the recorded curve exhibits a 
lower cell voltage than the extracted one, persists throughout the entire 
duration of the second section of the experiment with interruptions. As 
described above, a short interruption can lead to a ‘‘rejuvenation’’ of 
the electrodes, resulting in the improved recorded I-V curves after an 
interruption.

The results underscore that recorded I-V curves may not precisely 
align with the actual system performance. Employing a model and 
fitting enable the extraction of performance parameters during electrol-
ysis operation, providing a more accurate representation of the system’s 
behavior. The insights contribute to a nuanced understanding of elec-
trolysis performance, emphasizing the significance of data extraction 
without interruption for a comprehensive assessment during dynamic 
operations.

4.2.3. Development of ohmic cell resistance
Using Eq.  (4), the ohmic cell resistances could be determined for 

both the recorded and extracted I-V curves from the surface fit. In addi-
tion, electrochemical impedance spectra (EIS) were recorded during the 
interruptions to compare the resistances obtained from the fitting. The 
resistances from the fit to recorded curves are 22.2± 4.2mW cm2 to 
31.7± 4.4mW cm2, from the surface fit 15.8± 0.7mW cm2 to
21.3± 0.9mW cm2, and 31.6mW cm2 to 32.9± 0.5mW cm2 from EIS 
(see Fig.  8). The ionic resistance of Zirfon at 80 °C in 30wt% was 
given as 50mW cm2 [58]. It has been shown that the resistance in zero-
gap electrolyzers can deviate from the resistance given in the data for 
Zirfon [37], and the resistances were measured in a range of 67mW cm2

to 160mW cm2 for UTP 220 [59,60]. The resistances reported in this 
study are slightly lower compared to the reported Zirfon data.

The discrepancy between the different resistances can stem from 
various reasons. On the one hand, more data is included in the surface 
fit using Eq.  (4) than in the impedance measurements. Furthermore, 
the assumption of a constant Tafel slope in I-V fitting can result in 
variations of the resistances obtained from EIS and from the fitted 
values. Other possibilities for deviations could be different bubble 
behavior under stationary and dynamic operating conditions [61].

Nevertheless, it can be deduced that this method is able to provide 
information about the development of the area specific cell resistance 
of the electrolysis cell without the need for additional impedance 
measurements, as the extracted 𝑟-values are within the same order of 
magnitude as those derived from the impedance spectra.
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5. Results and discussion of PEM water electrolysis

In contrast to the operation of the AWE cells, we opted for a 
potentiodynamic operation for the PEM cells, as we had no problems 
with the recording of capacitive currents that generated overshoots or 
undershoots during potentiodynamic PEMWE measurements due to a 
different test rig setup and control and were thus able to stay in the 
potential limits of 1.45V and 2V.

After a break-in step described in 3.2.2, we first operated the 
PEMWE cells with the potentiodynamic wind profile (Figure S8, Sup-
porting Information) without interruption for 350h. Subsequently, the 
measurement was interrupted for 30h during which we recorded I-V 
curves and impedance spectra. Thereafter, the measurement was con-
tinued with interruptions every 75h to record I-V curves, which were 
used for comparison with the curves and resistance values extracted 
from dynamic data. One further impedance spectrum was recorded 
after 547h. In the last quarter of the measurement additional unin-
tentional interruptions occurred due to technical issues with the test 
bench.

5.1. Trigger level method – Temporal performance tracking of cell voltage 
changes

Fig.  9 summarizes the results of applying the trigger method to 
four current density levels of a dynamically operated PEMWE cell as 
described in Section 2. We applied a linear fit through all corresponding 
cell voltages to the current density levels under investigation from 24h 
onwards. The gray dashed line marks the beginning of the fit. Based 
on Fig.  9(a), the evaluation using the trigger method for an individual 
PEMWE cell shows, that during uninterrupted dynamic operation the 
cell voltages exhibit a decreasing trend for current densities above 
0.7A cm−2, indicating an increase in cell performance. A detailed 
analysis of smaller current densities (Figure S9, Supporting Informa-
tion) reveals that the cell voltage changes for current densities below 
0.58A cm−2 are slightly positive, up to 4.4± 0.6 μVh−1 at 0.1A cm−2. 
Another PEMWE cell in the test shows similar behavior with decreasing 
cell voltages above 0.58A cm−2 (Figure S9). Although the absolute 
values of the cell voltage changes were not exactly the same for 
different cells, trends and magnitudes were consistent. Additionally, we 
found that cell voltage changes are dependent on the current density 
level. Consequently, cell performance during dynamic operation does 
not deteriorate or improve across the entire current density range, but 
overvoltages change differently for smaller and higher current densi-
ties, as we also found for alkaline electrolysis. In the lower load range, 
the overvoltage is dominated by activation overvoltage [62], indicating 
that the activation overvoltage increases over time during dynamic 
operation when cell voltage changes are positive for small current 
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Fig. 9. Corresponding cell voltages for selected current density trigger levels with linear fit. a: First section of experiment without interruptions; b: Second section of experiment 
with interruptions. The horizontal dashed line marks the start of the fit at 24h. Data from a PEMWE cell operated at 80.0± 1.0 °C end plate temperature.
densities. Alia et al. [6] also reported that performance losses dur-
ing dynamic operation are dominated by kinetics, whereas resistance 
changes and transport losses had less influence on cell performance. On 
the other hand, opposing effects such as thinning of the membrane lead 
to a decrease in resistance and thus also to a decrease in cell voltage. 
However, thinning of the membrane can lead to pinhole formation in 
the long term and is therefore detrimental for the cell [8].

After 30h of interruption for I-V curves and impedance spectra, 
increasing cell voltages were observed for all investigated current 
densities (Fig.  9(b)). Consequently, the trend of cell voltage changes in 
the second section of the experiment is reversed compared to the first 
uninterrupted section. Interruptions and cell potential drops to OCV can 
lead to changes in the morphology and oxidation state of iridium [63], 
resulting in iridium dissolution on the anode side, as well as particle 
agglomeration of platinum at the cathode side [26], and consequently 
to losses of active catalyst material. As some short and longer OCV 
phases occurred in this section of the experiment, losses of active 
catalyst material could be a reason for the aging rates in the second 
section of the experiment. The lowest degradation rate observed during 
interrupted dynamic operation was 11.30± 0.16 μVh−1 at 0.7A cm−2 
and 1.2A cm−2 and the highest 12.8± 0.2 μVh−1 at 2.4A cm−2. These 
findings are in accordance with Alia et al. [6], where more pronounced 
cell voltage degradation at higher current densities were also found. We 
observed that cell voltage degradation was significantly lower within 
the first section of the experiment where dynamic operation was not 
interrupted than during dynamic operation with interruption as cell 
voltages even decreased during uninterrupted dynamic operation. If 
these trends were due to the mode of operation and not caused by 
the order in which the experiment was carried out, avoiding frequent 
interruptions could be beneficial for dynamically operated PEM water 
electrolyzers. On the other hand, load interruptions can lead to a 
short-term recovery of the cell voltage, as also described for alkaline 
electrolysis. In PEMWE, the effect of short-term recovery could be due 
to a structural change and change in the oxidation state of the iridium 
catalyst during a voltage drop from an metallic to a catalytically more 
active but more unstable amorphous phase [63]. However, the instabil-
ity of the amorphous phase leads to increased iridium dissolution in the 
case of frequent interruptions and thus to a loss of catalytically active 
material in the long term. It is therefore possible that we observed 
cell voltage degradation in the second part of the experiment despite 
interruptions, which only lead to a short-term increase in performance. 
Further cell and stack tests are, as previously concluded for alkaline 
cells, required to confirm this hypothesis by reversing the test sections 
discussed here by first running dynamic operation with interruption 
followed by dynamic operation without interruption.

5.2. Surface fit method

For the application of the surface fit method, we used the same 
experimental data from PEMWE single cell tests as for the trigger 
method.
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5.2.1. Temporal performance tracking of cell voltage changes
As with the trigger level method, cell voltage changes can be 

analyzed for different current density levels with the surface fit, as 
described in Section 2.2. Cross-sections of four current density levels 
are represented in Fig.  10 for the section of the experiment with and 
without interruptions. In addition, a small range of the measurement 
data around the surface fit is shown. Also displayed in Figs.  10(c) and
10(d) are the slopes of cell voltage changes as a function of the current 
density.

The cell voltage changes derived from the surface fit are close to 
those identified by the trigger level method, e.g., −8.70± 0.43 μVh−1 
from the trigger method and −9.1± 1.4 μVh−1 from the surface fit 
at 2.4A cm−2 during uninterrupted operation. In the first section of 
the experiment without interruptions, all cell voltage changes above 
0.4A cm−2 are negative, indicating cell performance improvement (Fig. 
10(c)). The underlying effect here could be that within the first few 
hundred hours, the MEA adapts to the PTL, resulting in a better contact 
between PTL and catalyst layer. Consequently, more active catalyst 
sites are utilized and cell performance increases [7]. During the second 
section of the experiment with interruptions, shown in Fig.  10(b), all 
cell voltage changes are positive, as found by the trigger method, 
indicating losses in cell performance. The period for the output of 
the average slopes for the second section of the experiment starts 
at 459h. In the second section of the experiment, average slopes 
determined from the trigger method range from 11.30± 0.16 μVh−1 
to 12.80± 0.21 μVh−1 between 0.7A cm−2 and 2.4A cm−2. Average 
slopes determined from the surface fit range from 8.3± 0.6 μVh−1 to 
6.3± 1.3 μVh−1 in the same current density range. The cell voltage 
changes are slightly different due to the segmentation of the surface 
fit, as well as the transition from positive to negative cell voltage 
changes in the low current density range described in Section 5.1 
and S9. By creating a surface fit without segmentation with only one 
linear fit, analogous to the trigger method, the rates of change obtained 
using the two methods are almost identical (Figure S13), proving 
that the differences are due to the segmentation. Nevertheless, it is 
recommended to keep the segmentation of the surface fit to be able 
to monitor the temporal development of cell voltage changes, which is 
not implemented for the trigger method. However, due to the smaller 
computational effort and thus faster implementation, the use of the 
trigger method can be more practical depending on the application.

5.2.2. Extraction of I-V curves
During the second section of the experiment, we recorded nine I-V 

curves for comparison with the extracted I-V curves from the surface 
fit. The surface fit is shown in Fig.  11 and one example of an extracted 
I-V curve at 534h of operation, compared to a recorded curve at the 
same time, is given in Fig.  11(b). More I-V curves from the surface plot 
are shown in the Supplementary Information (Figure S10). The root 
mean square error (RMSE) between the extracted and recorded curve 
always amounted to less than 7mV and the average RMSE was 5mV. 
Here, the RMSE between the recorded and extracted curve is used as 
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Fig. 10. Cell voltage changes with average slope of a PEMWE cell operated at 80.0± 1.0 °C end plate temperature for four selected current density levels extracted with the 
surface fit method, a: first section of the experiment without interruption; b: second section of the experiment with interruptions; c and d: cell voltage changes in dependence of 
current densities for the respective first and second section of the experiment. The horizontal dashed lines mark the start and end of the fit.
a measure for the difference between static and dynamic performance. 
Furthermore, the recorded I-V curves with an average spacing of 5mV 
are sufficiently distinguishable from the distribution of the point cloud 
around the surface fit to confirm a real offset, as the data around the 
fit are on average distributed in a range of 1.4mV. All recorded I-V 
curves are situated slightly below the extracted ones. This corresponds 
to our expectation, as the cell is not polarized for a short period of 
20 s between the change from the dynamic measurement profile to the 
I-V curve recording. During this short load cutoff a regeneration takes 
place, that was already described in other studies [35,64]. The fact that 
the two curves are shifted parallel to each other but have the same 
shape implies two conclusions. One is an indication that the model of 
the surface fit realistically represents the shape of the I-V curve, and the 
other is an indication that the overvoltage, which causes the two curves 
to be shifted in parallel, is independent of the current density and thus 
not an ohmic overvoltage but, for example, a contribution by charge 
transfer overvoltage. Furthermore, the shift between the recorded and 
extracted curve shows that the performance of the electrolysis cells 
in dynamic operation does not correspond exactly to the performance 
displayed by slower recorded I-V curves. If an electrolyzer is to be 
operated dynamically, it is therefore consistent to specify a perfor-
mance curve under dynamic conditions. The comparison of the curves 
underlines in addition that it is possible to obtain I-V curves during 
dynamic operation. Consequently, the performance of an electrolyzer 
can be tracked without interrupting its operation.

5.2.3. Development of ohmic cell resistances
To gain more information about the electrolyzer’s state of health, 

usually impedance spectra are recorded, from which the ohmic cell 
resistance can be obtained in form of the high-frequency resistance. 
However, for large electrolyzers the recording of the impedance spectra 
is often not possible or technically complex due to high currents and 
low impedances [65]. These problems can be circumvented by extract-
ing the fit parameter 𝑟 from Eq.  (4), representing the area-specific 
resistance. The resistances extracted from recorded and extracted I-
V curves, as well as high-frequency resistances from three impedance 
spectra, are displayed in Fig.  12. The resistances determined from 
the recorded and extracted I-V curves differed less then 10mW cm2. 
Furthermore, the ohmic resistance remains stable and even decreases 
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over time, supporting the assumption made above that losses in cell 
performance likely did not occur due to contributions to the ohmic 
resistance but rather due to other loss mechanisms not further eluci-
dated. As Fig.  12 shows, the high-frequency resistances from EIS are 
very close to the values from the fit parameter 𝑟 from the surface 
fit and the recorded curves. Consequently, our method is suitable for 
observing ohmic resistances from dynamically operated PEMWE where 
no impedance measurements can be carried out or interruptions must 
be avoided.

6. Conclusions

We created a realistic, semi-synthetic, high-resolution, and highly 
dynamic wind profile directly applicable as input profile for AWE 
and PEMWE single cells. Wind speed data forming the basis of the 
profile were combined with a 2MW wind turbine model, while also 
considering terrain influences to create the power profile. This profile 
was then scaled down to work with single cells.

We propose two methods to analyze the I-V data from the operation 
of AWE and PEMWE cells with the wind profile. The trigger method 
is computationally lightweight and does not require a model of the 
current–voltage-relation of the electrolyzer. The surface fit method 
fits all available data points to a model instead of focusing on spe-
cific current levels which improves accuracy. It calculates plausible 
area resistances over time as fit parameters, which we validated with 
impedance spectroscopy. The surface fit method can also extract a 
spectrum of voltage change rates over current density, surpassing con-
ventional methods by providing uniquely detailed insight into the 
voltage change aspect of the aging process.

By analyzing cell voltage changes at different current density levels, 
we found that the cell voltage degradation rates depend on current den-
sity and mode of operation, meaning that cell voltage changes at low, 
intermediate and high current densities are different. This distribution 
of the rates of change can provide information about the development 
of activation- and ohmic overvoltages and thus indicate the localization 
of aging effects of the catalyst layer or metallic components, being an 
important building block in aging analysis.

Experiments ran for up to 961h and were split in parts with and 
without interruptions. During interruptions we recorded I-V curves 
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Fig. 11. Left: 3D I-V data point cloud of a PEMWE cell operated at 80.0± 1.0 °C end plate temperature, surface fit as wire frame and extracted I-V curve with a cross-sectional 
plane; right: example of a time cut at 534h of the surface fit giving the extracted I-V curve, comparison with a recorded curve.
Fig. 12. Development of the ohmic resistance from fit to the recorded curves (blue), 
fit to the dynamic data (orange), and high frequency resistances from impedance 
spectra (green). Data from a PEMWE cell that was operated at 80.0± 1.0 °C end plate 
temperature. (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.)

and performed impedance spectroscopy which we compare to results 
form our methods such as I-V curves, cell voltage changes, and ohmic 
resistances. Small differences are most likely due to measuring slightly 
different properties than the reference methods, i.e. dynamic operation 
compared to equilibrium operation.

For the first time, our methods enable the extraction of these 
performance parameters from uninterrupted highly dynamic operation. 
These major advancements help avoid the distortions of the aging 
process caused by the interruptions and help pave the way for the 
analysis of highly dynamically operated electrolyzers in combination 
with renewable energy sources. 
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