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Oxygen gas generated at the anode of PEM electrolyzers turns the flow in the anodic flow field into two-phase regime. Along with
upscaling the electrolyzers and the objective to reach higher current densities, the impact of the two-phase flow regime becomes an
issue of major concern for their future design and operating conditions. To observe and quantify gas bubble formation and local gas
content in the flow field channels during operation using a high-speed camera, a test rig for a 25 cm? scaled laboratory electrolyzer
cell with a transparent flow field has been set up. Current-voltage curves were recorded, while monitoring at the same time the
impedance and the gas evolution in the anode flow field. Gas bubbles were distinguished by a deep learning-based image
processing algorithm, revealing enhanced gas area coverage and bubble size with increasing current density. Corresponding
calculations from a two-phase flow mixture model show a similar trend for local gas content in the flow field. In the high current
density region, a strongly increasing voltage along with changes in the impedance pattern coincide with the transition from the flow
regime with individual gas bubbles to an interconnected gas flow regime in the majority of the cell.
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Green hydrogen produced by electrolysis with renewably gener-
ated power is posed to play a vital role not only in industrial
applications such as in fertilizer production or steel manufacturing
but also potentially as a key energy carrier and storage medium. To
ramp up the green hydrogen production, proton exchange membrane
(PEM) water electrolysis is one of the most promising technologies.'
It can be operated at high current densities, offers high product gas
purity and is compatible with dynamic operation profiles which is
vitally important when coupled with intermittent power generation
from solar or wind.> On-going developments of PEM electrolysis
cells (PEMEC) aim to improve the electrochemical performance and
enhance the operational life by applying even higher current
densities and further increasing the active area of the electrolytic
cell.>” As water is split into gaseous oxygen and hydrogen during
the electrolysis process, gas molecules form nuclei from the super-
saturated solution, primarily in the pores of the catalyst layer (CL),
and grow into bubbles over time that detach when they exceed a
certain detachment radius.® Then the detached bubbles are trans-
ported through the porous transport layer (PTL), which also ensures
efficient water supply and electron conduction, from the catalyst
layer into the flow field, resulting in a two-phase flow of liquid water
and gaseous oxygen in anodic flow fields and a two-phase flow of
liquid water and gaseous hydrogen in cathodic flow fields.'”
However, these flow phenomena affect the performance, efficiency,
and degradation of PEMEC systems, especially at higher current
densities since the formation and transport of gas bubbles can hinder
water access to the CL and reduce the active electrode surface by
occupying pores within the CL.® To ensure effective mass transport
in PEMECs, the dynamics of bubble formation and the related flow
phenomena must be thoroughly investigated.”''~"” For this purpose,
transparent cell designs have been used in previous studies, and
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bubble formation has been analyzed using high-speed video record-
ings.

In microscopic experimental investigations, bubble formation is
directly observed inside the pores of the PTL. In some cases, the
pore size is enlarged to an extent that the bubble formation can be
observed directly on the electrode surface. For this purpose, titanium
meshes with a corresponding mesh width are selected to ensure
direct visibility of the electrode. Typically, two distinct types of
mobile bubbles were found in these investigations: those that detach
and float freely in the water, and those that coalesce with
neighboring bubbles and cover the entire pore. In addition, bubbles
were observed, which remain stagnant throughout operation.'®!®
These differ optically from the moving bubbles by their bright and
dotted surface.'” Observations with mesh PTLs showed no signifi-
cant changes of bubble detachment radius with flow rates, whereas
observations with felt PTLs indicated a slight decrease of the bubble
detachment radius with increasing flow rates. Simultaneously, the
detachment radius increases with pore size and increasing current
density.'”?° Investigations with a novel thin tunable PTL with
regular and straight-through pores demonstrated that the detachment
radius has an influence on the performance. An increase in
performance was observed, as indicated by a decreased overpotential
directly correlated to the bubble detachment radii being six times
smaller compared to the felt PTL.*!

The phases in the life cycle of bubbles include nucleation,
growth, coalescence, wall adhesion and detachment. These were
simulated using a volume-of-fluid (VOF) model, which considers
the anode side PTL contact angles. This showed a dependency on the
flow velocity of the water, resultinzg in different bubble removal rates
in the individual sub-channels.>* Another pseudo coupled VOF
model considering both temperature dependence and current density
compares the two-phase flow in a serpentine flow field to that in a
parallel flow field. The results show that the serpentine flow field
offers a more uniform water supply and better heat removal capacity,
but the parallel flow field enables better oxygen removal and thus
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results in a more uniform distribution of the current density.>® The
comparison of a flow field with five serpentine channels with a
parallel flow field in a transient model substantiates this result.** The
local current density changes where oxygen accumulates at the
interface of PTL and CL. Specifically, at high current densities,
regions with oxygen accumulation have a higher overpotential. At
lower current densities, gas removal is facilitated while it more
readily accumulates at higher current densities.**

Experimental studies on the macroscopic observation of the
entire flow field covering a range up to 2 A-cm ™2 show a clear trend
with increasing current density. The higher the current density, the
more gas is produced and a change from bubbly to slug flow
occurs.*!"182-28 Ope study investigating the two-phase flow at
higher current densities up to 3.3 A cm™> compared serpentine and
parallel flow fields. Different flow rates and temperatures were
investigated in a 9 cm® PEMEC, showing that the slug length
decreases with an increasing flow rate. Similar to the aforementioned
modeling studies, the parallel flow field shows a better performance,
especially at high current densities. A correlation between slug
length and channel length was observed with slugs being shorter in
the parallel flow field compared to the serpentine flow field.* The
qualitative investigation of the two-phase flow in a 9 cm®* PEMEC
with a parallel flow field evinced at higher current densities gas
accumulation in the upper end of the channel, which caused a bubble
blockage. The number of stagnant bubbles rises with increasing
current density.'> When vibrations are applied to a transparent
PEMEC, the overpotential is lowered leading to an increase in
performance. As indicated by the corresponding video recordings,
larger bubbles can be split into smaller bubbles by a combination of
a suitable flow rate, vibration amplitude and frequency.®

An investigation of a 27 cm? cell showed a strong influence of
temperature, current density and flow rate on the flow regime.”
Flow types include bubbly flow, for which gas bubbles are smaller
than the flow channel width, slug flow (also known as Taylor flow),
for which gas bubbles are as large as the flow channel width, churn
flow, for which turbulent gas causes bubble slugs to break apart, and
ring flow, for which liquid flows as a thin film along the walls and
gas as a continuous phase in the middle of the flow channel. > If
the flow rate is increased, a comparatively higher proportion of
bubbly flow can be observed.?® The impact of various water flow
rates was also investigated on a 28 cm? round PEMEC by applying
current densities up to 1A-.cm 2. Electrochemical impedance
spectroscopy (EIS) measurements were carried out in addition to a
qualitative video analysis. The bubble size and coverage increased
with increasing current density and decreased with increasing flow
rate. Simultaneously, the EIS measurements revealed smaller
semicircles with increasing current density, which can be attributed
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Figure 1. In-house-built transparent PEMEC with integrated active heating.

to a faster oxygen evolution reaction (OER), as this occurs faster
with increasing overpotential >®

Investigations of a segmented unit cell of a PEMEC stack under
dehydration conditions showed locally heterogeneous voltage, current
density and temperature distributions at different stoichiometric water
ratios. Local EIS measurements demonstrated an increase in impedance
in the areas affected by dehydration.>' In investigations using a 50 cm
long single-channel cell at medium and low flow rates, local EIS
measurements as well as performance and current density distributions
also reported such dehydration effects, in this case caused by low flow
rates, indicated by an increase in impedance and decrease in the
performance especially in areas close to the outlet.*>

All these investigations show a strong dependence of the bubble
dynamics and the two-phase flow on the applied current density.
However, a detailed connection between electrochemical measure-
ments such as polarization curves and EIS measurements and the
video data has not been established yet, or only for low current
densities of up to 1 A-<cm™2 There is currently a lack of further
investigations for high current densities, which are especially
relevant for commercial PEMEC operation. To fill this gap, a
transparent PEMEC with an active area of 25 cm* was operated up to
3.5 A-cm™? in this work. A low flow rate of 3 ml min~' was chosen
during the whole operation so that a low stoichiometric ratio (A =6 )
is present at maximum current density 3.5 A-cm ™2 and the effects
resulting from insufficient water supply can therefore be observed.
Besides recording polarization curves, detailed EIS measurements
were carried out in 0.1 A-cm™2 steps and video recordings were
made of the flow on the anodic side. Using a novel deep learning-
based algorithm, video data were quantitatively evaluated and
correlated with polarization curves and EIS measurements. In
addition, two-phase flow simulations based on the mixture model
were performed and compared with the experimental data using the
frequency distributions of the gas bubbles in the flow field.

Experimental

Cell setup.—The transparent PEMEC setup was custom-de-
signed and manufactured in-house. The main components of the
25 cm® PEMEC device, including the transparent flow fields, current
collectors, heating elements, porous transport layers (PTLs), and the
membrane electrode assembly (MEA), are shown in Fig. 1. The flow
field was directly machined into the end plate made of transparent
polymethylmethacrylate (PMMA). The flow field consists of 11
channels aligned in parallel with a length of 44 mm, a width of
3 mm, and a height of 2 mm. Channels perpendicular to these flow
channels distribute and collect the inflow/outflow to/from these flow
field channels. An electrical connection to the PTLs was provided by

=t Transparent Flow Field
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titanium current collectors in direct contact with the PTL. The
current collectors were coated with platinum on the anode side and
gold on the cathode side, each with a coating thickness of 2.5 pm.
Two heating elements and one thermocouple were integrated into
each current collector to actively control the temperature in the
PEMEC.

The PTL on the anode consists of two different titanium meshes
with mesh sizes of 80 and 18 and wire diameters of 0.13 and
0.28 mm. Both meshes were sputter coated with 100 nm platinum.
As the cathode side PTL, two Toray carbon papers (TGP-H-60) and
an additional gold mesh for better current distribution were used. As
MEAs, HYDRion™ N115 from Ion Power GmbH were used with
an anode-side loading of 1 mg Ir/cm? and a cathode-side loading of
0.3 mg Pt/cm®. To ensure cell tightness, silicone-based gaskets with
a thickness of 0.8 mm between the flow field and current collector,
and with a thickness of 0.6 mm between the membrane and current
collector, were inserted. The full cell was assembled using twelve
MS screws with an applied torque of 5 Nm to ensure good contact
between the individual components.

Test rig.—The schematic diagram of the test rig is shown in Fig.
S1. The electrochemical measurements, including current density-
voltage (j-V) curve and EIS, were conducted with a VMP 300
potentiostat from Biologic. The potentiostat has one measurement
channel along with 15 booster cards, where each can supply 10 A, so
that current densities up to 6 A-cm ™2 can be realized.

Separate water circuits supply the anode and cathode sides of the
PEMEC with deionized (DI) water, with a conductivity of 0.055 pS.
The water is circulated throu%hout the whole experiment with a
constant flow rate of 3 ml min~ " between the PEMEC and the heated
gas/liquid separators via a peristaltic pump from Masterflex SE with
two Easy Load II pump heads, which leads to a high stoichiometric
ratio at low current densities (A = 211 at 0.1 A-cm™?) and low
stoichiometric ratio at high current densities (A = 6 at 3.5 A-cm?)
as shown in Fig. S2. To control the temperature, SA-88-2k
controllers from Pohltechnic.com GbR were used.

PT100 sensors were used to measure the temperatures in the
inlet, the outlet and the middle of the flow field for both the anode
and cathode sides of the PEMEC. To observe the two-phase flow
inside the anode flow field, a high-speed camera from Photron
(Fastcam Nova R5 NV) with a set resolution of 2048 x 2048 pixels
and a frame rate of 200 fps was used. A macro lens with double
magnification was applied to observe the entire flow field. In
addition, two LED lights (VD7000-LP) with max. 7280 lumen
were used to provide better illumination of the anode flow field view.

Description of image processing algorithm.—A deep learning-
based tool developed by Colliard-Granero et al. was implemented to
analyze the data from the recorded videos.>* This deep learning
model was trained to detect gas bubbles within the flow field using a
custom U-Net architecture with a ResNeXt101 backbone pre-trained
on the ImageNet dataset.>*® The original images were binarized
into black and white images so that the white areas representing the
bubbles could be clearly distinguished from other structures such as
channels, fluid and boundaries. The model had to be adapted to our
dataset before it could autonomously predict gas bubbles in our
samples. To achieve this, 50 individual images were manually
annotated using the program Label Studio to create the corre-
sponding binary masks.>” These annotated images, along with the
original images, were resized to 512 x 512 pixels to optimize the
performance of the model, while avoiding any resolution-related
issues. The resized dataset was used to train the algorithm for 200
epochs with a batch size of 8 and a dynamic learning rate that was
adjusted based on the model’s performance throughout training.
Eventually, the resulting model was able to independently identify
the gas bubbles and thus autonomously generate black and white
predictions on unseen examples.

The model’s predicted videos were then used to calculate various
parameters using computer vision algorithms. The tool was used to

calculate average bubble size, gas coverage and the frequency
distribution of gas bubbles. To calculate the average bubble size,
the size of each individual bubble in each frame was determined and
then the average size per frame was calculated. Each recorded video
consists of 2,670 individual frames; the average bubble size per video
was obtained by averaging the bubble sizes across all frames. For gas
coverage, the sum of all bubble areas per frame was determined and
divided by the total channel area, as only the gas bubbles occurring in
the channels are relevant to this investigation. To generate the
frequency distribution plot, all binary images were overlaid to
generate a heat map of the bubble probability density over time.
Positions with a higher probability of encountering bubbles were
given a red color, while less frequent zones were given cooler colors.

Measurement procedure.—Preceding the experiments for re-
cording the polarization curve (j-V curve), the observation of the gas
bubbles in the two-phase flow and the EIS a current density of
1 A-cm™2 was applied for one hour. The current density was then
reduced to 0.005 A-cm~2 and held for 5min. Then the current
density was increased step-by-step. Starting at 0.025 A-cm 2, the
current density was increased to 0.2 A-cm ™2 in 0.025 A cm ™ steps.
Up to 0.5 A~cm_2, the step size was 0.05 A~cm_2, and then the
current density was increased in 0.1 A-cm™2 steps up to 3.5 A-cm 2.
Data for the polarization curve and EIS spectra are collected over a
current density range of 0.1 A-cm ™2 to 3.5 A-cm ™2 in increments of
0.1 A-cmfz, with a dwell time of 390 s at each current level, while
videos of the two-phase flow in the anode side flow field were
recorded. The procedure is illustrated in Fig. S3. The video
recording starts five seconds after the corresponding current density
was applied. The duration of the video recording is 12's and was
carried out at a set frame rate of 200 fps. To create the polarization
curve, the used data points were measured 54 to 60 s after the current
density was set. The average value was calculated from these six
data points. After that, the current density has been held for 60 s,
then the galvanostatic EIS measurement begins. For all EIS
measurements a 10% amplitude of the applied current density and
a frequency range from 500 kHz to 50 mHz with 5 points per decade
and 4 average measurements per frequency were used. After
finishing the galvanostatic EIS measurement, the change to the
next higher current density was performed.

The impedance measurements were evaluated using an equiva-
lent circuit encompassing a resistor (Rg) connected in series with two
different networks; R//CPE; and R,//CPE,, each comprising of a
resistor and a constant phase element connected in parallel with each
other. The corresponding equivalent electrical circuit diagram is
shown in Fig. S4.

Modeling.—The approach to calculating the local and overall gas
content inside the flow field at the anode side is based on a 3D two-
phase flow mixture model. Several models exist for the simulation of
multi-/two-phase flows, and their advantages and disadvantages have
previously been delineated.>® The model choice for this study is
further justified in the supporting information (SI).

The computational domain is presented in Fig. S5. The oxygen
production and water consumption are introduced via a flux boundary
condition (BC) at the PTL surface, which is in contact with the anode
catalyst layer. The fluxes of produced oxygen, Vp,n, and consumed

water, Vy,on, are calculated using Faraday’s law as follows:

V()z'n — MOszacz‘ive
4Fp,,
VH2 on = — MHZOjAaclive

2Fpp,0

with the normal vector n of the PTL surface in contact with the
anode catalyst layer, the nominal current density j, the Faraday
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Figure 2. Polarization curve (blue) and derivative dU/dj (orange) for a flow
rate of 3 ml min~' with a flow field temperature of 65 °C and a current
density up to 3.5 A-cm 2.

constant F, and the molecular weights of oxygen My, and water
My, 0, respectively. Lastly, po, and pp,o denote the densities of
oxygen and water, respectively.’’ The circular area of the lower
cylinder is defined as the water inlet. A water velocity equivalent to
the flow rate of 3 ml min~' is specified. At the outlet (upper
cylinder), we assume ambient pressure as BC.

The model for the two-phase flow within the flow field and the
(geometric) structure of the flow field is set up in COMSOL
Multiphysics”.>**" The SI further describes the equation system
and the computational model.

Results

Polarization.—Figure 2 shows the recorded polarization curve
and its derivative dU/dj, representing the cell resistance. By
observing the course of the polarization curve, the three character-
istic regimes activation polarization, ohmic polarization -subdivided
into quasi ohmic and true ohmic regime- and concentration
polarization can be identified. Starting at a low current density of
0.005 A-cm 2, there is a progressive growth up to a current density
of about 0.5 A-cm™2. This range is referred to as activation
polarization and is characterized by a strong decrease in the slope
(dU/dj), starting at 0.75 €2 and subsequently decreasing to approx.
0.2 Qupto 0.5 Acm™>.

In the second range, the ohmic polarization range, extending
from 0.5 A-cm™2 to 2.6 A-cmfz, from 0.5 to 1.6 A-cm™ 2 the voltage
increases with increase in current shows only minor deviation from
linearity while from 1.6 to 2.6 A-cm ™2 the JV-curve is almost linear.
The derivative dU/dj of the voltage with respect to current density is
around 0.2 Q. From 2.6 A-cm > on, a considerable increase in
voltage can be observed, marking the third range. This is also
reflected in the derivative with an exponential increase from 0.2 to
~1.3 Q.

Impedance.—The three different regimes described above—
activation polarization, ohmic polarization and concentration polar-
ization—are also reflected in the Nyquist plots shown in Fig. 3. The
total impedance (low-frequency intercept) decreases considerably up
to a current density of 0.5 A-cm™2, following a slight decrease in the
medium current density range (0.5-2.6 A-cm~2). However, the total
impedance increases significantly at higher current densities
(>2.6 Acm™?). The impedance spectra are comprised of three
distinct resistance contributions: the ohmic resistance (Ry) (Im(Z)
= 0 at high frequencies), the intermediate-frequency semicircle (R;),
and the low-frequency semicircle (R;). An exemplary Nyquist plot at
27A-cm™? in Fig. S12 depicts these resistance contributions
mentioned above, obtained by intercepting real-axis of impedance
using the model represented in Fig. S4.

Figure 3a shows the Nyquist plots in the activation polarization
region for current densities from 0.1 to 0.5 A-cm™ > R, remains
constant at around 6.1 mf) for these current densities. The
intermediate-frequency semicircle R; is much more distinct than
the low-frequency semicircle and decreases sharply with increasing
current density, whereas the low-frequency semicircle R, is not
directly visible and can only be surmised, meaning that R, is close to
zero in this range of current density and only starts to appear around
0.5 A-cm™”.

The Nyquist plots for the ohmic region, subdivided into a quasi-
ohmic region, in which the JV-curves deviates only slightly from a
linear behavior, and a true-ohmic region, where the JV-curve is
almost linear, are shown in Figs. 3b and 3c, respectively. In the
quasi-ohmic region for current densities from 0.5 to 1.6 A-cm ™2, the
spectra show a similar trend as in the activation polarization region,
with the intermediate-frequency semicircle R; decreasing to a lesser
degree compared to the activation polarization region. The ohmic
resistance Ry decreases very slightly with increasing current density,
however this change can be considered negligible. The low-
frequency semicircle R, is still very small, but clearly identifiable
and increases slightly with increasing current density. In the ohmic
region from 1.6 to 2.6 A-cm ™2, the Nyquist plots in Fig. 3¢ show no
significant changes.

For current densities >2.6 A-cm 2, the impedance starts to
increase again, with a sharp increase in ohmic resistance Ry and a
strong growth of the low-frequency semicircle R, while the
intermediate-frequency semicircle R; shows only a slight increase,
as illustrated in the Nyquist plots in Fig. 3d.

A comparison with literature data allows identifying the key
characteristic of Nyquist plots for electrochemical systems, con-
sisting of an ohmic resistance (high-frequency intercept), an inter-
mediate-frequency semicircle, and a low-frequency semicircle at
higher current densities. The ohmic resistance Ry is consistently
interpreted as the resistances of electrical and ionic conductive
elements. Interpretations of the low- and intermediate-frequency
semicircle in literature differ, however.?®%*~** The intermediate-
frequency semicircle Ry may originate from (low) cathodic catalyst
loadings leading to an increase in resistance due to the hydrogen
evolution reaction (HER), while the low-frequency semicircle R, is
often assigned to the charge transfer resistance during OER.*' In
other studies, the intermediate-frequency semicircle R; is interpreted
as being caused by charge transfer losses during OER while the low-
frequency semicircle R, may be caused by sluggish transport
kinetics in PTLs.?®3%%>~* With low water flow rates in a PEMEC
system, the low—freguency semicircle can also be attributed to mass
transfer resistance.”® Investigations using a segmented single-
channel PEMEC showed a partial low-frequency semicircle at
higher current densities with low water flow rates (stoichiometric
ratio A > 4), particularly at the outlet. The formation of this
semicircle in the EIS spectra was attributed to mass transport losses
caused by replacement of water by bubbles.*” As the applied flow
rates can potentially lead to volume occupied by bubbles at higher
current densities and a potential accumulation of oxygen at the
catalyst surface, we attribute in our case this low-frequency
semicircle to an increase in mass transfer resistance.

Figure 4 illustrates the development of the impedance compo-
nents over the complete range of current densities. The equivalent
circuit model shown in Fig. S4 was utilized to obtain resistances.
The ohmic resistance Ry, which as discussed mainly represents the
resistance of the membrane, remains almost constant up to
2.7 A-em~? with only a slight decrease due to minor temperature
increases. From 2.8 A-cm™2 onward however, a substantial increase
in the ohmic resistance can be observed. The charge transfer
resistance R; connected to the OER decreases up to 1.6 A-cm™ 2,
reaches its minimum there and remains almost constant up to
2.8 A-cm™? from which point on it starts to increase. The mass
transfer resistance R, can initially be observed starting around
0.5 A-cm ™2, increasing slightly up to 2.6 A-<cm™>, and then rising
significantly with higher current densities. Since these results,
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concentration region up to current densities of 2.7 A-cm~2; and (d) the concentration region up to current densities of 3.5 A-cm™~.
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Figure 4. Fitting of the individual resistances over the full range of current
densities according to the equivalent circuit model shown in Fig. S4.

especially for R,, appear to be associated with an increase in gas
accumulation at the anode and a potential change in the two-phase
flow, they need to be connected to the gas bubble dynamics and
coverage at the anode.

Bubble visualization and quantification.— Description of local
flow patterns.—The bubble coverage is observed using the high-
speed camera setup at current densities of 0.2, 2.0 and 2.8 A-cm™ ~ as
representative values for the activation polarization, ohmic polariza-
tion and concentration polarization regimes, shown in Fig. 5. In the
regions of the channel filled exclusively with water, the channel
walls and the PTLs are clearly recognizable. At 0.2 A-cm™> and
2.0 A-cm ™2, two types of bubbles can be distinguished. Small gas
bubbles can be recognized as darker circles that distort the
appearance of the PTL. When the small gas bubbles coalesce into
larger bubbles filling the entire width of the channel, the bubbles
appear brighter than the liquid phase. In these regions, the PTL
remains visible, but less clear than with a pure liquid phase. These
two types of bubbles, small, isolated bubbles and large coalesced
bubbles can be identified by the applied image processing algorithm.
Overall, both bubbly flow and slug flow can be observed. At current



Journal of The Electrochemical Society, 2025 172 084501

= ."“ . e |
B e sy aleYe

[
[
[
[
[
[
[
[
[
[
I
I
[
[
[
[
Os |
[

Os 0.19s 055s 0.77s

|

A R T

TN AT

P

o s
e R

7

e ee
Sttt
ee’e
o

Al J'l‘
]

s s oy
AL S 5y <2 e

b v
Os 12s

Figure 5. Two-phase flow in a typical channel of the anode side flow field with a flow rate of 3 ml min~' and a flow field temperature of 65 °C in the activation
region at 0.2 A-cm ™2, the ohmic region at 2 A-cm~2 and the concentration region at 2.8 A-cm™2.

densities higher than 2.8 A-cm™2 the characteristics of the flow

change significantly where only the channel surface covered by
condensed droplets can be observed. The flow from spots free of
condensate and the presence of the condensate indicate a mainly
coherent gas flow instead of a two-phase flow with individual gas
bubbles in the liquid. In this regime the flow conditions are not
accessible to image processing.

In a time-dependent observation of the evolution of the flow at
0.2 A-cm™?, small gas bubbles form over the entire length of the
channel, mainly on the left and right edges of the channel at the
beginning of the measurement period at 0s. The gas bubbles then
continue to grow and finally coalesce with the neighboring bubbles.
After 1.92 s, three larger bubbles can be seen in the same channel,
which now fill the entire width of the channel. The gas bubbles
continue to grow, remain stagnant and finally detach to flow through
the channel from bottom to top. In the image at 4.26 s, the lower
bubble previously observed at 1.92 s can be seen, has now grown
and has already detached and is flowing through the channel from
bottom to top. New small bubbles are already visible in the lower
part of the channel, forming on the left and right, starting the process
all over again.

Similar processes are observed at 2.0 A-cm ™2, however, invol-
ving larger bubbles and happening considerably faster. At the
beginning of the measurement period at t = O's, only in the lower
20%, smaller gas bubbles can be seen forming on the left and right
of the channel edge, while the remaining 80% of the channel are
filled with large gas bubbles. After 0.19s, these smaller bubbles
coalesce again to form a gas bubble that fills the entire channel. At
the same time, the large bubble moves further upwards and has
shifted upwards by about 20% of the channel length. In the vacated
area, new small gas bubbles form on the left and right channel edges.
After 0.55 s, these gas bubbles coalesce again to form a large gas
bubble. Coalescence with the lower large bubble, which was
stationary up to now, is now imminent. This process continues until
the upper gas bubble has completely left the channel. After 0.77 s,
the channel is completely filled by a gas bubble again.

The observations described here are consistent with the video
data (S13—S15) analyzed using the image-processing algorithm.
The average bubble size, shown in Fig. 6, shows an almost linear
increase up to 2.0 A-cm ™2, Starting at 0.2 A-cm ™2, the bubble size is
approx. 12.5mm? increasing fourfold to approx. 50 mm® at

1 Acm™ and then triplicate to approx. 140 mm® at 2 A-cm 2.
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Figure 6. Average bubble size in the anode side flow field with a flow rate
of 3 ml min~' and a flow field temperature of 65 °C size as a function of
current density.

From here, the bubble size remains roughly constant up to
2.6 A-cm ™2

The images recorded at current densities higher than 2.7 A-cm™
indicate that there is a limited amount of water in the PEMEC at
higher current densities, meaning that the channels are predomi-
nantly filled with gas. The PEMEC is actively heated to 65 °C and
heats further up to 74 °C at high current densities. As a result, the
water is no longer present in a majorly liquid form, but predomi-
nantly in gaseous form, meaning that the gas phase consists of
oxygen and water vapor. As the surface of the flow field is slightly
cooler than the PTL, water vapor condenses on the surface and forms
fine droplets, leading to increased brightness in the image due to
increased reflection of the LED illumination. These results show that
at higher current densities (>2.7 A-cmfz), a two-phase flow can no
longer be observed but rather only a single-phase gas flow.

2

Description of gas bubble coverage in the complete flow field.—
Figure 7 shows exemplary images from the video recordings at
current densities of 0.2, 2.0 and 2.8 A-cm ™2 characteristic for the
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Figure 7. Two-phase flow within the anode side flow field with a flow rate of 3 ml min~' and a flow field temperature of 65 °C in the activation region at

0.2 A-cm ™2, the ohmic region at 2 A-cm ™2 and the concentration region at 2.8 A-cm™~.

a) 0.2 A-cm™

b) 0.4 A-cm™

c) 1.0 A-cm?
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Figure 8. Experimental frequency distributions of the bubbles inside the anode side flow field for different current densities with a flow rate of 3 ml min~' and a
flow field temperature of 65 °C from the high-speed video recordings using the image processing algorithm.

flow patterns in the activation polarization, the ohmic and the high
current regimes.

In the activation and the ohmic region, a two-phase flow regime
is observable in the entire flow field (Figs. 7a and 7b). Gas bubbles
grow in the liquid phase up to the width of the channel and flow
through the channel from bottom to top. A comparison of
02A-cm? and 2.0A-cm ? indicates that at 2.0 A-cm 2 the
channels are filled with oxygen bubbles to a much larger degree.
This pattern continues up to 2.6 A-cm™ > and changes significantly
above higher current densities. At these high current densities, the
surface of the entire flow field, apart from the lower horizontal
distribution channel, is covered with the previously described
brightly illuminated condensation film. Observations through semi-
transparent spots show mainly gas flow with few scattered sections
of liquid containing small bubbles on the PTL surface. This
observation and the appearance of the condensation film indicate
that large part of the vertical channels and the upper horizontal
collection channel are predominantly covered by a coherent gas
flow. Since the algorithm is built up and trained for detecting
bubbles in a two-phase flow, it cannot be applied for the analysis of
the changed flow pattern in the high current density region since it
more closely represents a one-phase gaseous flow. The typical two-
phase flow, which occurs at lower current densities, can only be
recognized in the lower horizontal channel.

Quantification of the experimentally determined frequency dis-
tribution of gas bubbles in the flow field.—Quantification of the gas
coverage and the spatial distribution of the gas bubbles within the
flow field illustrated by the frequency distributions of the gas
bubbles, is shown in Fig. 8. The bubble coverage distributions in
the flow field were determined by recording a total of 2670 images
within 12's, 5 s after starting the run at each current density. The
image processing algorithm superimposes all the individual images

and calculates the frequency of bubbles and the overall gas coverage
of the flow field occurring at each point.

At a current density of 0.2 A-cm™2, the flow field is about 55%
filled with gas (Fig. 8a). The lower horizontal channel, which
distributes the inflow (from the lower left corner) to the 11 vertical
channels, is least filled with gas. In the vertical channels, the gas
coverage is mostly between 30% and 70% and even approaching
80% at certain select spots. The upper horizontal channel, which
collects the flow from the vertical channels, has an increased gas
occurrence of 95% due to gravity and flow direction -At 0.4 A-cm ™2,
the region with high gas coverage, which was previously isolated to
the upper collection channel, extends further toward the upper third
of the vertical channels (Fig. 8b). In general, the amount of gas in the
vertical channels is increased compared to 0.2 A-cm™>, and the
distributed select spots with a higher gas amount are larger. The
lower horizontal distribution channel shows no significant changes
and has the lowest gas content. In total the flow field is about 63%
filled with gas.

As the current density increases, the overall proportion of gas in
the entire flow field also increases, with a gas proportion of 95%
being reached in the upper area of the channels. However, the flow
in the lower horizontal inlet distribution channel still shows little to
no change and remains at a constant low gas content of around 20%
across all current densities. From 2.0 A~cm72, areas with a gas
content of 90% dominate in all vertical channels (Fig. 8d). This state
remains almost unchanged up to 2.6 A-cm™2; the frequency dis-
tributions show only miniscule differences (Fig. 8e). At further
increased current densities quantitative evaluation is no longer
possible, due to changes in the flow regime.

Modeling distribution of gas content.—Following the measure-
ment procedure in Fig. S3, the gas distribution in the flow field was
calculated using a transient two-phase flow mixture model, starting
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a) 0.2 A-cm™ b) 0.4 A-cm™

field temperature of 65 °C with the two-phase flow mixture model.

at t = 0 s with a current density of 0.005 A-cmfz, and the flow field
100% filled with water. For the 0.005 A-cm ™2 case, the simulation is
run for 300s, whereas for the rest of the current densities the
previous simulation is restarted and run for only 17 s. The frequency
distributions shown in Fig. 9 represent the time-averaged gas
distribution between 5s and 17 s in the flow field plane closest to
the upper channel surface. With the used mixture model, it is not
possible to track and map the surfaces of the individual bubbles.
Instead, an average value of the gas content in each segment is
calculated for each point in the flow field.

At 0.2 A-cm ™2, the upper horizontal collection channel has the
largest amount of gas with 60%, as in the experimental results
(Fig. 9a). The amount of gas decreases towards the bottom, reaching
a minimum of approximately 10% in the lower horizontal distribu-
tion channel. If the current density is increased to 0.4 A-cm_z, the
region with a high gas content spreads from top to bottom, resulting
in the upper third of the flow field being 60-80% filled with gas
(Fig. 9b). If the current density is further increased to 1.0 A-cm ™2,
the amount of gas in the lower horizontal distribution channel
increases further to approx. 60% (Fig. 9c). The region with a high
gas content continues to spread from top to bottom, so that the
vertical channels are approximately 80% filled with gas. At
2.0 A-cm™?, the flow field is now predominantly 90% filled with
gas, with the lower horizontal bonding channel having the lowest
amount of gas at 70% (Fig. 9d).

Experiment vs modeling.—The general trend of the experimental
determination of the bubble coverage (Fig. 8) and the modeling of
the gas content in the two-phase flow (Fig. 9) with increasing current
density are very similar although the experimental and the modeling
approach are different with respect to the absolute quantities. This
could be due to several reasons, the first being the chosen time
period for the evaluation. In the experimental approach, the image
processing algorithm superimposes all the individual images re-
corded during the 12 s runtime starting 5s after switching to the
respective current density and calculates the frequency of bubbles
and the overall gas coverage of the flow field occurring at each pixel.
The frequency distributions calculated by the modeling averaged the
values in this time slope as well, but the modeling starts att = O's
with 100% water inside the flow field, which is not the case in the
experiments.

The experimental and modeled results for the gas coverage
averaged over the entire flow field are plotted in Fig. 10. At
0.2 A-cm ™2, the experimentally determined gas coverage is J)prox
55% and reaches its maximum of approx. 80% at 2.0 A-cm™ ThlS
then remains roughly constant up to 2.6 A-cm™2. At 0.2 A-cm ™2, the
modeling shows a lower average gas coverage of 45% and then
increases sharply, so that at 0.4 A-cm ™2, it is approximately the same
as the experimentally determined gas coverage at 65%. From here,
the modeling overestimates the experiment, so that it has a steeper
increase in gas coverage and ends up with 93% at 2.6 A-cm™2, while
the experlments reach the maximum of 80% gas coverage at
2.0 A-cm~? and remain almost constant up to 2.6 A-cm -2

c) 1.0 A-cm?

Figure 9. Modeled frequency distributions of the bubbles inside the anode side flow field for different current densities with a flow rate of 3 ml min—
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Figure 10. Gas coverage in the anode side flow field with a flow rate of 3 ml

min~' and a flow field temperature of 65 °C size as a function of current

density evaluated from the high-speed video recordings using the image

processing algorithm compared to the modeled data.

The model is able to qualitatively describe the increasing gas
fraction with increasing current density and the gradient in gas
concentration from inlet to outlet very well as the comparison of
Figs. 8 and 9 clearly displays. However, some features that
prominently appear in the experimental results cannot be replicated
by the utilized modeling approach. For example, the local areas (“hot
spots”) with a strong increase in gas coverage and the consistently
low gas coverage in the horizontal inlet channel and slightly
different gas coverage in each vertical channel cannot be properly
replicated. Figure S11 shows a change in gas coverage in vertical
channels from inlet to outlet for the experimental results which is not
observed for the modeling results (Fig. S10). A reason for the
discrepancies in the experimental and modeling results could be that
the transient two-phase flow mixture model does not consider the
impact of electrochemical reactions at the anode (e.g. OER kinetics)
or the physical interactions of the gas bubbles with the electrode
surface. Furthermore, due to the isothermal nature of the model, the
temperature distribution in the cell cannot be fully reflected. These
and other influencing factors lead to local inhomogeneities in the gas
coverage that in turn lead to the model over- or underestimating the
total gas coverage quantitatively.

Correlation bubbles vs JV/EIS.—The polarization curve can be
divided into three regimes. In the first regime, the activation
polarization regime, the voltage increases progressively up to a
current density of 0.5 A-cm™2. In this range, the ohmic resistance
remains almost constant, while the charge transfer resistance drops
sharply. This is due to the accelerated OER at increased potentials.
This process is directly reflected in the captured images showing an
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increasing gas coverage as well as a growing average bubble
diameter.

In the ohmic polarization regime, which extends in the current
density range from 0.5 to 2.6 A-cm ™2, the ohmic resistance decreases
slightly. The charge transfer resistance continues to decrease and
reaches its minimum at 2.2 A-cm 2. Meanwhile, a small low-
frequency semicircle appears for the first time at 0.5 A-cm™? and,
like the gas coverage and the average bubble diameter, increases
continuously with increasing current density. The gas coverage and
bubble diameter reach their maximum at 2.0 A-cm™2, where each
channel is filled with a large gas bubble.

If the current density of 2.6 A-cm™ 2 is exceeded, there is a rapid
increase in voltage and resistances. The charge transfer resistance
increases slightly, while the ohmic resistance and the low frequency
semicircle increase noticeably. A look at the video recordings shows
that the flow form in this regime changes completely. A coherent gas
flow with only a few areas of liquid flow can be observed. For
current densities above 2.6 A-cm™2, the PEMEC is no longer supplied
with enough water at the utilized flow rate of 3 ml min~'. As a
result, the proton conductivity of the membrane decreases, as less
water molecules are available to diffuse through the membrane
carrying protons, which leads to an increase in the ohmic resistance.
However, the most substantial influence results from the fact that at
such high current densities the reaction rate is limited by the
availability of water, which is limited by the applied flow rate.
This leads to increased mass transfer losses, as illustrated by the
sharp increase in the low-frequency semicircle. This third regime is
therefore understood as the concentration polarization regime.

Conclusions

An electrolyzer cell with a transparent parallel flow field was
designed to study the gas bubble coverage in the flow field during
the electrolysis operation using a high-speed camera. JV-curves
along with concomitant measurements of the impedance of the cell,
while monitoring at the same time the gas evolution on the anode
side by means of a high-speed camera, were recorded in 0.1 A-cm™>
steps up to current densities of 3.5 A-cm™> with a water inlet flow
rate of 3 ml min~" corresponding to a relatively low stochiometric
ratio (A = 6 at 3.5 A-cm™ ). In order to quantify the gas content in
the flow field channels a deep learning-based image processing
algorithm was implemented. By means of this the gas coverage was
quantified up to 2.6 A-cm™2 and compared with calculations of the
two-phase flow in the anodic flow field through 3D mixture model
with oxygen production and water consumption introduced via
boundary conditions. The primary observations of this study include:

® Three regimes in the JV curve were clearly distinguished. The
first regime, governed by activation polarization, prevailed for
current densities less than 0.5 A-cm™2 before turning via a smooth
transition to a second, almost linear regime, that extended up to
2.6 A-cm 2. In the third regime, that features elevated current
densities above 2.6 A-cmfz, a pronounced increase in the measured
voltage is observed, reaching 2.6 V at 3.5 A-cm ™2,

® In the first two regimes, analysis of the impedance spectra
identified an almost constant ohmic resistance and a charge transfer
resistance attributed to the OER. The charge transfer resistance kept
decreasing up to 2.6 A-cm 2. At current densities above 2.6 A-cm™ >
both values were increasing. Most importantly, however, in the high
current regime (third regime), an additional semicircle at low
frequencies became pronounced in the Nyquist plots which was
attributed to concentration polarization resulting from the tightening
of water supply and diffusion limitation.

® The video recordings reveal that at low current densities
(0.2 A-cm™?), the flow field area covered by gas bubbles is around
55%, with the gas coverage being most pronounced in the collecting
channel towards the outlet. Along with increasing current density,
the gas coverage extends towards the parallel channel area and the
area covered by gas bubbles increases to 80% at 2.0 A-cm 2. This

remains roughly constant up to 2.6 A-cm™2. When current densities
are higher than 2.6 A-cm ™2, the pattern of the gas coverage changes
completely. An interconnected gas flow with small areas of liquid in
between can be observed instead of a flow pattern with individual
bubbles.

¢ Calculations of the two-phase flow in the anodic flow field up
to 2.6 A.cm > by means of a 3D mixture model with oxygen
production and water consumption introduced via boundary condi-
tions showed qualitative agreement with the experimental results on
total area gas coverage and gas distribution in the flow field. Both
demonstrated an inhomogeneous gas distribution with a gas accu-
mulation towards the upper part of the flow field close to the outlet.

¢ The profile of the JV curve and the results from the impedance
analysis indicate that the onset of the nonlinear concentration
polarization regime with strongly increasing voltage in the high
current density region and the pronounced appearance of a third
resistance component coincide with high area coverage with gas
bubbles and a transition to an interconnected gas flow regime.

The inhomogeneous gas distribution was observed with a gas
accumulation in the upper part of the flow field close to the outlet,
which could become especially relevant in large-scale applications
since it might lead to locally increased degradation due to e.g.
drying. A simple solution might be to increase the flow rate to higher
levels; this however comes with its own drawbacks since this
increase in flow rate might lead to degradation effects of its own
e.g. damage of the catalyst layer by mechanical removal of particles
or stronger membrane thinning. The effect of locally increased gas
coverage on long-term stability and the possible detrimental effects
of higher flow rates still needs to be studied in order to find the ideal
trade-off. All in all, the results at hand clearly demonstrate the
importance of considering and analyzing the gas coverage and
choosing the correct flow rate when designing and operating efficient
and durable PEM electrolysis cells.
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