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Abstract

Mathematical morphology is a part of image processing that employs a moving window to modify pixel values through the
application of specific operations. The supremum and infimum are pivotal concepts, yet defining them in a general sense for
high-dimensional data such as colour is a challenging endeavour. As aresult, anumber of different approaches have been taken
to try to find a solution, with certain compromises being made along the way. In this paper, we present an analysis of a novel
approach that replaces the supremum within a morphological operation with the LogExp approximation of the maximum for
matrix-valued colours. This approach has the advantage of extending the associativity of dilation from the one-dimensional
to the higher-dimensional case. Furthermore, the minimality property is investigated and a relaxation specified to ensure that

the approach is continuously dependent on the input data.

Keywords Mathematical morphology - Colour image - Matrix-valued image - Positive definite matrix - Symmetric matrix -

Supremum

1 Introduction

Mathematical morphology is a theory used to analyse spatial
structures in images. Over the decades, it has developed into
a very successful field of image processing, see, for exam-
ple, [1-3] for an overview. Morphological operators basically
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consist of two main components. The first of these is the struc-
turing element (SE), which is characterised by its shape, size
and position. These in turn can be divided into two types of
SEs, flat and non-flat cf. [4]. A flat SE basically defines a
neighbourhood of the central pixel where appropriate mor-
phological operations are performed, while a non-flat SE also
contains a mask with finite values that are used as additive
offsets. The SE is usually implemented as a window slid-
ing over the image. The second main component is used to
perform a comparison of values within an SE. The basic oper-
ations in mathematical morphology are dilation and erosion,
where a pixel value is set to the maximum and minimum,
respectively, of the discrete image function within the SE.
Many morphological filtering procedures of practical inter-
est, such as opening, closing or top hats, can be formulated
by combining dilation and erosion operations. Since dilation
and erosion are dual operations, it is often sufficient to restrict
oneself to one of the two when constructing algorithms.

Let us also briefly extend this concept to colour mor-
phology, as it is the underlying concept for our further
considerations. As already mentioned, the most important
operation in morphology is to perform a comparison of the
tonal values or, in our case, the colour values within the SE
over certain sets of pixels in an image domain. For the simpler
application areas such as binary or grey value morphology,
one can act directly on complete lattices in order to obtain
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a total order of the colour values, see [3]. In the case of
colour morphology, this is no longer the case, as there is
no total order of the colour values. For this reason, corre-
sponding semi-orders and different basic structures are used,
cf. [5]. The first approach that could be used for this would
be to regard each colour channel of an image as an inde-
pendent image and to perform grey value morphology on
each of them. This approach has the serious disadvantage
that we lose the correlated information between the colour
channels, which could be used to further improve the fil-
tering results. The other approach, which is more popular,
uses a vector space structure in which each colour is con-
sidered a vector in an underlying colour space. In order to
compute a supremum or infimum, it is necessary to have an
order for the vector space. However, there are a plethora of
ordering approaches for colour morphology. For details of
the most commonly used approaches, we refer the reader to
the overview provided in [6]. We will take the latter approach,
but use symmetric matrices instead of vectors. Since there is
also no total order for colour matrices either, we will order
the elements by means of a semi-order, namely the Loewner
order, see [7]. This means, though, that we need an addi-
tional function to select a minimum upper bound, namely
the supremum function.

To calculate two of the basic operations of colour mor-
phology, dilation and erosion, it is necessary to determine the
supremum or infimum. Because of the duality between these
two operations, it is common to consider only one of them.
Here we will concentrate on dilation and the construction of
the supremum. However, there are several approaches how to
choose the supremum of a set of symmetric matrices, based
on different norms. To give some examples, we mention here
the nuclear norm, the Frobenius norm and the spectral norm.
For a comparison of these norms we refer to the work by
Welk, Kleefeld and Breuf3 [8].

Here we want to consider another approach, namely the
approximation of the supremum by a so-called LogSum-
Exp approximation of Maslov [9]. This is an approximation
which has already given promising results in the work of
Kahra, Sridhar and Breuf} [10] for greyscale images and for
colour images in [11] in conjunction with a fast Fourier trans-
form. However, the latter only represents a one-dimensional
channel-wise approach to colour morphology. Another con-
nection worth mentioning is the work [12] of Burgeth, Welk,
Feddern and Weickert, where root and power functions were
used for symmetric positive semi-definite matrices instead of
logarithm and exponential function. However, our approach
does not require a positive semi-definite matrix, but works
with any colour matrix, and preserves the so-called transitiv-
ity of greyscale morphology.

This paper will be the next step from [13] for transferring
the LogSumExp approach to colour morphology with tonal
vectors/matrices. The goal is to present a clear characterisa-
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tion of this approach for tonal value matrices to close the gap
in the reasoning of [13] and to extend it with regard to certain
properties. In this way, we will end up with a dilation oper-
ator that, with a few minor compromises, combines many of
the advantageous properties of the other multidimensional
approaches while preserving the associativity of the dila-
tion, which, as far as we know, is not the case with the other
multidimensional approaches. In addition, we will present a
relaxed formulation of the operator, which addresses one of
the primary limitations of the operator.

2 General Definitions

To make this paper self-contained, we want to use this
section to clarify some basic definitions and terminology,
using our previous paper [13] as a guide. This is divided into
two subsections, one for the morphological terms and one
for the terms related to the Loewner order.

We will start with the morphological concepts of dila-
tion/erosion for greyscale images and then extend this to
colour images. In particular, we will discuss how colours
can be represented and which algebraic structures we will
consider for this paper and describe the one we have chosen
in more detail.

In the second subsection, we look at why we need such an
order and why we have chosen it. We show what we mean
by a minimiser of a convex set with respect to the Loewner
order and which properties it must fulfil. This will give us a
general explanation for a matrix supremum. Finally, we will
give a brief overview of how different norms lead to different
matrix suprema.

2.1 Colour Morphology

We begin with a two-dimensional, discrete image domain
Q C 7Z? and a single-channel greyscale image, which is
described by a discrete function f : Q — [0, 255]. In the
case of non-flat morphology, the structuring element (SE)
can be represented as a function b : Z? — R U {—o0} with

by e | PO
oo

x € By,
" BycZ? (1)
otherwise,

where f is itself a small greyscale image that should have
the same scaling for the greyscale values as the input image.
It defines the height of the SE or in other words which pixel
will be “prioritised” by the filtering. By is a set centred at
the origin. However, the origin of the SE needs not always
to be at its centre. It determines the shape and size of the
SE, as it specifies which elements are to be compared with
each other. Frequently used shapes for this are squares, discs,
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Fig.1 Application of different morphological operators on a 256 x 256 greyscale image with a 5 x 5 SE. From left to right: Downscaled original
image from TAMPERE17 noise-free image database [14], dilation, erosion, opening and closing

diamonds, hexagons and crosses, see [15, 16]. In the case of
a flat filter (flat morphology), it is simply the special case
B(x) = 0. Two of the most elementary operations of mathe-
matical morphology are dilation

(fob)(x):= m%{f(x —u) + b(w)}, x e, (2)
uec
and erosion

(feb)x):= mizg{f(x +u) — b(w} xeQ, 3
uc

see Figure 1 for an example. In particular, these two oper-
ations are dual in the following sense with respect to
complementation. Let the range of the greyscale values of f
be given by the interval [ finin, fmax] S [0, 255], where fiin
is the lower limit and fi,ax the upper limit of the greyscale
values of f. We define the complementary image /€ as

fOXx) = fmax — () + fmin, X € Q. 4

Then one has

(rr@b) @

= fmax — max {fmax — fx—w) +b@) + fmin}
+ fmin

= fmax — fmax — 'rlréaz’; [_f(x —u)+ E(u)}
- fmin + fmin

— min [f(x —u)— E(u)]

ueZ?

= mian{f(x +u)-bw}=(foebx), xc, ()

where I;(x) = b(—x). This shows the duality between dila-
tion and erosion.

However, with these two operations, many other opera-
tions can be defined that are of great interest in practice, e.g.
opening fob = (f©b)®b and closing feb = (fDD)ODb,
see Fig. 1. In general, an opening will result in the deletion
of minor, protruding components of an object. For example,

this can be observed by the first column on the left side of
the entrance in Fig. 1. The closing operation will fill small
holes or thin intruding parts of the object. This may entail
the destruction of smaller dark areas, such as the shadows of
the columns on the outermost left side or the thin flat win-
dow illustrated in Fig. 1. These filtering operations can be
employed in conjunction with varying sizes of the SE to com-
pute size distributions in binary images, see [1] for further
information about granulometry and related applications.

We turn now to our actual area of interest, namely colour
morphology. This is similar to the greyscale morphology
already shown, with the difference that we no longer have
just one channel, but three. There are many useful formats for
expressing this, see [17]. A classic approach in this sense is
the channel-by-channel processing of an image with the red—
green—blue (RGB) colour model, see, for example, [11] for
a recent example of channel-wise scheme implementation.
However, instead of RGB vectors, we will use symmetric
2 x 2 matrices.

For this we assume that the colour values are already nor-
malised to the interval [0, 1] for the corresponding channels.
First, we transfer this vector into the hue—chroma—luminance
(HCL) colour space by means of M = max{R, G, B},
m=min{R,G,B},C=M —m, L = %(M+m) and

G-B

“6C modl, 1fM=R,
H=12L4+1 modl, ifM=3G,
RC+2 modl, ifM=B.

Subsequently, the luminance L is replaced with the modi-
fied luminance L = 2L — 1 and the quantities C, 2z H and
L are regarded as radial, angular and axial coordinates of a
cylindrical coordinate system, respectively. Since the trans-
formation shown here maps each colour from the RGB colour
space one-to-one to a colour in the HCL bi-cone, see Figure
2, this represents a bijection onto the bi-cone, which in turn is
interpreted with Cartesian coordinates by x = C cos(2r H),
y = Csin(2rH) and z = L. Finally, we map these Carte-
sian coordinates onto a symmetric matrix in the following
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manner:
A—ﬁ I—y X
T2 x z+y)’

where the complete transformation process is a bijective
mapping, see [7].

2.2 The Loewner Order and the Decision of a
Minimiser

In the absence of a conventional ordering of the elements in
either R or R2%2, it becomes necessary to define the relative
positions of two elements with respect to one another. In order
torespond to this query, it is necessary to utilise a more lenient
interpretation of the ordering relation, namely that of a semi-
order. For this reason, we resort to the Loewner order and the
colour morphological processing based on this, which was
already presented in the work [18] by Burgeth and Kleefeld.

Definition 1 We define the set of symmetric matrices as

Sym(n) :={A = (aij)i j=1,...n € R"":

6
Vi,j=1,...,n}, ©

ajj = ajj neN,

and the set of positive semi-definite symmetric matrices as

Sym, (n) := {A € Sym(n) : xTAx >0 Vx e R" o
withx #£0}, neN.

One can see that Sym, (n) is a convex cone, cf. [19]. Thus,

this cone induces a partial order in the space of symmetric

matrices, which we define as follows.

Definition2 Let A, B € Sym(n), n € N. We define the
Loewner semi-order >, as follows

A > B:= A— B e Sym,(n). ®)

One of the benefits of employing the Loewner order in
conjunction with the HCL bi-cone is that the Cartesian coor-
dinates of a given bi-cone vector can be utilised to represent
each colour matrix X as a cone of a specified height within
the bi-cone. In this representation, the radius of the cone of X
is given by %trX . Therefore, a colour is larger than another
colour in the Loewner sense if the cone of the larger colour
contains the cone of the smaller colour as a subset. Since the
radius is equal to the height of the resulting cones, we only
need to find a larger base circle for the corresponding cones,
see Figure 3 for a visualising example. For more details, we
refer to the paper [18] by Burgeth and Kleefeld.

The problem with this semi-order is that it is not a lat-
tice order [20], and therefore, it is not possible to find a
unique maximum or minimum. To get around this problem,
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one needs another property to select a uniquely determined
maximum from the convex set of symmetric matrices U (X)
that are upper bounds in the Loewner sense for the multi-set
X ={X1, X2, ..., X, } of given symmetric real 2 x 2 data
matrices with

UX):={Y eSym(2): X <L Y VX e &},

see [8] for this. In particular, /(X') is a convex set, since for
any A, B € U(X) one has

A+l —-—a)B>LaX+(1—-a)X =X
VX e X, ael0,l1]

and the linear combination of two symmetric matrices always
result in a symmetric matrix. For representation of the previ-
ously mentioned property, we use the function ¢ : U(X) —
R, which should be convex on the set ¢/ (X) and Loewner-
monotone, i.e.
¢(A) =¢(B) <— A=LB.

To clarify this terminology of convexity, we introduce the
following definition.

Definition 3 Let Vi, V5, be two real-valued vector spaces,
M C Vi a convex set and K C V; an order cone, i.e.
K :={x € V, : x > 0} on the ordered vector space (V>, >).
A function f : M — V; is called convex on the set M if
and only if

af(xX)+A-a)f(y)— flax+ (1 -a)y) €K ©)
Vx,ye M, x €0, 1].

Furthermore, ¢ should have a unique minimiser in U/ (X);
thus, we can define the ¢-supremum of X" as said minimiser:

Sup,, (X) := argmin ¢(Y). (10)
Yel(X)

The matrix supremum introduced in the paper [12] is based
on the calculation of the trace and is therefore also called
trace supremum. That is, one has ¢(Y) = trY and we get as
supremum:

Sup, (&) := argmintrY.
Yel(X)

Based on the corresponding norms, the Frobenius supremum

Sup,(X) := argmin » " [|Y — X|l
Yel(X) XeX
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Fig.2 HCL bi-cone according to [18]

0.6

04 |

z-axis

0.2 4

Y-axis 05

Fig.3 Visualisation of the Loewner ordering in the HCL bi-cone for the
three colour matrices X;,i = 1,2, 3, with X3 > X and X3 > X».
From left to right: The cone representation of a yellow colour X and

and the spectral supremum

Sup., (X) := arg min Z MY — X)),
Yel(X) Xex

where A1(A) denotes the largest eigenvalue of A, were
derived in [8]. At this point, it should be noted that, in the
case of positive semi-definite matrices, all three norms are
Schatten norms || - ||p for p € {1, 2, 00}.

In contrast to the above approaches utilising norms, which
compare matrices that are upper bounds, we will adopt a
more direct approach. To accomplish this, we will employ an
approximation of the maximum function by Maslov [9] as a
matrix-valued function to directly calculate a matrix that acts
as an upper bound. The subsequent section aims to present a
detailed characterisation of this approach.

0.6

04

z-axis

0.2

0
y “aXjs -0.5

a cyan-blue colour X, the base circles of X| and X, with a third base
circle of a green colour X3 that encompasses both of them, the cone
representation of all three colours

3 Characterisation of the
Log-Exp-Supremum

In this section, we will construct a characterisation for the
log-exp-supremum that depends solely on the input data,
albeit not continuously. This characterisation is based on the
spectral decomposition of the matrices under consideration
and some properties of symmetric 2 x 2 matrices and the
Rayleigh product. Given that this characterisation is based
on spectral decomposition, this section will be divided into
three parts. The first part will consider the case where there is
aunique largest eigenvalue among the input data. The second
part will consider the case where there is no unique largest
eigenvalue. The third and final part will consider a general
case that includes the other two cases and some associated
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properties. In particular, the log-exp-supremum is transitive, ~ and the summation over alli = 1, ..., n leads to
a property that will be demonstrated at the conclusion of this

. n
section. e e
B = ey = (701 )
e e
Definition 4 We define for a multi-set X = {X1, ..., X,,}, i=1 et
n € N, of symmetric real 2 x 2 matrices the log-exp- th
wi

supremum (LES) as

. 1 -
$ = Sup () := lim_ (E 1ogZexp(mX,~)) .
i=1

Remark 1 The log-exp-infimum follows by duality:

l n
InfLg(A) = — lim (ZlogZexp(—mX,-)>. (12)
i=1

Furthermore, we explain the spectral decomposition of X;
by
X, = Aiuiu,T +MiviviT, Ai > wi,  (wi,v;) =0,

v = (—si,e)T,
T n] (13)
2’21

T
luj| =1=1v;|, w;=~(c,si),

¢ =cos(g;), s;=sin(g;), ¢ € [—

where A;, i; € R are the eigenvalues of X; and u; L v; are
the normalised eigenvectors to the corresponding eigenval-
ues.

3.1 LES for a Unique Largest Eigenvalue

We will now assume that

A1 is the unique largest eigenvalue among

. (14)
all eigenvalues of X’
and further that without loss of generality
the eigenvectors of X| have ¢ = 0, (15)

i.e. they are axis-aligned and fulfil u; = e; := (1,0)T and
v = e := (0, I)T. Using these assumptions, we calculate
the matrix exponential according to the general application
of functions to diagonalisable matrices, see [21]:

exp(mX;)

C-2 CiSj

=exp|mi;| ! 2
Ci S Si

+mu; Sl-2 —Ci S
Hi —c;Si ci2

B ( cFeMi 4 sPeM s (€M — e’”“"))

i

cisi (€M —emi) gremhi 4 cremiti

@ Springer

n
A 2.mhi | 2amu
em, =" + E (ciem P ts; em"’>,
i=2
n
mA; mL;
em, = E cisi (€M — ") = ey, and
i=2

n
2omhi 4 2amu
emy, ="M + E (si e + ¢ e”’“’).
i=2

Next, we determine the major eigenvector for this matrix
when m tends to infinity.

Lemma 1 Letthe conditions (14)and (15) be fulfilled accord-
ing to (13). Then u; = (1,0)T represents the major
eigenvector of E,, for m — oo.

Proof We declare the Rayleigh product as

Rg, (W) := (w, E,w), weR?,

and consider it for vectors

we =

1 1
(o) e

which vary in the second component with ¢ around u;. We
determine

REg,, (we)

— o 5 <emM +82emu1
1

" 16
+ Z ((ci + es;)?e™ + (s; — 8ci)2em”")> (10
i=2

e o)

If m — o0, we observe

. hw(e)
lim

m—>oo eMmil

=0, a7

because we assumed that A; is the unique largest eigenvalue
and |¢] < 1. By considering

n
RE,, (wo) = e 4 Z (cfem)"' + sizem”’) ,
i=2
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we obtain Proof Since the largest eigenvalue of E,, is just expressed
N by the value of the Rayleigh product at the point where it
m . . . . .
RE,, (ws) "M+ hy (e) takes its maximum, i.e. at w,, as we have established in the

im im
m=00 R, (wo) ~ m—o0 (1 + &2)(e”* + hy(0))

1
- ;nIme (1 + g2
g2 + 31 ((Qecisi + &2s})emH)
(1+ &2) (e + hy(0))
Y, ((—2ecisi + szcl.z)em“i)
(1 + &) ("1 + hy(0)) )

(1)
1
=: lim |1+ ——— Jm” ()
1+ &2 m—oo f(z)

= T im ( + fn(®)).

We know that f;,(¢) > 0 for all m > 0, since A; > u; for
i = 2,...,n. Furthermore, we set

n

gm(e) == Z ((cl + 831)2 mhi + (si — 861)2 mp.,)

i=2
and estimate fngl)(a) < g2e™M 4 g, (g). We therefore have

the following estimation:

M
0= lim fu(e) = lim Jn ()

nm—>00 (2)

2" + g, (e) (17)

= Jim @ =0,
which leads to

im REaWe) 1 g 1
m=00 R, (wo) 1+ &2 1462

This means that the function hm RE"’—E"") has a local max-

imum at ¢ = 0 and thus concludes the proof. O

To interpret this lemma, we declare the major eigenvector
of E,, as u,,. Then we obtain from the lemma the equation

lim u,, = uy, and since the eigenvectors of —- 1 log E,, are
m—0

the same as those of E,,, it also follows that u; is the major
eigenvector of S. Since all considered matrices are 2 x 2
matrices, we can deduce the second normalised eigenvector
of S as the vector that is orthogonal to the first eigenvector
u; = (1, O)T,namely v = (0, 1)T. As the next step, we will
determine the eigenvalue corresponding to u;.

Lemma 2 Let the conditions of Lemma 1 be fulfilled. Then the
eigenvector u of S according to (11) has the corresponding
eigenvalue ).

proof of Lemma 2, we obtain as major eigenvalue (16). This
means that the major eigenvalue of % log E,, is

1 1 .
n_110g RE, (we) = P 10g|:1 e (e’" I+ hm(e))]

1 emH i
— - 1
_mlog|:1-i-<82<1+hm(8)e ):|

1 1
= —log (1 + By () e ™M ) — —log(1 + £2)
m —_— m

—_———

—0 (m—00) 0 (m—00)

—0 (m—o00)

1
+ — loge™
m

where the second term in the first log function vanish in the
limit because w1, A;, w; fori =2, ..., n are smaller than A,
see (17). Thus, the major eigenvalue of S is just

. 1 . 1 mh
lim | —logREg, (we) ) = lim | — loge™"™!
m—oo \ ' m m—0oo \ m
= Al.

O

The final step in the characterisation of S is to calculate
the second eigenvalue corresponding to vq, but for this we
need a refinement of our calculations in the proof of Lemma
1. To achieve this, we establish the following lemma:

Lemma3 Let the conditions of Lemma 1 be fulfilled and

additionally ¢(m) be the value of ¢ for which v, = w;

holds for every m > 0. Then lim e(m) = 0 with e(m) ~
m— o0

e A=21) ywhere ) = max (i, A2, ..., Ay).

Proof In the proof of Lemma 1, we have already seen that
& — 0 for m — oo and that the Rayleigh product fulfils
R(e) := REg, (we) = (we, Ejyw,) € COO(R)'

Since the critical point is at ¢ — 0, we want to approximate
this point by a Taylor approximation of order two:

ToR(s,0) = R(0) + R'(0)e + %R”(O)ez. (18)

For this, we determine

n
R(0) = ™ 4 Z (cizem)"' + sizem“i> ,
i=2
R'(e) = —2—8(R(8)(1 n 82)> +
(1 +¢2)? + &2
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n
<2£em’“ + Z ((2sici + 2es57)e™
i=2

+ (= 2sici + 286‘%)6’"“[))

— R MLy
1+ g2 ©+ 1 —i—eze
" 2(ci + esi)si ma;
=t e
14 &2

i=2
n
2(—s; +&ci)e; M

2
P 1+¢

n n
R/(O) = Z 2C,‘Siem)‘i — Z 2S,‘Ciem’j’i
=2 =2
n
=2 Z Cisi (emx" — em“") ,
i=2

—2(1 4 €2) + 4¢?
(14 ¢2)?
—2(1 + &%) +4&2 ,
(14 ¢2)2
257 (1 4 %) — de(c; + esi)si i
+ Z (1 + 82)2

R//(S) _

23!

i=2
2 2
N Z 27 (L &%) +de(si — eci)ci
(1 +&%)?

i=2

2(1 — &2)

ey

2(1 — &2)

a+er
2(1 — )52 — decys; mi;

+2 T+ 57

i=2

muy

n i 2(1 — 82)Cl~2 + 4ec;s; s
+e2

i=2

R"(0) = —2R(0) + 2¢™H1 +Zzs2 mhi
i=2

m)»l 22( 2 m)»z _+_S_2€ml/-i>
i

+ DeMHt +ZZ< 2 nzk, +C2 m,u,)
i=2

n
= —2e™M 4 2¢MH — 2 Z (cl2 - s?) et
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n
2 2\ mu;
—ZZ(SI- —ci)e !
i=2

and by setting A := max(uq, A2, ..., Ay), We obtain

R(0) = ™M <1 + Xn: (Clzem(kifm
i=2
+si2€m(ui—)»1)>>
s (1 +(9< m()»f)»l)>>’
R/(O) e (emk) ,

R//(O) — _zem)q <1 _ em(,mf)q)
n
+ Z (clz — s?) emni—hn)
+Z<s — ) e 1>>

zﬂwm@+o@mﬁwy

In this context, the symbols O and ® represent the corre-
sponding Landau symbols. The term O(-) symbolises an
upper bound for the asymptotic order, while the term ©(-)
denotes the exact asymptotic order. We will now determine
the maximum of (18) by means of differentiation:

d
R'(e) = (TZR(e 0)+ 0O ( ))
—R(0)+R”(0)e+3o( );o
R'(0) + 30 (¢?)
- R"(0)
® (em’x) + 30 (82)
T oemh (14 O (emG—10))

1
=56 (em*1=1) (1 + O (emG-—4))
N 30 (&2)
2emhl (1 +0 (em(x—)\l)))
1
= o (em(kl—k)) +0O()
30 (?)

T2 (11 0 (e m0in))

Since we can add a constant value to all eigenvalues and
subtract it again later when we have formed the LES, we
can assume without loss of generality that A; = 1. If we let
m — oo, then the first fraction will converge to zero and the
second fraction will diverge in the denominator to infinity,
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because A; > A. This means, we have ¢ — 0 form — oo.
Together with R”(0) < 0 it follows that ¢ — 0 represents a
maximum of R(e), which concludes this proof. O

With this enhancement of our previous calculation of
Lemma 1, we are in the position to determine the second
eigenvalue that is needed for the characterisation of S. To
this end, we note the next lemma.

Lemma4 Let the conditions of Lemma 3 be fulfilled. Then,
the eigenvalue of S belonging to the eigenvector vy is the
largest eigenvalue of any of the matrices X;, i = 1,...,n,
whose eigenvector is not aligned with u.

Proof 1.) Analogous to the proof of Lemma 1, we start with
the Rayleigh product of E,,, but with an eigenvector that
is perpendicular to our first “test eigenvector” w,, namely

= _ ol 1 T.
wg_ws_m(—e,l).

E(S) = REm (we) = (we, Ejwg)
SZemM +emu1

1+ &2
(s — £ci)?e™M 4 (ci + £5i)” e
* ; 1+ ¢2 ’

2.) Let us first assume that the second largest eigenvalue is
Az and 52 # 0, so that the eigenvector u> is not aligned with
the first eigenvector u1. Then we can rewrite this equation as

em}»z

R(e) = ——
(&) s

+ e (e + Ssz)ze’”(“z_m
n
+> ((s,- — g¢;) e GiR)
i=3

+ (ci + 8&,’)26’”("")”2))).

<(sz — 862)2 + g2emMi—h2)

If we only look at the terms in the big brackets, we find
that only (s — 8C2)2 is constant with respect to 7, while all
the other terms, with the exception of £2e”*17*2) involve
exponential functions with negative multiples of m, which
will approach zero for m — oo. We conclude from Lemma
3 that

m(hy—A 1 m(k—22)

Deselre
m(h1—2A2) m(A2—A1)

&~€

<:>826 ~Eeg~EC

and we also know that ¢ — 0 for m — o0. So will
g2em*1=22) 5 0 for m — oo. The remaining terms we

consider are

em}»z

Ree) = 1+—e2<(s2 —eer)’ (19)

+ O(em(/\z—kl) + emw—kz)))’

where p is the next largest eigenvalue after A,. From there,
we calculate

1 _

—log R(¢)

m
1 1

=Xy — —log(l + 82) + —log ((sz — ecz)2
m m

+O(em02) 4 efﬂ(u—h)))

:)\,2

_log(l +¢%) N log ((s2 — ¢2)?)
m m
log (1 + O (emtami) 4 gmin—ia)) )

m

+

and for m — 00 we obtain that %log R(g) — Xy, since &
goes exponentially to O for m — oo. This proves this case.

3.) Let us now assume that p; is the second largest eigen-
value. In this case, the results of Lemma 3 would be obtained
with A = w1, and the same procedure as that employed in
the current proof would be followed, but with the exclusion
of the w1 term in place of the A, term. Thereby, we would
achieve

el

Rie) = =~
=170

(1 +O(emm=) 4 em(u—ul)))

for the leading terms in (19), where u is the next largest
eigenvalue after 1. The rest is done analogously.

4.) Now we assume that A, has the same eigenvector as .
Then it follows that s, = 0, and therefore, (s, — 86‘2)2 -0
for m — oo in equation (19). Because of that we would
extract the next smaller eigenvalue and repeat the above cal-
culation until we find an eigenvalue whose eigenvector is not
u. Then we would do the same proof with the term of this
eigenvalue instead the A, term.

5.) The final case would be that the second largest eigenvalue
A2 is not unique. This would result in further terms like (s2 —

acz)2 in (19) for the other eigenvalues equal to A;. Since
these terms remain O(1), they will not change the result of
the proof. O

We summarise our previous findings on our first theorem:

Theorem 1 Let X = {Xy, ..., X}, n € N, be a multi-set of
symmetric real 2 x 2 matrices and A1 be the unique largest
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eigenvalue of all matrices of X with the corresponding nor-
malised eigenvector uy. Then the log-exp-supremum of X
has the representation

1 n
S:= lim [ —1Io exp(mX;)
m—>00 (m gz P ) (20)

i=1
T T
= Auju; + Uxvivy,

where [Ly is the next largest eigenvalue among all matrices
of X whose normalised eigenvector v, is not aligned with
the eigenvector uy and v is the normalised eigenvector per-
pendicular to u.

Proof Arotation matrix R_, is employed to rotate all eigen-
vectors in X', with the rotation angle represented by —¢; . This
results in the transformation of X into a diagonal matrix
with diagonal entries A1 and p1. Thereby, assumption (15)
is fulfilled and we can apply Lemma 14 to the rotated input
matrices X_, . For the LES, we get

S_y i=Sup p(X_y,) = A1e1e] + pseres,

where ., is the next largest eigenvalue among all matrices
of X whose normalised eigenvector v, is not aligned with
the eigenvector e; = (1,0)T, and e; = (0, 1)T. We achieve
the LES of the original X by rotating all of the eigenvectors
back with R, :

S = R(plS_(legl =Ry, <A1e1e1T + ,u*egeD R;l

= A(Ry€1) (Rtﬂlel)T + 1+ (Ry €2) (Rfm eZ)T

T T
= AUl + [LsV10].
m}

Before we look at the case where the largest eigenvalue is
not unique, let us calculate a small example with numerical
values for better understanding.

Example 1 We consider as RGB colours blue C; = (0, 0, 1),
a medium dark brown Cp = (% %, %) and a shade of blue—
%, %, %) and calculate the LES for them.

To do this, we first convert the RGB colours into symmetric
matrices as described in Section 2.1:

_( 0.6124 —0.3535
~\-0.3535 —0.6124 )"

magenta C3 = (

(3

@ Springer

(—0.2828 0.2450)
~~ and

02450 0
P (2 +3/3 =3 )
Thva\ -3 2-343

[ 0.4240 —0.1768
~\-0.1768 —0.1883 )

Then, we form the spectral decomposition (13) with the
eigenvalues X;, u; and eigenvectors u;, v; fori =1, 2, 3:

=
Il

Sl -

~ 0.7071, w1 = —Xq,

1 <_2 — ﬁ) - (—0.9659)
J8+4v3 1 0.2588 )’
o — 1 (2 - ﬁ) - <—O.2588> 7

J8— 43 1 —0.9659

uy =

oo

Ay = % ~0.1414, pp = —% ~ —0.4243,
"y — 1( 1 ) - (0.5000)
2 \V3 0.8660 )’
N (—ﬁ) ~ <—O.8660> and
2\ 1 0.5000
A3 = 2 A 04714, p3 = LIPS —0.2357,
3J2 3J2

0.9659>

" ﬁ <_2 | ﬁ) ~ ( 0.2588

] 2 -3\ _ (0.2588
T R_apn\ 1 0.9659) °

The largest eigenvalue of this is A1 and it is also unique.
According to Theorem 1, we take as eigenvectors for S the
vectors u1 and v;. The second largest eigenvalue is A3, but
u3z = uy, so we do not consider this eigenvalue. Therefore,
the next largest eigenvalue is A, and since it has a differ-
ent eigenvector direction than A1, we select it as the second
eigenvalue for S. In conclusion, we thus obtain for the LES:

T T
S = Aujuy + rviv;

1 (3+¢§ -1 )
T 52\ -1 3-.3
_( 0.6692 —0.1414

“\-0.1414 0.1793 )

which represents in the RGB space a medium light shade of
blue-magenta colour: (% %, 1) (Fig. 4).
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Fig.4 Dilation of an 90 x 90
image based on the colours of
example 1 with a centred 1 x 41
SE using the LES. From left to
right: original image and
dilated image

3.2 LES for Non-unique Largest Eigenvalues

Until now, we have assumed that the largest eigenvalue A is
unique, but we now want to show what we get when this is not
the case. To do this, we first show that the largest eigenvalue
of S cannot be greater than A;:

Lemma5 Let S be defined as in (11) and condition (15)
be fulfilled according to (13). Furthermore, let X| has the
largest not necessarily unique eigenvalue )1 of all matrices
of X. Then the largest eigenvalue of S cannot be greater than
Al

Proof We have already seen that the largest eigenvalue of S
arises from the Rayleigh product R(¢), |¢| <« 1, which can
be estimated as follows:

R(e) =

= - <em)q + 826mu1
&

+ Z ((Ci + Ssi)zem)‘i + (s; — gci)zemﬂi)>

i=2

=

o 5 (em)\.l + SZemkl
&

n
+ Z ((C,’ + 8Si)26m)”1 + (s; — 8Ci)26m)”1)>
i=2

e 2, v 2
= m(l +¢ +§2:((c,~ +&s;)
+ (si — 801‘)2))

emkl n
=1 <1 +e?+ Y (] +2ecis; + &}
i=2

+ 57 — 2ecisi + 8201-2)>

miq n
- 1e+s2 (1+82+Z<1+82))

=2
n
e (1 + Z 1) = ne™,
i=2

Thus, the largest eigenvalue of S can be approximated with

1 1
lim —logR(e) < lim — log (ne™!)
m—oo m m—oo m

lim L (log (") +logn)

m—00 m

1
= lim (x1+ Og”)=xl.
m

m—0oQ
O

In a similar way, one can also show that § is indeed an
upper bound for the X;,i = 1, ..., n. To do this, we prove
the following lemma:

Lemma 6 The LES S according to (11) is an upper bound in
the Loewner sense for the given matrices X.

Proof Apparently one has

n
Zexp(mX,-) > exp(mX;) Vjefl,...,n},

i=1

which in combination with the fact that the logarithm is
an operator-monotone function [22], ie. A < B —
logA <p log B for symmetric positive definite matrices
A,B,resultsin § > X forall j € {1,...,n}. m]

We now continue our considerations regarding the other
largest eigenvalue. If there is a second eigenvalue which is
equal to Ay, it can then be either 111 or one of the A, since
Aj > ;. Ifitwere w1, then X1 would have the representation
A1l and the only matrix with equally aligned eigenvectors
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that would be greater than or equal to A7 in the Loewner  but this is only fulfilled if
sense without having an even greater eigenvalue would be
a1 itself. 2@ —=A) >0 A H@—A)+A —pu >0

For the other case that A ; = A forafixed j € {2, ..., n}
will we assume that without loss of generality j = 2 holds.
We summarise the argumentation necessary for this in the
following theorem:

Theorem 2 Let S be the LES of the multi-set X = {X 1, ...,
Xn} n €N, of symmetric real 2 X 2 matrices with the spectral
decomposition (13) and A1 = Ay the largest eigenvalues of
all these matrices. Then one has

Al ifu; # tuy,

otherwise,

S =
T T
AlULU| + L5V V],

where [ < A1 is the next largest eigenvalue whose eigen-
vector vy is not aligned with u .

Proof 1.) To ensure assumption (15), we begin this proof
with the same rotation as in the proof of Theorem 1. Then,
we consider some of the properties of S. The first property is
that the largest eigenvalue of S is A;. This is a consequence
of Lemma 5 and the fact that the Rayleigh product R*(¢)
for this case is greater than or equal to the R(¢) in Lemma
1. Consequently, Lemma 2 is also subject to this relation in
accordance with

1 1
lim —log R*(s) > 11m —logR(s)—M

m—0o0 m

This leads to the second property, namely the spectral decom-
position of the rotated LES S_,:

S_y =M’ +avd’, A >aeR,

i=(cs" v=(-s0",
7'[7T:|
2’21

Lemma 6 gives us the upper bound property, in particular,
this satisfies

¢ = cos(p),

s =sin(p), ¢ € [—

0 <. S—fﬂl — X
— (fm

2 —1es 2 —cs

=M 2 |t 2

cs s —cs ¢
3 (0 0)
0wy
— Aps2 cs()»l —Ol)
cs(M — o) kls +ac?— 751

sHa—r)  es(i—a)
es(v —a) e —A) + A —

T_ u1u1> +ava — /lelv]T
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(2D
A det(S—y, —X1) =0
apply.

2.) Let us assume that s2 # 0, then it follows from the first
relation of (21) that ¢ > A;. Because of Lemma 5, the eigen-
value o cannot be greater than A1, which leads to ¢ = Aj.
This in turn leads to the spectral decomposition having the
following form:

S = (@i" + 557

2 2
c“+s 0
:M< 0 cz+s2> =Ml

By rotating all eigenvectors back by Ry, , we achieve

S = RWS_W —)thgalIR =M.

3.) Now we assume the other case 52 = 0. Therefore, we
have s = 0 and ¢ = =*1. If we insert these values into the
spectral decomposition, we obtain

10 00 A1 0
S—p =i <00) to (o 1) = (0 a)'
By comparing with equation (21), we see that the only non-
trivial condition remaining is @ > (1.

If now u;y = =Zu, would hold, the matrix E,, =
(emij)l-, j=1,2 would have the entries

n
A 2omhi o 2amu
em,, = 2" —l—Z(cie’" it em“’),
i=3

n
)\,
, = E cisi (€™ —
i=3

n
emy, = MM M2 4 E (size’")" + c2 m“’) .
i=3

") = ey, and

Thus, we can repeat all the steps up to Theorem 1 with minor
adjustments and get the result from the theorem with o = puy,
where 1, is the next largest eigenvalue of X whose eigenvec-
tor v, is not aligned with u. By rotating it back, we achieve
as in the proof of Theorem 1:

T
S = R(pl S7¢1 R(pl
=Ry, (AlelelT + u*egeg> R;l

= LR, e (R(plel)T + 115 Ry €2 (R(p,uz)T
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T T
= AUIU] + LV

Otherwise, we return to the argumentation of Lemma 4
with the difference that A, = A; holds. We then obtain for
the Rayleigh product in the case s% #0:

emkl

1+¢2

+ (2 + 8S2)2em(“2’m
n
+ Z ((si — sc,-)zem()"'_)‘l)
i=3

+ (Ci + esi)zem(“"_m)>

E(g) = <(_92 — 802)2 + &2 + e (1 —=21)

emkl 2
= m((sz — 8C2) + 82

+0 (em(u**kl)) )’

where 1, is again the next largest eigenvalue of X whose
eigenvector v, is not aligned with u;. By determining
% log R(¢) again for this and then taking the limit for m —
00, the ¢ terms and the O(-) term will disappear and only X
remains. Thus, we have S_,, = AT again. O

At this point, we would also like to give a small example
in the case that the largest eigenvalue is not unique.

Example 2 Here we consider the simple example of a bipar-
tite image consisting of the two RGB colours blue C; =

(0,0, 1) and green C» = (0, 1, 0). The corresponding sym-
metric matrices are

Yo — 1 (ﬁ —1>
T2\ -3
_( 0.6124 —0.3535
~\-0.3535 —0.6124
and
e (7
T2\ -1 V3
N (—0.6124 —0.3535)

~\-0.3535 0.6124

This results in the following eigenvalues and eigenvectors:

1
A= —==0.7071, pu; =—A2y,
V2

; 1 (—f — 2) - (—0.9659)
1= —F—= ~ )

. 1 ( -1 ) N (—0.2588)
1 = ——— ~

W2t 3 \—V3-2 —0.9659
and
A=Al M2 = U,

—0.2588

U = ——— ~ ;
W2t 3 \W3+2 0.9659
. 1 <_f — 2) N <—0.9659>
2 = ~ .
2/2 + ﬁ -1 —0.2588

Since the largest eigenvalue is not unique and the correspond-
ing eigenvectors u1, u, are not equal, we obtain by Theorem

2 the LES
L (07071 0
V2 L o o7071)°

which represents the RGB colour white (1, 1, 1).

S=MmI=

To clarify the phenomenon that the supremum of blue and
green in Fig. 5 of Example 2 is white, we must first bear in
mind that both colours lie on the edge of the unit circle of the
bi-cone, directly opposite each other in the y-direction, see
Figure 6.

This means that in order to maintain the Loewner order,
you would have to choose the smallest circle that contains
both points. However, this smallest circle depends on the
choice of the supremum. If, for example, we choose the
trace supremum of Burgeth et al. [23], see Fig. 6, this cir-
cle protrudes from the unit circle and the resulting cone from
the bi-cone, i.e. it would be an impermissible colour. This
is avoided by the warp factor introduced by Burgeth and
Kleefeld [18], see Fig. 6, but at the cost that the circle no
longer includes blue and green, i.e. is no longer larger accord-
ing to the Loewner order. The LES basically sees it in such
a way that the smallest and only circle within the bi-cone,
which still includes blue and green, is the unit circle itself,
i.e. white.

Remark 2 The discolouration that occurs in the LES is there-
fore a fundamental consequence of the Loewner order, which
states that the closer the colours are to the edge and the further
apart they are, the higher the colour cone of the supremum
must be.

3.3 General Characterisation and Properties of the
LES

In this subsection, we will give a general characterisation of
the LES for any combination of eigenvalues. Based on this,
we will show two interesting properties in the form of tran-
sitivity and associativity with respect to dilation. The latter
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Fig.5 Dilation of a bivariate
image consisting of blue and
green from example 2 with a
centred quadratic SE using the
LES. From left to right:
original image and dilated image

-trace supremum
warped trace supremum

Fig.6 Comparison of dilation 1
of the colours green and blue
with different suprema
regarding the Loewner order 0.8
inside the bi-cone
0.6
04 r
02 |
r‘
0 -
|
02
-04
-0.6 -
-08
-1

property in particular sets our approach apart from other mul-
tidimensional approaches, since, to our knowledge, it does
not exist in colour morphology as opposed to greyscale mor-
phology.

In order to provide greater clarity, we shall now present
a summary of the two preceding theorems in the form of a
corollary that gives us a general characterisation of the LES.

Corollary 1 Ler S be the LES (11) of the multi-set X =
{X1,..., X}, n € N, of symmetric real 2 x 2 matrices with
the spectral decompositions (13) and Ay (one of) the largest
eigenvalues of all these matrices. Furthermore, let V(X') be
the set of all eigenvectors of the matrices of X and VSAJP(X )
be the set of corresponding eigenvectors to the largest eigen-
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values equal to A1, i.e.

Vb (X) :={v e V(X):3X € X' : Xv = hv
AL= A}
Then, the LES can be characterised as follows:
M, if A1 is not unique
and v € V(X)) :

v # tuy,
Alulurf + /L*vlvf, otherwise,

(22)
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where [y < A1 is the next largest eigenvalue of X whose
corresponding eigenvector v, is not aligned with u.

We will show in the following proposition that the LES
S, as previously characterised by (22), exhibits a transitive
property in general.

Proposition 1 The LES (11) is transitive, i.e. for multi-sets
X and Y of symmetric 2 x 2 matrices one has

Sup; (X UY)

(23)
= Supy g, ({Sup (X)), Supp g (D)}).
Proof 1.) For the multi-sets, we will use the notation

X={X1..., X}
Z=1Z,...

y:{Ylv"'vym}a
s Lpgm}i=XUY, m,neN.

The right-hand side of (23) can be calculated as

S := Sup.g ({S1, S$2})
= Supy g ({Supy(X), Sup gW)}).

The LES S; and S, are characterised according to (22) as

M, if A1 is not unique

and v € VSAJP(X) :

S =
v # tu,
Mulu? +A*v1v1T, otherwise,
and
wil, if p1 is not unique
S, — and v € Vip(Y) :
v 75 :i:fl],
~ ~T ~ ~T .
pit gy + (s vy, otherwise.

For the characterisation of S;, we assumed that A; is the
largest eigenvalue of X with the corresponding eigenvector
u1, Ay is the nextlargest eigenvalue of X whose eigenvector is
not aligned with u and v; is the eigenvector perpendicular
to u;. The same can be said of the characterisation of S,,
insofar as we use ), 1 and w4 instead of A; and A, and the
eigenvectors # and v as replacement for #| and v;.

Since S, is again an LES approximation for two symmet-
ric 2 x 2 matrices, we can characterise it as follows

mlI, if 71 is not unique
and v € V,(S) :
v £ +iy,
M} + 1,019, otherwise,

where 11 represents the maximum of A; and p; and it is
associated with the corresponding normalised eigenvector
u1. The term 7,, on the other hand, denotes the next largest
eigenvalue within the set {11, Ay, (t1, i} of possible eigen-
values and, in addition, corresponds to an eigenvector that is
not aligned with u. The eigenvector v| denotes the eigen-
vector perpendicular to &1 and S is defined as S := {S, S»}.

2.) For the left-hand side of (23), we obtain with the charac-
terisation (22):

S; := Sup;p(2)

nl, if vy is not unique
and Jv € Vg (2)
v £ iy,

vlft]ﬁ]T + Ve f)lT, otherwise,

where v is (one of) the largest eigenvalues of Z with the cor-
responding normalised eigenvector &1, v, is the next largest
eigenvalue of Z with an eigenvector that is not aligned with
v1 and v is the normalised eigenvector perpendicular to #.
Since vy is the largest eigenvalue of Z = X' U ), itis also the
largest eigenvalue of X and ) and as such it fulfils v; = ;.

3.) The first case of S; will only happen if there are at least two
largest eigenvalues in Z whose eigenvectors are not aligned.
As they would be the largest eigenvalues of Z, they would
also be the largest eigenvalues of X or ). In the event that
both values correspond to matrices from the multi-set X', then
S1 would be a diagonal matrix with these eigenvalues. The
same would apply for S if they would both correspond to
matrices from ). This implies that in these cases, one of S
and S would be a diagonal matrix with these eigenvalues.
As they are part of the largest eigenvalues, the corresponding
matrix would be selected for S,..

For the case that these two eigenvalues are distributed
between X and ), they would nevertheless be selected as
either A1, Ay, (1 or w,. This is because they remain the
largest eigenvalues, and any other largest eigenvalues would
have the same eigenvectors as these two, which would then
be deemed equivalent to the corresponding one of the two
largest eigenvalues with non-aligned eigenvectors. Conse-
quently, the corresponding eigenvectors would be in V;L‘p S),
and S, would take the form of a diagonal matrix with these
two eigenvalues. In conclusion, The first case of S; occurs if
and only if it occurs at S, and they coincide.

4.) For the second case, we use that we have already identified
n1 with vy. This implies that the corresponding eigenvectors
are also the same, thatis, we have 1; = u; and 1 = v;. Ulti-
mately, it follows from the construction of the corresponding
characterisations shown above and a similar reasoning as in
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the first case that vo = 1, must hold. Furthermore, it can be
shown that S; and S, are identical in this case. O

To conclude this section, we want to use this property to
prove the associativity of LES dilation. For this purpose, we
first define what we understand by LES dilation and LES
erosion.

Definition 5 Let  C Z2 be the two-dimensional, discrete
image domain, f : @ — R3 a colour image and b : Z> —
R3U{(—o00, —00, —00)T} the structuring function with com-
ponents according to (1) of the set By C Z2. Furthermore,
let 7 : R? — Sym(2) be the transformation from the vector
of the corresponding colour space to the symmetric 2 x 2
matrix according to Subsection 2.1. Then we define the LES
dilation as

(f ®LEs b) (x)
= 1—1<SupLE ({t(f(x —u))+ 1)) : (24)
u e Zz})), x e Q.
In accordance with the duality (5) between dilation and ero-

sion for the grey value case, we can also define the LES
erosion here by means of LES dilation as follows:

(f OLes b) (x) == (fC ®LEs b)  (x), x €, (25)

where the complement of a colour vector is to be understood
as an component-wise complementation according to (4):

fex) = ((R, G, B)T)C — (R°, G, B)T

Rmax — R + Rpin
= | Gmax — G+ Gmin | ,
Bmax — B + Bmin

x € Q.

Here, Ry« represents the largest red value of the image f
and Rpin the smallest; the same applies to the corresponding
G and B terms.

We now turn to the mentioned associativity of LES dilation.

Theorem 3 The LES dilation (24) is associative, i.e. for a
colour image f : 7Z* — [0,11® and for the structuring
elements given by the structuring functions by, by : 7> —
R3U {(—oo, —00, —oo)T} of two sets By, By C 7?2 applies

(f ®LEs b1) ®res by = f SLEs (b1 SLes b2). (26)
Proof To proof this claim, we will compare the considered
matrices for both sides of the equation. We use the expression

X (x) := 7(f(x)) to notate the matrices of the image f.
Similarly, we do this for the structuring functions of B and
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B; using the matrices Wi(x) := t(b;(x)) and Wy (x) :=

T(b2(x)).
For the left-hand side of equation (26), we calculate for
the first dilation

(f ®Les b1)(x)
= ! (Suppe ((XGx = ) + Wiy : y € B1)) )

and by the second dilation

((f ®Les b1) DLEs b2)(x)

=7 (SupLE ({7((f @ues b - 2)
+Wy(z):z € Bz})>
= T_1<SUPLE ({ Sup g ({X(x —y —2)

W)y e B+ Wa() iz e Bz}>>

Since B is a discrete set, we can numerate the elements of
By with z1, ..., Z,,, m € N, and rewrite the equation as

((f ®Les b1) DLEs b2)(x)
7! <SupLE (supLE ((X(x—y—21)

+Wi(y):y € Bi}) + Waz), ...,
Sup g ({X(x —y —zm) + Wi(y) : y € B1})

+ Wz(zm))>

= ‘[_1 (SUPLE <SupLE ({X(x -y - Z1)

+ Wi(y)+Waz1) 1y € Bi}), ...,
Supr g ({(X(x — y — zm) + Wi(y)

+Wozm):y € Bl})>>, x e€Q,
since the summation with a constant matrix W, (z;) does not
influence the decision of the LES except of a global (for each

individual LES) rotation of the eigenvectors and change of
the eigenvalues. Then by setting

Vitx) ={X(x —y—2z;) + Wi(y) + Wa(z) :
y e Bl}, X € Q,
and using the transitivity (23), we obtain for all x € :

((f ®Les b1) BLEs b2)(x)
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7! <SupLE (SupLE @), ...,

SupLE (ym(x))>>
=7! (SupLE (U%(ﬂ))
i=1
_ <5upLE (xe -y -2+ Wiy

+Wy(z):yeBiAzE Bz})). (27)

The right-hand side of (26) fulfils for the first dilation with
the structuring functions the equality

(b1 ®rLES b2)(y)
— T*I(SupLE ((W1(y —2) + Wa(2) :

z€ Bz})), y € 72

However, since by and as such Wy will “vanish” with —oo
in the sense of the dilation for y — z ¢ Bj, we can introduce
the set

Bi® By ={x1+x2:x1€ Bl AXx2 € B}

and replace y € Z> with y € B; @ B,. We calculate the
second dilation as follows

(f ®Les (b1 BLes b)) (x)
=7! (SupLE ({X(x -y
+ Sup g ({(Wi(y —2) + Wa(z) : 2 € By}) :

ye BleaBz}>>, x € Q.

Given that B @ B; is also a discrete set, the same countability
trick that was employed previously can be applied, resulting
with yy, ..., y; in the following:

(f ®Les (b1 SLes b)) (x)
= T71 (SUPLE (X(x —_ yl)

+ Sup g ({Wi(y; —2) + Wa(z) : z € By}),
L X(x — yo) + Suprg (Wi (v — 2)

+Waz):z € Bz})))

= T_1<SUPLE (SUPLE ({(Xx—yp

+ Wiy, —2)+ Wa@):z€ B}, ...,

SupLE ({X(x

z€ Bz}))), x €Q.

=¥+ Wiy, —2) + Wa(z):

By defining

Zi(x) ={X(x—y)+Wi(y; —2) + Wa(2) :
z € By},

x € Q,

and using the transitivity (23), we obtain for all x € Q:
(f ®Les (b1 BLes b)) (x)

=7 <SupLE (SupLE (Z1(x), ...,

Supy g (Zk(x ))>>

LkJ Z (x)))

{X(x —y)
YEBI®B)

(SUPLE<
= T1<SUPLE<
+Wi(y—2)+Waz):z e Bz})).

By substituting y = y + z with y € By and z € B; in the
last equation, we see that it equals (27), which concludes the
proof. O

We demonstrate the correctness of this statement again
using the colours from example 1, see Fig. 7. To do this, we
alsouse a different SE for b, in the form of a centred quadratic
11 x 11 mask. We can see from this that the two resulting
images match visually according to (26). An examination of
the numerical colour values also shows an identity between
these images.

Remark 3 Analogously, it can be shown for LES erosion (25)
that

(f ©LEs b1) ©LEs b2 = f OrEs (b1 DLEs b2)

applies.

4 Minimality of the LES

So far, we have only shown that the LES (11) is an upper
bound in the sense of the Loewner order. In this section, we
address the question of whether it is also a smallest upper
bound or under which conditions it is. To do this, we start
from the framework [8] of Welk, Kleefeld and Breufl and add
another function to our semi-order to select a smallest upper
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Fig.7 Comparison of the associativity of dilation using the LES based
on example 1. From left to right: LES dilation §; of the 90 x 90 image
from example 1 with the same 1 x 41 SE, LES dilation §, of §; with a

bound from the set of upper bounds introduced by the semi-
order, as already mentioned in Section 2.2. This auxiliary
function serves to find a unique minimum within the given
set, so that we may have no total order but an auxiliary order.
This is the reason why we refer to it as the auxiliary ordering
function.

The main problem here is the existence of a total ordering
function ¢ on the set U (X) of upper bounds in the Loewner
sense of the symmetric matrices X = {X,..., X, },n € N,
for which the LES S is the unique minimiser. To see this, we
first prove the following lemma.

Lemma7 Let S be the LES (11) for a given multi-set X of
symmetric 2 X 2 matrices and let A be the unique largest
eigenvalue of X. Whenever the second largest eigenvalue
My of X is unique, and its original eigenvector us is not
perpendicular to the eigenvector uy of \1, there exists some
matrix

S = nuul 4 (G — e)viv] € UX), &> 0. (28)
Proof Due to Theorem 1, § = Alulu;r + )ugvlv? holds,
where v is the eigenvector perpendicular to u;. Since we
can add a constant value to all eigenvalues and subtract it
again later when we have formed the LES, we assume without
loss of generality that A} = 1, and its associated eigenvector
isu; = (1,0)T. This makes v; = (0, 1)T and we get the
representation

10
S_<0)»2)’

Let
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centred 11 x 11 SE and LES dilation of the image from example 1 with
the LES-dilated SE of the 1 x 41 SE and the 11 x 11 SE

Then we examine for which ¢ the matrix S’ remains in 2/ (X).

For this, we choose an arbitrary X € X with a major
eigenvalue A satisfying A < A, and the associated eigenvec-
toru = (c,s)T with ¢ = cos(p) and s = sin(g). Further,
let « be the minor eigenvalue of X and have the associated
eigenvector v = (—s, ¢)T. Then X has the following repre-
sentation

B A + /Ls2 cs(A— )
T \es(l— ) as? 4 pc?

because of its spectral decomposition (13). Note that ¥ :=
S’ — X > 0 must necessarily be satisfied for §’ € U(X) to
hold. To verify Y > 0, the following relations must apply:

Ry(u1) >0 A Ry(up) >0 A det(Y) > 0.

We calculate for the first term

Ry(u1)=1—)»C2—/,LS2
>1—act—as>=1-2 (29)
>1—Xx>0.

In order for the second term, Ry (u2) = g — As? — ;wz, to
be non-negative, it is always possible to find a ¢ € [As* +
,ucz, A2) that will fulfil this requirement, provided X # X»
withus = (0, )T L u;. Then, the last term can be calculated
as

1—ac2—pus?  es(h—p)
det(Y) = cs(h—p) g — rs? — puc?
=1 —xc? — us?)(g — rs* — puc?)
— 220 — w)?

=q(1 = rc* = pus?) — as® + 2522+ u1?)
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+ (™ +sHap — pc? = A2 (0 — p)?
=q( — A — ,usz) —As? — Mcz
+ (c4 +2¢%s% + s4)ku
=q(l — rc? — ,usz) —as? — /ch
+ (7 455 hp
=q(l — A — ,usz) —s? — chz +Au

which is non-negative if and only if

. )\.S2+,LLC2—)\.[L
1= — pus?

_ 1—)\c2—,uvs2
1 —Ac? — pus?
" AT =D+ ucz —Au(l — §2) 4+ 122
1 —ic? — us?
2 2
— A AT — A
=A+C(u u+ )
1 —xc? — us?
2
1—x — A
P Sl O )
1 —ic? — us?
2
1—-2)0A—
_;_cd=Pe-w (30)
1 —xc? — us?

Since ¢2 > 0, w < X < 1and (29), we see that the fraction
on the right-hand side is non-negative. This means that the
largest term that can occur on the right-hand side would be
A and since Aj is our second largest eigenvalue and unique,
A < Ao except in the case where we consider the matrix X
belonging to A,. However, in this case, because of unique-
ness, Ap > o and c? # 0, otherwise u, would point in the
same direction as v, contradicting the condition u> [t uj.
This means that the fraction on the right-hand side would be
positive, and thus, the term on the right-hand side would be
strictly less than A».
The case for X with A = A provides the matrix

0 O
Y =
<0q —M)

with ;1 < A2 because Ay is the second largest eigenvalue
and unique. The relation Y >, 0 holds if and only if ¢ > 1.
Since 41 < Az and ¢ < A, (otherwise S’ = S), we can find
a g with 1 < g < X to fulfil the requirement.

In summary, this means that in every case the right-hand
side of (30) is strictly less than A;. Thus, if we compute for
all X € X the bounds of g, which are all strictly less than X,
and then take the largest of them, we obtain the claim (28)
of the lemma. o

Corollary 2 Under the conditions of Lemma 7, S cannot be
the unique minimiser of a function ¢ according to (10).

Proof Suppose S were a minimiser of a function ¢ accord-
ing to (10). Then ¢(S) > ¢(S’) because S > §’ and the
Loewner monotonicity of ¢. Since S is minimal with respect
to ¢, only ¢(S) = ¢(S’) can be true. However, this is a
contradiction to the uniqueness of the minimiser. O

This may seem like a big disadvantage at first. However,
with the following slight modification of our set U (X’) of
possible upper bounds of X', we can ensure that the LES
actually acts as a minimiser there, as we will demonstrate in
this section.

Definition 6 For a multi-set X' of symmetric 2 x 2 matrices
with non-negative eigenvalues, let X7 := {X? : X € X'} be
the element-wise application of the pth power to the multi-set
X. We define the p-power upper bound cone as

Uy (X) = (U(Xf’))%
={Y € Sym(2) : Y? e U(XP)}

(3D

and denote the intersection of all p-power upper bound cones
as the super-upper bound cone

Un(X) = [ Up(X). (32)
p>0

For a multi-set X of symmetric 2 x 2 matrices for which
—c < 0is the smallest among all eigenvalues of the matrices
in X, define

U (X) := Up(X + ) —c, (33)
where
X+c={X+cl:XeX}

and I is the identity matrix.

Remark 4 Equation (33) is particularly applicable to the set
U(X) of upper bounds of a multi-set X', as Sup; g(X +¢) —
cl = Sup; (X)), and thus, U(X + ¢) — ¢ = U(X) always
hold.

To show that S is the unique minimiser of ¢ in U, (X'), we
first prove that it is contained in it.

Lemma 8 Let X be a multi-set of symmetric 2 x 2 matrices,
and let S be as in Lemma 7. Then one has § € U,(X) for
any p > 0.

Proof We use for S the same form as in Lemma 7 and assume
again without loss of generality that A; = 1, and its associ-
ated eigenvector is u1 = (1, 0)T. This implies v = (0, DT.
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Since we only consider real symmetric and thus diagonal-
isable matrices, we can simply express the power of such a
matrix according to [21] as follows:

X? = 2Puu” + pPov’.

The representation of S in terms of the pth power will then
take the following form:

10

= (o2)

On the basis of U(X + ¢) — ¢ = U(X), see Remark 4, we
can assume without restriction that A, > 0 applies. So we
see that the only difference to our previous calculation of the
LES is that all eigenvalues are now raised to the power of p.
This means that our LES looks the same as before with the
difference that we exponentiate its entries, i.e. the two largest
permissible eigenvalues, by p and thus obtain S”. Thus, we
have S? € U(X?), from which the claim follows. O

Next, we will define the as yet unspecified function ¢ and
show that it fulfils all the necessary conditions according to
Section 2.2. In particular, we will see that for this function S
is the unique minimiser in Uy, (X).

Theorem 4 Let the conditions of Lemma 8 be satisfied and
let the function ¢ : U(X) — R? be explained as ¢(Y) =
(A, ), where . > u are the eigenvalues of Y € U(X).
Further, let R? be endowed with the lexicographic order

(a,b) < (@, b))« (a<ad Vva=d Ab<D)),
’ o (34)
a,b,a’, b eR.

Then it follows that

(i) the function @ is Loewner-monotone,
(ii) the function ¢ is convex on U(X), and

(iii) S is the unique minimiser of @ in U, (X).

Proof (i) Let A, B € U(X) with B <p A. The inequality
implies that for any vector w € R? the Rayleigh products
must satisfy Rp(w) < R4 (w).

By setting w = u p to the unit eigenvector corresponding
to the largest eigenvalue A of B, the Rayleigh product of
B will equal the largest eigenvalue according to Rp(up) =
Ap. The Rayleigh product of A with up will take a value
o € [4, Aa] according to the min-max theorem (cf. [24],
Theorem 4.2.2), where w4 is the smaller and A4 the larger
eigenvalue of A. Upon inserting this into the inequality for
the Rayleigh products, we obtain

A = Rp(up) < Ro(up) =a < Ay,
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from which it follows that the largest eigenvalue of A is
greater or equal to the largest eigenvalue of B. If A4 > Ap,
@(B) < ¢(A) is already established.

If this is not the case, we need to consider the minor
eigenvalues of A and B. By choosing w = v4 as the unit
eigenvector corresponding to the smallest eigenvalue 4 of
A, the Rayleigh product of A will equal the smallest eigen-
value according to R4(v4) = 4. If we also consider the
Rayleigh product with B, we again obtain with the min-max
theorem a value B € [up, Ap], where up is the smallest
eigenvalue of B, for this and by inserting it into the inequal-
ity mentioned at the beginning, we obtain

B < B=Rp(wy) < Rg(va) = 4.

Consequently, we can guarantee that the smallest eigenvalue
of B is less than or equal to the smallest eigenvalue of A, and
thus, ¢(B) < ¢(A) holds.

(ii) We want to prove here that ¢ is convex on U/ (X’) according
to Definition 3. For this, we consider the two vector spaces
Sym(2) and R? and the convex set U(X) C Sym(2). We
have already seen the convexity of the last set in Section 2.2.
Further, we need an order cone on the R? equipped with the
lexicographic order, which we denote simply as

K::{xeRZ:x&O}.

That is, the only thing we still need to check is the validity
of (9). For this, we consider for all Y,Y, € U(X) and
a € [0,1]:

Y1)+ —a)e2) —e@Y +(1—-a)Y2) ek
— 0091+ -a)e(Y?)
—@@Y1+ (1 —a)Y>2)
= apY) + (1 -a)pYr)
7Y+ (0 —-a)Y2) = ¢(Z). (35)

Let us assume without loss of generality that Z is a diag-
onal matrix. Further, let A; > u; be the eigenvalues of Y;
with the corresponding eigenvectors (c;, )T, (—s;, ¢)T for
i =1, 2 according to (13). Then, we have

e O
Z= (O* M*)
with
ho 1= @] + misp) + (1 — @) 0263 + pas?)
and

s = a(A1s? 4 pied) + (1 — a)(has? + pacd).
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Note that the two eigenvalues A, (. do not necessarily have
to be ordered in this way. If we substitute this into our inequal-
ity (35), we obtain

o (M) +(1—a) (X2> - (A> (36)
231 “2 Mo

To prove this inequality, we first show that both eigenval-
ues Ay, Uy are less than or equal to oA + (1 — o) Ao:

Ae < @(hicd + A1) + (1 — @) (hacs + Aas3)
=ai + (1 —a)is,
[y < a(hist + Aie) + (1 — @) (Aas] + Aac3)

=ar + (1 —a)Ar;.

If strict inequality applies to both inequalities, we would have
proven the statement. Otherwise, one of the two diagonal
entries is equal to ad1 + (1 — ) 2, without loss of generality,
let this be A,. Then it follows

e = t1(Z) — Ay = tr(Z) — @y — (1 — a)a
atr(Y1) + (1 —a)tr(Yo) — akg

— (1 -

=atr(Y1) — A1) + (1 —a)(tr(Y2) — A2)
=ad +p1—A)+ A —a)he + p2 — A2)
=au;+ 1 —-a)us

whereby we have exploited in the last line that the trace of a
matrix can be understood as the sum of its eigenvalues. This
means that in this case the smaller eigenvalue of Z is just the
convex combination of the smaller eigenvalues of Y| and Y,
or, in other words, satisfies the second line of inequality (36)
with equality.

(iii) For this, we use the argumentation from the proof of
Lemma 7 for (S')” and X? instead of §’ and X to obtain a
necessary condition for (S")? >p X7, using the representa-
tion from the proof of Lemma 8 for X?. Since in both cases
the exponentiation by p does not change the eigenvectors but
only the eigenvalues, we can take our conclusion (30) from
the proof of Lemma 7 by exponentiating the eigenvalues all

by p:

21— APY(WP — pP)
1 —APc? — prs?

q” = AP (37)
Asinthe proof of Lemma 7, we have again that the fraction on
the right-hand side of (37) is non-negative forall u < A < 1
and p > 0.

In the proof of Lemma 7 we had shown that the right-
hand side of the inequality (30) analogous to (37) was
always smaller than X,. Thus, we could guarantee that an

& > 0 exists, so that a similar matrix to the LES § exists
whose second eigenvalue according to Ay — & < Ao is
strictly smaller than that of the LES §, which showed that
the LES was not the unique minimiser. So all we have to
prove here is that no such ¢ exists for given A, i, ¢, s and
p — 00.

Let us assume that ¢ > 0 exists so that (37) is satisfied
for ¢ = A — ¢ and arbitrarily large p > 0. In particular,
we can also assume without restriction of generality that our
eigenvalues can be mapped bijectively to the interval [0, 1]
or more precisely to

L_)Lold
V2 1
/2

value of X, so that Ay = 1 and wuy, Aj, u; € [0,1) for
i = 2,...,n, see the following remark. This would mean
that

, 1|, where A%M is the original largest eigen-

(1= AP)(WP — ub)
1 —arc?2 — prs?
(1= AP)(WP — ub)

1 —arc?2 — prs?

_ =GP = ph)
1= APc? — prs?
(1 = AP)(AP — uP)

1 —APc2 — pps?
(1= 2P = pu?) 7
1 —APc2 — pps? ] ’
p >0, (38)

0<@—e)f —aF +

= —(—e) <

= L—e) > AP —

<:>8§A—|:Ap—

O<pu=xr<l,

holds. We rewrite the right-hand side of the inequality (38)
into

[ A=2nar—un7e
1 —APc? — prs?
1
(1—’;—2)(1—AP) ’

—A— AP —aP
1 —APc? — prs?

(39)
=P (- (1) )|
N A )1 —aPc? — puPs?

3 P - 17

1 . .
If we consider the last [ - ] 7 term in the equation (39), we can
estimate as follows
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1

| 1 »
1= AP — pups?

1
P —AP 7
< |1 = I_M_ # I<1%
- AP ) 1 —aPc—prs?|

and by using the limes for p — oo we obtain for the upper
and lower limit

(40)

1
lim 17 =1, (41)

P>

1 »
lim |1l - ————
p—00 |: 1 —aPc? — ,ul’s2:|

1 1
= 1 —1 l-
PmeeXp<p 0g< 1—/\"62—M”52))

1 1
=P (,,L“éo p e ( 1 —APc? — u”s2>>

=’ =1. (42)
By combining (40) with (41) and (42), we achieve

. wP (1 —AP) v
1< lim [I—-(1-=)——F——]| <1
p—>o0 AP ) 1 —aPc? — pups?

or

(1~ %) ]p =1. (43)

Mp
im|l1-(]l—-——)——+——
p—>00 AP ) 1 —APct — pps?

For the last step, we substitute (39) in (38), let p approach
infinity and use the equation (43):

& < lim A{l—[l

p—>00
LW\ a=an T
AP )1 —APc? — puls?
= {1 — lim [1
p4>00

AN CR
AP )1 —apc2 — pps?

:O,

|
(S

which is a contradiction to & > 0. This means that S’ ¢
U (X). O

Remark 5 Let X € X be arbitrary and X = Auu” + povT as
in (13), where A, p are the eigenvalues of X and u, v the asso-

ciated normalised eigenvectors. Since the greatest element in

the HCL bi-cone is the colour white with the eigenvalues %

and the smallest element is the colour black with the eigenval-

ues see [8], we have A, u € [ ] This means

1 1 1
7 R
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that the transformation

= Auu’ + [va

has the eigenvalues A, i € [0, 1]. It follows from the fact
that

b 1 g [0’ 1]’

where the lower and upper bound are derived from A €
[—%, Al]. Consequently, the addition of the scaled unit

matrix affects only the eigenvalues but not the eigenvectors.
As a result, this can also be applied directly to the LES:

S’:ZSUPLE(Xl,...,Xn)
1 )»1)
— s+ (1-2L)1
V2 ( V2

5 Relaxation of the LES

Now that we have seen several favourable properties of the
LES, we want to address a disadvantage of our approach that
we have not considered further so far. It is one of the reasons
why this approach was not pursued further in favour of the
trace supremum Sup,,. in the work [12]. This is due to the
fact that the LES does not depend continuously on the input
data. In this section, we will first look at the cases where this
problem occurs and then see that it can be solved using a
straightforward relaxation.

To visualise this problem, let us consider the follow-
ing scenario: We have a multi-set X = {Xq,..., X},
n > 3, of symmetric 2 x 2 matrices in which the three
largest eigenvalues A; > X > X3 with the associated
eigenvectors u 1, u, u3 belong to three different matrices
X1, X», X3 € X.In addition, the eigenvectors have the rela-
tionship #1 = u; and u3 # Fu; to each other. According to
Theorem 1, we obtain for the LES

S = AluluT +A3vlvT, v Lou.
1 1
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We will now consider a rotated multi-set X'® = {X 55), R
X 5,8)} by rotating the matrices X; around the angles d«; for
i > 2 with the factor § > 0. The angles «; can be different
but sin(§arz) # 0, such that the new eigenvector

©) _ _ [cos(8an) —sin(dar2) 1
uy = Rtz = (sin(&xg) cos(Saz) ) <0>
_ (cos(Saz)

sin(darp)

) # fu;.
As these are only rotations, the eigenvalues )»l@), ,ul(.‘s) of X l@
according )\l@ = X; and ,ul@ = u; are retained for all i €

{1,...,n} and 6 > 0. By also applying Theorem 1 to this,
we obtain

§@ .= SupLE(X(‘S)) = A1u1u1T + szlvlT =: 5,

which is not equal to S. If we now want to determine the
limit value of this for § — 0, we go to step 2 of the proof
of Lemma 4 and obtain R(g, ) according to Equation (19)
with (s2, )T = ugs). Then, we calculate

lim lim <l log(R (e, 8)))
m

§—>0m—o00
log(1 + &2
— lim lim (M_M

§—>0m—o0 m

N log ((— sin(8az) — & cos(8a2))?)
m
1 14+ O (emP2=r) 4 gmn—>22)
| log ( (e e ) )

m

= lim Ay = Ao,
§—0

because ¢ — 0 for m — oo, see proof of Lemma 4, and
sin(8¢) # 0. This leads to

; 0 _ ¢
lim s = 8" %5

although X*® — X for § — 0.

These types of discontinuity are removable, since they
only occur in non-generic configurations of X. To address
these kind of issues, we introduce the following definition.

Definition7 Let X = {X, ..., X,,}, n € N, be a multi-set
of symmetric real 2 x 2 matrices with the spectral decompo-
sition (13). We call the multi-set

B(X) = {B(X1),...,B(Xn)}

= {{ur, vih .. {un, va}}

of orthonormal bases of X generic if and only if no two
orthonormal bases B(X;), B(X ), i # j, share the same ori-
entation, i.e. u; isnot aligned with u ;. Furthermore, we define

that the multi-sets ¥® = {X (18) Lo X ,(18)} converge pla-

nar towards the multi-set X, symbolically ¥® 25 x,
if XY@ — X and the eigenvalues of X l@) and X; remain
the same for alli € {1,...,n} and §. Then, we declare the
relaxed log-exp-supremum (RLES) as

Sup; p(X), if B(X) is generic,

Su &) = “
PrLE(Y) { SNG» otherwise, .
with
SxG = lim Sup g(X®).

X(l?)i)X

B(X®) generic

Remark 6 The idea of planar convergence stems from the fact
that for

X = uu + ,uva

_ Au%—i—/w% Auiuy + pvivr
Al Uy + pviva ku% + /w% ’

IM=1=M,u=<m>w=<m)eW,
un V2

Ao €R,

and

Y = Ass' + /LttT

_ )Ls% + utlz As182 + utitr
AS182 + ity As% + ,u,tz2 ’

m=1=m,s=ch=CjeW,
52 15

their z-component in the bi-cone coordinates can be calcu-
lated as follows according to Burgeth and Kleefeld, see [18]:

tr(X) _ )»I/t% + ,uvf + )»u% + Mv%

72(X) =

V2 V2
C MuP e A4u
B V2 V2
(Y = tr(Y) _ Aslz + p,tlz —i—ks% + utzz
V2 V2
COMsPAplt? a+p
= 5 =5

This means that the z-component remains the same for all
colour matrices as long as they have the same eigenvalues,
and that all the convergence happens on a particular z-plane.
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We can immediately deduce from this definition by means
of the following corollary that the RLES does not leave the
bi-cone.

Corollary3 Let X = (X,...,X,), n € N, be a multi-set
of symmetric real 2 x 2 matrices, which satisfy _\/LEI <L

X <L \/Lilforalli e {l,...,n}. Then we have

1 1
——1 <L SupRLE(X) <L —1I.

V2 V2

Proof The assertion follows from the fact that the LES lies in
the bi-cone and the RLES has the same eigenvalues for selec-
tion as the LES due to Definition 7. As a result, the largest
eigenvalue cannot be greater than \/lj, which gives rise to the
upper bound. The lower bound results from the transitivity
of the Loewner order via _\/LEI <L X; <L Supg; (&) for
alli e {1,...,n}. O

Following our first two previous theorems, we therefore
also give a characterisation for the RLES in this form.

Theorem 5 Let X be a multi-set of symmetric real 2 x 2
matrices. Further, let A1 be (one of) the largest eigenvalue(s)
of X, and u the eigenvector associated with the eigenvalue
A1 and vy L uy the minor eigenvector of the same matrix
from X, and let Ly < A1 be the next largest eigenvalue of X.
Then the RLES of X is characterised by

Suprp g (X)
_ Muul + rviv], if Aq is unique, (45)
N M, otherwise,

where I is the identity matrix.

Proof The generic case of (44) is a straightforward conse-
quence of Theorem 1 and Theorem 2. So we only need to
consider the non-generic case.

Let A1 be unique. In this case, we just need to follow the
argumentation of the calculation that we used to introduce
this section. By the rotation of eigenvectors that were shown
there and the fact that the X® of Definition 7 fulfils all
necessary properties of the mentioned rotated multi-set, we
can conclude the first case of Equation (45).

Now we want A1 to be not unique. This means that we
have

M=o =2 =2, (46)
where )»55), A(Zs) are the largest eigenvalues of X'® from
Definition 7, since the X'® converge planar towards X’. Fur-

thermore, let the corresponding eigenvectors of Aj, Ay be
given by u; = uy. We can find multi-sets X® for § > 0

@ Springer

which have the same eigenvalues as X" for all §, generic
B(x®) and converge to X for § — 0, e.g. by rotating
the eigenvectors of X" as at the beginning of this section. By
Theorem 2 and Equation (46), we get for the LES of X'®:

SO = Sup (X)) =21 =01 ¥s > 0.

This means S@V = §©2) for all 81,8 > 0. For§ — 0, it
follows

lim $® = lim A I = A1,
§—0 §—0

which concludes the proof. O

However, the question remains as to whether there is
another type of problem that can cause the aforementioned
discontinuity. We consider the following lemma to partially
answer this question.

Lemma 9 Let the conditions of Theorem 5 be fulfilled. Then,
the RLES, given by Definition 7, depends continuously on the
input data.

Proof Since the LES depends only on the spectral decom-
position of the input data, the discontinuities can only occur
through transformations of the input data, namely the eigen-
values and eigenvectors. Moreover, these transformations

must remain in the bi-cone, so that only a scaling of the

eigenvalues in the interval [—17, L] and a rotation of the

eigenvectors are possible. We hilvé/ialready shown that the
RLES depends continuously on the rotated input data. There-
fore, it is sufficient to consider only the case of the scaled
eigenvalues.

Since we only want to investigate the case of scaled eigen-

values, we can assume that the eigenvectors will not change
in the modified multi-set Y® = |Y§‘”, L Y,‘f)] Y

T T
: & _ 1) () ( () (&) (&) ((8) :
with ¥, = A7 u; (ui ) +u; (vi ) according

to ul@) = u; and vl@) =v; foralli € {1,...,n}. Asaresult,

as long as the order of the eigenvalues sorted by size does not
change, no discontinuities can occur with regard to the input
data, since )»58) — A; and /‘z@) — w; foralli € {1,...,n}.

For a multiplicative scaling in the form of )Ll@ = A
for 6 — 1, there will not occur any discontinuity, since the
order of eigenvalues would stay the same. If we assume an
additive scaling in form of )\58) = A; + day, o € R, for
8 — 0, we could change the order of the eigenvalues, e.g.
according to A; > Az > A3 but Agg) > Ai‘s) > A;‘” for
8 € [a, b] C [e1, 0o) with a sufficiently small ¢; > 0. Since
the RLES operates only with generic bases, § — 0 and kﬁ‘s) >
Ag&) > )Lg’s) for § € (0, &2) with a sufficiently small ¢ < ¢,
we would obtain as RLES

gii% Supr (V)
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lim Aga)ulu? + kg”v] V)
§—0
8€(0.£2)

= AluluT + szlvf = Suprrg(X).

An analogous reasoning is applicable in the case of non-
unique eigenvalues. O

We would now like to summarise the most important fea-
tures of the RLES in the following corollary.

Corollary 4 Let the conditions of Theorem 5 be fulfilled.
Then, the RLES (44) can be characterised by (45), depends
continuously on its input data and is transitive.

Proof The first two properties are covered by Theorem 5 and
Lemma 9. The eigenvectors in (23) can be rotated, such that
the final input data is represented by generic orthonormal
bases. Consequently, this constitutes a special case for input
data with generic orthonormal bases in Proposition 1, which
implies the transitivity. O

To conclude this section, we will consider a small example
for the RLES with originally non-generic input data.

Example 3 We calculate the RLES for the input data of
Example 1, namely blue C; = (0,0, 1), a medium dark
brown Cy, = (% %, %) and a shade of blue-magenta C3 =

(%, %, g) with X; = kiuiuiT + MiviviT,i = 1,2, 3, and the
corresponding spectral data

AM = ~0.7071, w1 =-—Xxg,

. 1 <_2 - ﬁ) N (—0.9659>
1= —F/7—= ~ s

. 1 <2 - q N <—0.2588>
1 - ~ b
/8 — 4ﬁ 1 —0.9659

Sl -

1 3
A= ——= =x0.1414, = ——— =~ —0.4243,
2 \/— M2 Sﬁ
1 0.5000
2 0.8660 /) °
. 1 —0.8660 and
2 0.5000
A3 = ~ 04714, puz =———= =~ —0.2357,

F f
us — 1 <_2 f) ( —0. 9659) ,
vy — 1 (2 - ﬁ) - (0.2588) ‘

Since B(X) is non-generic for X = {X, X5, X3} because
of X; and X3, we consider a modified multi-set X©® =

{X (8), X (28)’ X g’g)} according to Definition 7, which results by
rotating the corresponding eigenvectors u3, v3 of the matrix
X3 of C3byd € (0, 7):
xV=x,, x=x, and
T
0) 8. (5 s 8, (8 s
X3 = Ag)ug) (ug)) +,u§)vg) (v?) .

The components of the spectral decomposition of the rotated
matrix X ga) are

)»(3) ’ (3)
¢ _ «/§ COS((S) — sin(§)
u
8 +4/3 \ (-2 - «/§ sm(8) + cos(8)
o 2 ﬁ) cos(8) — sin(8)
vy = ——

8 — 4J§ 2 ﬁ) sin(8) + cos(8)

Due to the generic nature of 3 (X @) ), we obtain for the RLES
according to Theorem 5:

! T T
S" = Muju; + 23010,

1 (10+J§ ~1 )
1202 -1 10—43
_{ 0.6913 —0.0589
~\-0.0589 0.4872

which represents in the RGB space a light shade of blue—
magenta colour: (g, s, 1) ~ (0.8333,0.8333, 1).

6 Conclusion and Future Work

Building on the work of Burgeth and his co-authors, see [7,
12, 18], we have investigated a characterisation for a pre-
viously unexplored application of the log-exp-supremum,
which was introduced by Maslov [9] as an approximation of
the maximum in convex optimisation, for colour morphology.
To do this, we used Burgeth’s and Kleefeld’s [18] bijective
mapping to assign each colour from the RGB colour space a
colour in the form of a symmetric real 2 x 2 matrix in the HCL
bi-cone and used the spectral decomposition of these matri-
ces, the Loewner order and properties of the Rayleigh product
to calculate the approximation. In particular, we were able
to show that the LES is transitive according to equation (23)
and, in combination with the dilation, makes it associative in
colour morphology. The latter is a property that is otherwise
only known from binary and grey value morphology and, to
our knowledge, the only multidimensional dilation in colour
morphology with this property.
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Moreover, our findings indicate that while the LES is not
uniquely minimal with respect to the set of upper bounds of
the input data derived from the Loewner ordering, it does,
however, exhibit unique minimality when considered in con-
junction with the intersection of all p-power upper bounds,
as defined in Definition 6. To achieve this, the eigenvalues
and the Rayleigh product of the exponentiated matrices were
employed to eliminate the problematic cases through the limit
as p — oo.

Finally, we have also addressed one of the biggest down-
sides of the LES, namely the fact that it does not depend
continuously on the input data. However, among other
things, this only applied to non-generic configurations of
the orthonormal bases of the input data, which allowed us to
remove these by means of a relaxation of the LES, the RLES.
The input data was changed slightly so that these cases no
longer occurred. This change also meant that not only these
discontinuities were removed, but all discontinuities were
removed without losing the favourable properties of the LES
shown above. Since the duality relationship between dilation
and erosion is also intact in our method, all the properties of
dilation shown here can be transferred to the corresponding
properties of erosion.

In light of these findings, there are several avenues for
further investigation of this method in the future. The most
notable aspect is the significant increase in brightness of the
image. One could compare whether the behaviour is similar
to that of the paper by Kahra, Sridhar and BreuSS, see [10]. In
addition, given the paper [25] by Kahra and BreuSS, it seems
possible to find parameters so that these supposed artefacts
disappear from [10]. However, this would likely be a chal-
lenging undertaking. Alternatively, one could also consider
the differences in supremum formation with respect to other
suprema employed in colour morphology, such as the one-
dimensional case or other multidimensional cases, including
the trace supremum [23] or other suprema [8], and compare
them with each other. It should be noted that our method
is not an optimal case and could be replaced by selecting a
colour space other than the HCL bi-cone, such as Lab, in
order to potentially offer additional advantages. The choice
of this space was influenced by its graphically clear geomet-
ric properties.
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