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ARTICLE INFO ABSTRACT

Dataset link: https://github.com/Sen2Cube-at/ With the daily increasing amount of available Earth Observation (EO) data, the importance of processing
gsemantique, https://doi.org/10.5281/zenodo. frameworks that allow users to focus on the actual analysis of the data instead of the technical and
15423258 conceptual complexity of data access and integration is growing. In this context, we present a Python-based
Keywords: implementation of ad-hoc data cubes to perform big EO data analysis in a few lines of code. In contrast to
Earth observation existing data cube frameworks, our semantic, knowledge-based approach enables data to be processed beyond
Remote sensing its simple numerical representation, with structured integration and communication of expert knowledge from
Big data analyses the relevant domains. The technical foundations for this are threefold: Firstly, on-demand fetching of data
Data cubes in cloud-optimized formats via SpatioTemporal Asset Catalog (STAC) standardized metadata to regularized

Semantic querying three-dimensional data cubes. Secondly, provision of a semantic language along with an analysis structure

that enables to address data and create knowledge-based models. And thirdly, chunking and parallelization
mechanisms to execute the created models in a scalable and efficient manner. From the user’s point of view, big
EO data archives can be analyzed both on local, commercially available devices and on cloud-based processing
infrastructures without being tied to a specific platform. Visualization options for models enable effective
exchange with end users and domain experts regarding the design of analyses. The concrete benefits of the
presented framework are demonstrated using two application examples relevant for environmental monitoring:
querying cloud-free data and analyzing the extent of forest disturbance areas.

1. Introduction over the previous years (Cipoletta and Sciarra, 2024). While this data
availability enables broad-scale analyses in space and time, in practice

In recent years, Earth Observation (EO) data access and processing there are usually limitations on users’ ability to process large amounts
has changed in a fundamental way. The opening of the Landsat archive of data. In addition to specific approaches such as optimizing the data
in 2008 (Woodcock et al., 2008) enabled broad-scale analyses driven selection (Kempeneers and Soille, 2017), these limitations gave rise to a
by a steadily growing user base (Wulder et al., 2012; Zhu et al, fundamental change in data management. Instead of downloading data
2019). Free access to global satellite data at unprecedented spatial and and processing it locally, throughout the last 10 years it became more
temporal resolution has been further advanced by the Sentinel-2 (S-2) common to analyze data in the cloud utilizing data models including

constellation (Drusch et al., 2012) launched in 2015. To facilitate the
exploitation of the data, a new paradigm of big EO data processing
has emerged (Guo et al., 2017; Sudmanns et al., 2020b). Among the
underlying factors powering the evolution of this field, there are two
major ones that keep posing challenges to users.

Firstly, accessible EO data is continuously increasing in terms of
their volume. The Copernicus Open Access Hub, meanwhile replaced
by the Copernicus Data Space Ecosystem, for example, provided a total
of over 45 petabyte of data, which had been continuously built up

data cubes (Sudmanns et al., 2020b). Still, a majority of users report
limiting processing capabilities and growing data volumes as prevailing
obstacles when working with big EO data (Wagemann et al., 2021).
One reason for this can be seen in a reluctance to fully shift to cloud-
based processing platforms due to their ongoing limitations. Many of
these platforms are proprietary, closed-source (Gorelick et al., 2017;
Microsoft Open Source et al., 2022), and their usage usually incurs
costs. The lack of guarantees on the provision of the service can lead to
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unexpected shutdowns impeding analysis reproducibility, most recently
experienced in June 2024 with Microsoft Planetary Computer Hub.
Furthermore, such platforms exhibit restricted flexibility in terms of
extensibility and customization. Meanwhile, open-source alternatives
for large-scale data processing exist, but they are usually tedious to set
up, e.g. due to data set indexing (Killough, 2018; Baumann et al., 2018).
This effort currently limits the usability of open-source frameworks,
especially for projects with a shorter runtime.

Secondly, supported by the launch of new satellites and sensors,
the variety of data sets keeps growing. A rise in the availability of
data sets with different spectral, spatial, temporal and radiometric
resolutions poses challenges for multimodal data sources analyses.
The SpatioTemporal Asset Catalog (STAC) fostering standardization in
the structuring and publishing of geospatial metadata is an important
means to facilitate data access. But data utilization and integration are
not only about the technical means to query data. Data access is a
natural prerequisite but by itself it does not support sophisticated image
analytics. An example for optical images is the image understanding
process of inferring information on 4-D physical world phenomena
using a numerical model that runs on the 2D image domain. In order
for EO data analysts to focus on image understanding they need to
be provided with adequate means, allowing to query information and
model knowledge in a consistent and transparent manner. Querying
frameworks that provide a structured approach for EO information
extraction are recently evolving (Van Der Meer et al., 2022) but not yet
supported in most of the existing EO data cube systems. Many of them
focus on technical solutions in terms of provision of data but they do
lack the building blocks to aid knowledge-based image understanding.

In brief, we acknowledge the pressing need for open-source big
EO data processing frameworks, which are easy-to-use, while having
a sufficient conceptual basis to be able to deal with the semantics of
EO data. To tackle this gap, we propose a data cube approach based on
a semantic querying language that interprets knowledge embedded in
semantic models to support big EO operational image understanding.
Specifically, the contribution of this paper is a new Python package
gsemantique that enables building ad hoc data cubes for semantic,
knowledge-based EO analyses in on-premise or cloud-based infrastruc-
tures. We demonstrate the potential value of this implementation with
two use cases.

This paper is structured as follows. In Section 2, we place our
package in relation to existing data cube frameworks and recapitulate
on the essence of semantic, knowledge-based querying. In Section 3,
the technical implementation of the package and underlying design
choices are presented. With Section 4 we showcase the general usage
of the package. This is followed by the presentation of two specific use
cases in Section 5, one focused on cloud-free imagery and the other
one on forest disturbances. The paper concludes with a reflection on
limitations and future works in Section 6 and a summary in Section 7.

2. Related works & conceptual foundations
2.1. EO data cubes

A data cube is a multi-dimensional array whose grid points are
populated with data of the same data type (Baumann, 2017). The
data values are indexed unequivocally by coordinates along the d
axes of the d-dimensional data cube. In the EO domain, data cubes
typically have at least two spatial and one temporal dimension, and
the coordinates span the full spatiotemporal extent of a given set of
observations (Lewis et al., 2016). The primary feature of EO data cubes
is that the data is reorganized such that from a logical view data can
be queried easily using spatiotemporal coordinates and abstraction of
analytics from storage considerations. This data organization replaces
the traditional file-based access for users, which is limited by files being
organized in nested directory structures in a spatiotemporally incon-
sistent manner with custom naming patterns. EO data cubes therefore
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provide more convenient access to data, facilitating their analyses by
reducing the pre-processing effort, which in turn is closely linked to
the provision of analysis ready data (Giuliani et al., 2017). Beyond its
array structure, conceptual disagreement about the essence of a data
cube is still prevalent. Baumann et al. (2016) defined a set of technical
requirements data cubes should adhere to. Strobl et al. (2017) extended
this set of properties by providing a holistic view on six system-level
aspects that need to be considered to realize the full potential of data
cubes. Despite the valuable criteria provided, practical implementation
considerations result in a broad variety of systems currently operating
under the term ‘EO data cube‘. Therefore, we stick with the universal
array definition of the EO data cube and subsequently highlight the
specifics of our approach by comparing it with other EO data cube im-
plementations. Note that proprietary geospatial web-based processing
platforms including Google Earth Engine (Gorelick et al., 2017) and
Microsoft Planetary Computer (Microsoft Open Source et al., 2022) are
deliberately excluded from the comparison. A comprehensive overview
on web-based processing frameworks can be found in Gomes et al.
(2020). For the difference between such infrastructures and EO data
cubes, the reader is referred to Giuliani et al. (2019).

One of the first operational national-wide EO data cube imple-
mentations was the Australian Geoscience Data Cube (AGDC) (Lewis
et al., 2016). Whereas initially data was ingested, i.e. restructured
via resampling and tiling, further developments shifted towards data
indexing (Lewis et al., 2017), where the data is stored in its native
format without being replicated. The evolution of the AGDC gave rise
to the Open Data Cube (ODC) initiative (Killough, 2018) providing
a set of open-source tools to create data cube infrastructures. The
ODC approach gained attention rapidly (Dhu et al., 2019; Killough
et al., 2020) with a variety of data cubes representing ODC instances
including, for example, the Swiss Data Cube (Giuliani et al., 2017;
Chatenoux et al., 2021), the Colombian Data Cube (Ariza-Porras et al.,
2017), the Armenian Data Cube (Asmaryan et al., 2019), the Catalan
Data Cube (Maso et al., 2019), the Vietnam Open Data Cube (Quang
et al., 2019), the Austrian Semantic EO Data Cube (Sudmanns et al.,
2021) and Digital Earth Africa (Yuan et al., 2021). An alternative array
data base solution is provided by Rasdaman (Baumann et al., 2018)
deployed in Baumann et al. (2016) and Storch et al. (2019), where the
data is tiled into sub-arrays according to specific partitioning strategies
and ingested into a data base to optimize the retrieval efficiency.
All of the above-mentioned systems are united by their property of
being extensive software infrastructures consisting of several compo-
nents (e.g. modules for data pre-processing, data bases, APIs for data
querying, monitoring tools).

Some efforts have been made to lower the hurdles for setting
up such complex software infrastructures. In line with the idea of
self-hosted deployments of local, federated EO data cubes (Sudmanns
et al., 2023), Giuliani et al. (2020) proposed a proof-of-concept for
the automated generation of ODC instances. The user only needs to
specify an area, time frame and sensor of interest to retrieve an ODC
instance. As an all-in-one solution, Frantz (2019) proposed FORCE for
the processing of large amounts of S-2 and Landsat data. Without
any data base-driven indexing or ingestion, FORCE provides a suite of
algorithms to create regularly tiled, analysis ready data on Level 2 or
even higher levels, where all data for a given tile is referred to as a data
cube. Despite these developments, from the user’s point of view the
time required for the initial creation of a populated data cube is quite
high as, in the cases mentioned, data cubes are created with the original
data being first downloaded and persisted on the disc. This results in
static, infrastructure-oriented data cubes that are tailored to a few data
products. In contrast, nowadays, many usable EO data products are
already available on the web as analysis ready data, and a fast and
flexible integration of different data products for on-the-fly analyses is
desired.

The idea of on-demand or on-the-fly cubes summarizes approaches
to create data cubes in an ad-hoc fashion for any specified spatiotem-
poral extent of interest. While lacking some of the functionalities and
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performance benefits of more comprehensive data cube approaches,
the on-demand approaches have the advantages of being lightweight
and easy-to-use. xcube (Brockmann Consult GmbH, 2021) creates self-
contained EO data cubes by relying on Python’s big data ecosystem,
specifically xarray (Hoyer and Hamman, 2017) for in-memory represen-
tations, dask (Dask Development Team, 2016) for memory management
and Zarr as a format for cloud-native, chunked storage. Implemented
in the Euro Data Cube (Euro Data Cube Consortium) and the multi-
variate Earth system data cubes as part of the Earth System Data Lab
project (Mahecha et al., 2020), xcube is used in operational systems.
Supplemented by the ml4xcube library (Peters et al., 2025), not only
the creation but also the data-driven analysis of EO data cubes is
facilitated. To automate the creation of mini data cubes as xarray
objects from STAC catalogs, cubo has been proposed by Montero et al.
(2024a). The open source C++ library gdalcubes (Appel and Pebesma,
2019) natively provides chunked management and parallel processing
of EO data cubes. It can integrate with scripting languages such as R,
Python or Julia or with software that can handle data cubes such as
GRASS GIS (Neteler et al., 2012). Its R implementation depends on the
stars package (Pebesma and Bivand, 2023), which enables the reading
and processing of spatiotemporal arrays and allows proxy objects with
lazy loading for larger rasters. Additionally, gdalcubes offers a set of
predefined formats to load various EO products as image collections
and convert them to regularized data cubes. Image collections can
also be built from STAC catalogs assets accessed via the rstac pack-
age (Simoes et al., 2021b), developed as part of the Brazil Data Cube
(BDC) project (Ferreira et al., 2020). A more comprehensive effort,
also stemming from the BDC project, is the sits package (Simoes et al.,
2021a), built on top of gdalcubes. sits has a tailored focus on satellite
image time series analysis using data-driven techniques. It allows to
build data cubes from various cloud-based providers of EO images and
train machine and deep learning models on them with support for
parallel processing and chunking along the spatial dimension. While
most of the listed approaches offer a specific solution for data cube cre-
ation, only some offer end-to-end frameworks that allow to realize a full
processing pipeline with the final aim of producing tailored information
from EO data. The framework proposed by us supports end-to-end EO
analysis with a specific focus on semantic querying and knowledge
integration. The essence and relevance of semantic, knowledge-based
querying for remote sensing-based image understanding is detailed
further in Section 2.2.

2.2. Remote sensing based image understanding

The general vision process based on remote sensing data amounts
to reconstructing a semantic 4D scene reality from sub-symbolic 2D
image data (Matsuyama and Hwang, 1990). This makes it an inher-
ently ill-posed problem. The following describes how semantic and
knowledge-based systems, which are forming the basis for the analysis
backbone of our on-demand EO cubes, deal with this complex task.

2.2.1. Semantic systems

Semantics, as the study of meaning, deals with the relation be-
tween physical world phenomena, mental concepts, and the expressions
used to interconnect both. Enabling machines to be capable of han-
dling semantics is fundamental for any advanced human-machine or
machine-machine interaction, and not specific to the EO domain, as
exemplified by the semantic web (Berners-Lee et al., 2001). A central
feature of semantically-enabled systems is that beyond data itself,
information as interpretations of data can be accessed and handled.
In the EO context, semantic data cubes thus refer to systems that
leverage interpretations of EO images, where for each spatiotemporal
observation at least one interpretation is available (Augustin et al.,
2019). Those interpretations are effectively mapping numerical sensory
data to stable concepts. Semi-symbolic spectral categorizations as pro-
posed by Baraldi (2011), for example, provide low level interpretations.
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They allow an initial characterization of the data, e.g. by splitting the
continuous multispectral reflectance space into a discrete set of physi-
cally meaningful categories, but they do not represent physical world
entities. In contrast, high level interpretations are given by concepts
that adhere to existing ontologies describing physical world entities
such as land cover classes according to the FAO LCCS (Di Gregorio
et al.,, 2016). The common property of both types of interpretations
is that they represent semantic enrichments transforming continuous,
numeric data into interpretable categorical data, which essentially lifts
elements from the lower data level to the next level of the data-
information-knowledge-wisdom hierarchy (Rowley, 2007). Since the
essence of image analysis and understanding is to transform data into
information, most computer vision tasks including EO analyses are
inherently dealing with questions of semantics.

2.2.2. Knowledge-based systems

Knowledge is a vague concept, but commonly referred to as struc-
tured, contextualized, and synthesized information (Rowley, 2007).
Relevant for computational systems, knowledge enables to translate
information into instructions, thereby allowing the guidance of sys-
tems (Ackoff, 1989). For the purposes of an image understanding
system, various types of knowledge are required. Those include generic
knowledge on problem solving and image understanding, remote sens-
ing domain specific knowledge to achieve a meaningful mapping be-
tween numeric and symbolic representations, and knowledge on user
interfaces to allow interaction with humans as knowledgeable, intel-
ligent system users (Crevier and Lepage, 1997). There is a variety
of knowledge representation techniques dealing with how knowledge
is embedded and represented in systems. In the field of image un-
derstanding, those representation techniques are essentially aiming to
transform data into information, i.e. to gain actionable insights from
data. Baltsavias (2004) presents an overview of knowledge representa-
tions that are commonly used in the domain of remote sensing-based
image understanding. They belong to the realm of more established,
old-school artificial intelligence systems.

More recently, the field of image understanding has been supple-
mented and in large parts dominated by the suite of machine and
deep learning techniques (Mountrakis et al., 2011; Belgiu and Dragut,
2016; Zhu et al., 2017; Hoeser and Kuenzer, 2020; Hoeser et al.,
2020). While the design of these techniques and their selection for a
specific task certainly involve knowledge, the actual reasoning process
itself is carried out in an inductive, data-driven way. In the classical
supervised paradigm, machine and deep learning techniques are essen-
tially statistical models learning from examples. Baraldi and Boschetti
(2012) and Baraldi et al. (2023) argue that these models are not only
poorly based on correlation instead of causation, but that the image
understanding process with these models remains ill-posed, because
external input is required for the scene reconstruction. They emphasize
the need for a-priori knowledge to make the vision problem better
conditioned for solution. While data-driven models can be adapted by
incorporating a-priori knowledge, one can argue that knowledge-based
systems operating in a deductive manner remain a valuable comple-
mentary approach to tackle image understanding. Arvor et al. (2021)
promote knowledge-based approaches focusing on their advantage to
explicitly deal with symbolic information and its organization. Craglia
and Nativi (2018) emphasize that specifically in the big data era
with the prevalence of data-driven inferences, a focus on transparent
modeling and exchange of domain knowledge is needed to increase
the trust in inferences made on big data. Scheider et al. (2017) focus
on the relevance of integrating existing knowledge into analyses for
reproducible generation of information and further knowledge instead
of pursuing knowledge acquisition in a purely data-driven manner.
This coincides with a broader epistomological belief that despite the
prevalence of data-driven approaches, the synergy of deductive and
inductive approaches is required to drive information derivation and
knowledge acquisition (Mazzocchi, 2015).
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With our system design, we are referring to expert systems (Good-
enough et al., 1987; Laurini and Thompson, 1992; Matsuyama, 1993),
which are representing the knowledge of a human expert in a declar-
ative manner. Declarative knowledge (‘“knowledge-that”) refers to fac-
tual information regarding physical world entities and their properties,
and is often contrasted with practical knowledge (‘“knowledge-how”)
and knowledge by acquaintance (‘“knowledge-of”). Declarative knowl-
edge can be represented explicitly, e.g. as symbolic data embedded in
logical production rules such as “if-then” constructs. Importantly, the
knowledge is independent from the procedural process of reasoning and
its usage is not tied to a single use case. In terms of system design,
this explains the typical decomposition of an expert system into two
parts: the knowledgebase as a collection of symbolic data and the
reasoning engine as the task-solving program that infers information by
leveraging the knowledgebase within a specific reasoning process. The
separation of knowledge from reasoning fosters modularity and enables
knowledge sharing.

2.2.3. Synthesis: Semantic, knowledge-based systems

Given the descriptions on semantically-enabled and knowledge-
based systems, one may ask to what extent both approaches can be
seen independent of each other. Are all semantically-enabled systems
inevitably knowledge-based systems and vice versa? Semantic enrich-
ments are not exclusively generated by knowledge-based methods but
can also be produced by data-driven methods (Baraldi and Boschetti,
2012). Semantically-enabled systems can be used within knowledge-
based expert systems but can also be described on their own (Augustin
et al., 2019). Knowledge-based systems aiming at image understand-
ing are always concerned with semantics but not necessarily in an
explicit manner. The degree of formalization of shared conceptualiza-
tions known as ontologies can be low in common rule-based modeling
approaches that leverage symbolic knowledge implicitly (Arvor et al.,
2019). Furthermore, knowledge-based systems do not per se target the
inclusion of semantically enriched information in their reasoning pro-
cesses. Therefore, semantic and knowledge-based systems are neither
synonymous nor dependent on each other, but can indeed be used in a
complementary, synergistic manner.

As a foundational work for the design of a corresponding semantic,
knowledge-based image understanding system, we refer to the Austrian
semantic data cube (Sudmanns et al., 2021). Following the design of
an expert-based system, semantic models from the knowledgebase are
processed by an inference engine against the factbase containing image
data. Following the idea of semantically-enabled systems, the factbase
stores additional semantically enriched information layers, and the
inference engine allows to create and execute semantic models that are
targeted to processing such categorical data. The way knowledge can
be represented and embedded in semantic models is formalized via a
semantic querying language, semantique, as described by Van Der Meer
et al. (2022). Similar to Sudmanns et al. (2021), with our proposed
gsemantique package, we built on top of this querying language to ex-
tend it towards an operational image understanding system. In contrast
to Sudmanns et al. (2021) and according to Section 2.1, our system
focuses on the creation of on-demand cubes in an ad-hoc fashion. To
further illustrate the relationship between the existing systems in the
field of semantic, knowledge-based image understanding, the reader is
referred to Fig. 1.

3. System requirements & architecture
3.1. Design goals

We define the following design goals for our data cube framework.
The goals are framed as user’s requirements reflecting the specific

expectations of users interacting with an on-demand data cube system
that aims to support ad-hoc EO analyses and image understanding.
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(A) Data Access

(A.1) Coverage: Users can query data world-wide for any spa-
tial or temporal extent of interest having a range of
predefined data sets at hand

Extensibility: Users can easily index new data sets to
integrate them in their analyses

Persistence: Data for generating the data cube can be
persisted locally or in the cloud to enable inspection of
input data, ensure reproducibility of analyses, and speed
up the calculations in case of repeated execution of sim-
ilar analyses by moving the data location closer to the
computing infrastructure

(A.2)

(A.3)

(B) Analysis

(B.1) Basic support: Provision of a standard set of spatial and
temporal data cube operations

(B.2) Semantic support: Modeling image semantics including. . .

model formulation from a semantic point of view and
automated translation into procedural data cube oper-
ations

possibilities for custom modeling of entities of interest
support for categorical data operations to interact with
semantically enriched data

(B.3) Expert knowledge support: Means to represent expert
knowledge in a model

Customization: Possibility to define analysis workflows
including user-defined functions

Visualization, Communication, Exchange: Automated ex-
port and visualization of models to exchange with other
domain experts and communicate models

(B.4)

(B.5)

(C) Processing

(C.1) Scalability: Support for analyses with spatiotemporal ex-
tents up to mesoscale dimensionality

(C.2) Efficiency: Fast data access and processing, minimization
of redundancies in data loading, and exploitations of
available processing resources

(C.3) Abstraction of complexity: Automated model execution
requiring minimal user interaction

(D) General software requirements

(D.1) Portability: Executability on local devices as well as
cloud-based platforms

(D.2) Usability: Simple client-side installations via package
managers; usability via common Python programming
language enabling big EO analysis in a few lines of code

3.2. Implementation

To implement these requirements, we extended the existing seman-
tic querying language semantique (Van Der Meer et al., 2022) and built
a new package, gsemantique, on top of it. In terms of functionality,
semantique represents the general modeling framework and inference
engine responsible for the core analysis support (requirements (B)). gse-
mantique represents a wrapper around semantique to ensure data access
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pd.Timestamp(t_end)

4 :Zc:dses(ljb;::zo(:g:xszg:g,:i:)kms required, no infrastructure advantages ¥ flexibility (analyses anywhere on Earth)
¢ full semantic capabilities (comprehensive semantic enrichment from user’s ¥ extensibility (analyses with any STAC-indexed raster data set)

of all Sentinel-2 imagery)

point of view

v customisability (leveraging user-defined functions)

Fig. 1. Relationship of our work to other semantic, knowledge-based EO analysis systems.
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Fig. 2. Implementation of our on-demand EO cube architecture with package structure and main classes.

(requirements (A)) and efficient processing at scale (requirements (C)).
Both packages are lightweight Python libraries fulfilling the general
software properties as formulated in requirements (D). From a technical
point of view, the core structure of both packages and their relationship
is depicted in Fig. 2. Note that for gsemantique all classes are shown,
whereas for semantique only a selection of relevant classes is shown to
keep the figure clear and concise. The precise translation of the first
three groups of requirements (A)-(C) into architectural design choices
as shown in Fig. 2 is described subsequently.
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In terms of data access (A.1-A.3), STAC is used as a widely ac-
cepted metadata standard to manage data description and retrieval in
a consistent manner. The STACCube class implemented in semantique
allows to create data cubes based on item collections as results of
STAC metadata searches. The metadata searches themselves are en-
capsulated in the Finder. To search for STAC items, catalog endpoints
and collection names need to be given. These are organized together
with other metadata as data set objects added to a DatasetCatalog.
A predefined DatasetCatalog is stored within gsemantique (A.1). Cur-
rently, it covers references to a total of 13 data sets (collections) with
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Table 1
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Data sets with global coverage ready-to-use in gsemantique via predefined data set objects and layout file. This list can be extended with any STAC-indexed data set.

Data set information

Data layer information

Temporal information

STAC collection STAC Category # Layers Non-Semantic ones Semantic ones Extent Frequency
catalog
sentinel-1-rtc [A] SAR 4 Amplitude in four - 2014 (Oct) - Sub-daily
polarizations today
sentinel-1-global- [B] SAR 17 6-, 12-, 18-, 24-, 36-, - 2020 Quarterly
coherence 48-day coherence in VV
and VH polarizations
sentinel-2-12a [A] Multispectral 13 Twelve reflectance Scene Classification 2015 (June) — Sub-daily
bands Map (SCM) today
sentinel-2-12a [C] Multispectral 13 Twelve reflectance SCM 2015 (June) — Sub-daily
bands today
landsat-c2-12 [A] Multispectral 10 Nine reflectance bands Quality assessment 1982 (Aug) - Sub-daily
band today
esa-worldcover [A] Landcover 1 - 10-class LULC layer 2020-2021 Yearly
io-lulc-annual-v02 [A] Landcover 1 - 9-class LULC layer 2017-2023 Yearly
nasadem [A] DEM 1 Elevation layer - 2000 Static
cop-dem-glo-30 [A] DSM 1 Elevation layer - 2010-2015 Static
modis-64A1-061 [A] Fire Detection 3 Ordinal burn date, burn Quality assessment 2000 (Nov) — Monthly
date uncertainty band today
modis-14A2-061 [A] Fire Detection 2 - Categorization of fire 2000 (Feb) — Monthly
confidence, quality today
assessment band
jre-gsw [A] Hydrogeography 4 Water frequency, Binary water existence, 1984-2020 Annual
frequency changes categorical changes in
surface water status
glo-30-hand [B] Hydrogeography 1 Height above nearest - 2010-2015 Static

drainage layer

[A] https://planetarycomputer.microsoft.com/api/stac/v1, [B] https://stac.asf.alaska.edu, [C] https://earth-search.aws.element84.com/v1

more than 70 individual bands (assets) as shown in Table 1. Using
predefined methods to add new data sets, the DatasetCatalog can be
extended flexibly to include any data set for which a STAC catalog
endpoint and collection name can be specified (A.2). This is not limited
to dynamic STAC catalogs but also includes static ones. Users can
therefore address a wide range of additional, publicly available data
sets (https://stacindex.org) as well as local ones as long as STAC-
conformant metadata is available. Importantly, gsemantique has another
object containing data set information, which is the layout json file that
is used to initialize the STACCube. This layout file contains metadata
not on the data set level but the individual data layers (i.e. the assets).
It is relevant to guide data fetching since it defines data types, value
ranges and missing data values. Together, the predefined DatasetCatalog
and layout file structure the variable parts of EO data and define which
data is accessible for subsequent data cube construction. Finally, stor-
age and persistence functionality for the input data is realized via the
Downloader (A.3). It leverages a library for asynchronous, non-blocking
I/O tasks to efficiently manage the high-concurrency operation of
fetching data for the metadata search results as obtained by the Finder,
and transfer it to a specified location. The data is automatically STAC-
indexed by building a static STAC catalog and collection for seamless
integration in further analyses including data cube construction.
Regarding analysis support (B.1-B.5), semantique (Van Der Meer
et al., 2022) already provided a strong basis for standard data cube op-
erations (e.g. aggregation via reduce-through-space/time) (B.1), model-
ing semantic concepts (B.2), and representing expert knowledge (B.3).
These core components of the modeling are implemented using cor-
responding predefined structures (mapping and recipe) as described
in Van Der Meer et al. (2022) and again briefly outlined in Section 4.
The set of predefined modeling functions, which can be used within
these structures, can be flexibly extended by user-defined functions.
This is ensured by corresponding interface functions that enable the
integration of any standard Python code (B.4). Extensions of this ex-
isting functionality mainly concern two points: The first one targets
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effective communication and exchange about analysis workflows by
adding visualization options to represent semantic models graphically
(B.5). Following Sudmanns et al. (2021), we rely on the JavaScript
library Blockly (Google, 2024) with custom definitions of visual blocks
for corresponding representations. The second extension of semantique,
covers the increased complexity of translating semantic models into
procedural code for on-demand cubes. The difficulty here is that the
user defines a semantic model (e.g. using entities such as clouds),
while the implementation requires to resolve the underlying data layer
references (e.g. SCM of S-2) along with their queried spatiotemporal
extent. Indeed, semantic querying on static, persistent data cubes such
as ODC instances also requires this translation into numerical code.
However, unlike their more comprehensive counterparts, on-demand
cubes lack the underlying native capabilities for efficient retrieval of
data, e.g. via data base indexing. This problem is exacerbated by the
fact that the user can query data from the comprehensive totality of all
EO data worldwide and the data are not necessarily stored on high-
performance infrastructures with low retrieval latencies. A feasible
implementation of semantic, on-demand data cubes therefore requires
the metadata for constructing the data cubes to be narrowed down as
far as possible in advance in order to speed up the subsequent actual
data retrieval. This task is carried out by FakeProcessor and FilterPro-
cessor objects. FakeProcessor instances resolve all semantic concepts in
a model into data layer references prior the actual model evaluation.
FilterProcessor instances evaluate the required temporal extents for
which the referenced data must be loaded according to the model. If
a model contains temporal filter operations for individual data layers,
these are resolved using FilterProcessor before the actual data fetching.
FakeProcessor and FilterProcessor together enable the user to perform
modeling completely at the semantic level while ensuring an efficient
translation into numerical code.

Finally, processing requirements concerning scalability and effi-
ciency with abstracted complexity (C.1-C.3) are implemented in gse-
mantique via the TileHandler and TileHandlerParallel. Enabling scalabil-
ity in a hardware-independent way, i.e. not relying on vertical scaling,


https://planetarycomputer.microsoft.com/api/stac/v1
https://stac.asf.alaska.edu
https://earth-search.aws.element84.com/v1
https://stacindex.org

F. Krober et al.

ISPRS Journal of Photogrammetry and Remote Sensing 228 (2025) 552-565

@ add additional/ @ download;ﬁ'; optional
own datasets data & elements
@ intialise dataset @ search for @ evaluate recipe zﬂl
catalog metadata in tiled manner &
00O VO G VO i > core
! : 5 workflow
define define define spatio- instantiate legend
mapping recipe temporal extent datacube p HEEsEERESES :
data-intense
! |
semantique processes
o o I §88d backed by I
visualise @ visualise optional | et U
mapping recipe elements | % Y |

multiprocessing
e

Fig. 3. Generalized end-to-end EO analysis workflow using gsemantique.

is realized by tiling the overall data cube into smaller chunks to run
the code sequentially on them with a final merger of the chunked
results (C.1). This is implemented by the TileHandler class. It analyses
the recipe for operations executed on the spatial and/or temporal
dimension and chooses the remaining one as a chunking dimension. A
preview is calculated containing information on the number of chunks
to be processed and the expected size of the output. Instead of sequen-
tial processing of the chunks, parallelization via multicore processing is
possible using the TileHandlerParallel class (C.2). In both cases, the data
for each chunk is cached using an instance of the Cache, ensuring that
multiple requests of the same data within a semantic model are handled
with an efficient one-time data fetching process (C.2). The chunked
results are finally merged as single outputs or optionally virtual rasters
in case of spatial outputs. Opting for virtual rasters enables storage-
efficient processing of non-rectangular areas of interest. The overall
processing complexity is abstracted from the user by full automation
of the split-apply-merge workflow based on reasonable default values,
e.g. for spatial and temporal chunk sizes (C.3).

4. System utilization

Using gsemantique to conduct EO analysis with on-demand data
cubes is a matter of a few lines of Python code. The general workflow
fundamental to any analysis is outlined in Fig. 3 and an example on
how to translate this into code for a specific analysis is demonstrated
in Fig. 4.

The seven stage workflow starts with the initialization of the Dataset-
Catalog. Usually, this amounts to reading the metadata for all pre-
defined data sets as listed in Table 1. However, if a user wants to
add custom data sets to be employed in the following analysis, the
DatasetCatalog can be instantiated based on any custom layout file
that extends the predefined data sets. The subsequent definition of the
analysis model, is split into two parts. First, the definition of a Mapping
as a collection of entities is carried out. The entities represent semantic
concepts defined by a set of properties. In the case shown in Fig. 4,
the entities are ‘valid observations‘ and ‘clouds‘, both being defined by
their corresponding classification according to the S-2 Level 2 A SCM.
More advanced cases, where the properties that define entities are not
immediately drawn from already existing classifications, are shown in
Section 5.2. Second, the definition of a Recipe as the application part
is required. The entities of interest are transformed via spatiotemporal
processing and other data cube operations to derive analysis results.
Both parts, Mapping and Recipe represent Python dictionaries, but can
be visualized in a graphical block structure (Fig. 7). The fourth stage
of the workflow requires the user to define the area and time frame
of interest to select the spatiotemporal extent for which the analysis
should be carried out. Given this selection and the data references as
encoded in the Mapping and Recipe, the user can query the metadata of
all EO files necessary to calculate the results. Optionally, the user can
query the raster data and download them, to persist the data on the
disc. The sixth stage is the instantiation of the STACCube, which takes
the previously acquired metadata with pointers to the data locations
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as an input. The creation of the data cube object itself does not load
any data. The same lazy-loading strategy applies to the instantiation
of the TileHandler in the final stage, where the general structure to
calculate results is set up based on the previously defined Mapping,
Recipe, STACCube, spatiotemporal extent. With a single call to execute
the processing, the TileHandler takes care of calculating the results
while abstracting the technical complexity of chunking the data cube
with sizes that fit into the main memory during processing. If desired,
the user can decide to tune the default chunk sizes along the spatial
or temporal dimension by specifying them as arguments upon the
instantiation of the TileHandler object.

5. Demonstration

The following application cases demonstrate the strength and flexi-
bility of the on-demand data cube approach for semantic, knowledge-
based querying of EO data. A summary of the use cases and their
specific objectives is provided in Table 2.

5.1. Application I — cloud-free scenes

Frequently, clouds are obscuring the Earth’s surface, complicat-
ing analyses based on optical remote sensing. Large parts of Europe,
western North America, and areas within the equatorial low-pressure
trough are characterized by cloud frequencies greater than 50% (Wilson
and Jetz, 2016). Spatial information about the frequencies of cloud-
free observations for a given satellite can be leveraged to anticipate
possible complications in applying models in areas with few available
cloud-free scenes, or to select areas rich of cloud-free observations
as promising study areas. A corresponding evaluation on the avail-
ability of cloud-free scenes for S-2 is presented by Sudmanns et al.
(2020a), for example. However, this analysis is based on scene-wide
metadata on cloud coverage. With semantically enriched data, where
label information on the existence of clouds is available at the pixel
level, such analyses can be carried out with increased spatial preci-
sion. Beyond semantically enriched data availability, the prerequisites
encompass a modeling framework that supports the construction of
semantic queries. Furthermore, a processing engine allowing efficient
and scalable computations is required since aggregating cloud-free ob-
servations over time on the pixel level is a resource- and data-intensive
process (Table 2). Finally, the task is well-suited to be solved via on-
demand data cubes as users may want to retrieve cloud-coverage data
once to select their study area of interest without the need for extensive
area-wide computations justifying the effort to setup a persistent, more
comprehensive data cube framework. As shown in Fig. 4, conducting
such analyses is a relatively simple task using gsemantique. Applying the
script in a slightly modified version on a continental scale leads to the
results as depicted in Fig. 5.

Conclusions that can be drawn based on Fig. 5 about the availability
of cloud-free observations include spatially precise details, e.g. on the
recording geometry of S-2 data in strips as well as topographical effects
such as orographic cloud formation. It should be noted that, on a
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# general imports

import geopandas as gpd
import json

import os

import pandas as pd
import semantique as sq
import gsemantique as gsq

# step 1: load data catalog
ds_catalog = gsq.DatasetCatalog()

ds_catalog.load ()

# step 2: defi apping

# i.e. relationship

mapping = sq.mapping.Semantique ()

mapping ["entity"] = {}

mapping["entity"]["valid"] = {
"class": (

semantic concepts <-> numeric wvalues

sq.layer ("Planetary", "classification", "scl")
.evaluate("not_equal", 0)
)
}
mapping["entity"]["cloud"] = {
"class": (
sq.layer ("Planetary", "classification", "scl")
.evaluate("in", [8, 9, 10])
)
}
# step 3: defi
# 1.e. proce [ } emantic concepts
recipe = sq.QueryRecipe ()

recipe["cloudless_count"] = (
sq.entity("valid")
.filter(sq.entity("cloud").evaluate("not"))
.reduce("count", "time")

r
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> # s fine

def

> 4
epsg = 3035 # c t CRS)
res = 500 # res ion in CRS units

t_start, t_end = ’2022-01-01’, ’2023-01-01"

time = sq.TemporalExtent (

pd.Timestamp (t_start),

pd.Timestamp (t_end)
)
aoi = gpd.read_file("polygon.geojson").to_crs(4326)
space = sq.SpatialExtent (aoi)
# step 5: metadata
fdr = gsq.Finder (

ds_catalog,

t_start,

t_end,

aoi

search for

)

fdr.search_auto(recipe, mapping)

# step 6: tantiate datacube
with open(gsq.LAYOUT_PATH, "r") as file:
dc = sq.datacube.STACCube (
json.load(file),
src = fdr.item_coll

in

)

# step 7: e
# cr
context = dict(
recipe = recipe,
datacube = dc,
mapping = mapping,
space = space,
time = time,
spatial_resolution =
crs = epsg

aluate recipe
e

eate eHandler

[-res, res],

)
th = gsq.TileHandlerParallel(n_procs =
th.execute ()

**context)

12,

Fig. 4. Code example for end-to-end EO analysis workflow using gsemantique.

Table 2
Summary of use cases realized via gsemantique.

Use case description Analysis extent

Processed input data®

Design rationale & aim

Main focus Subpart Space Time Number of scenes Download volume
Cloud-free Evaluate Europe (excl. 2021-2023 S-2: 872,541 S-2: 1128.75GB
scenes number of French
cloud-free overseas « Highlight the benefits of basic semantic
observations territories), querying capabilities in an EO data cube
through time 5.837.000 km? framework
Create monthly Lower 2022 S-2: 1475 S-2: 773.89 GB + Showease scalability possibilities and limits
cloud-free Austria,
composites 19.200 km?
Forest Analyze Lake Irrsee at 2020-2023 ESA Worldcover: 1 ESA Worldcover: 84.8 MB « Demonstrate possibilities for semantic
disturbances magnitude and the border DEM: 1 DEM: 18.7MB modeling beyond using predefined entities by
persistence of between S-1: 8 S-1: 147MB defining own entities using multimodal queries
forest Salzburg and S-2: 564 S-2: 945MB « Showcase flexibility to define and compare
disturbances Lower different models based on different data sets &
Austria, modeling assumptions
78.5km?

2 The number of scenes and the download volume both depend on the native format of the data. The number of scenes is calculated as the sum of the unique files
(e.g. for S-2, the sum of the unique product URIs), while the download volume includes the size of all bands that are actually processed (e.g. for S-2, the SCM for the

cloud statistics, and the R,G,B & NIR bands for the cloud composites).

consumer-grade infrastructure, the calculations for Fig. 5 can only be
created on a monthly basis and aggregated post-hoc annually due to
the northern areas with multiple overlapping orbits causing a high
dimensionality of the chunks with more than a thousand observations
in the temporal domain. For local calculation on consumer-grade in-
frastructure, the analysis for a single month takes several hours, as
large amounts of data (Table 2) have to be transferred and processed.
Efficiency gains can be realized by deploying gsemantique on well-
equipped cloud infrastructures close to the data servers. A detailed
comparison of total model execution times under varying cloud server
configurations can be found in the supplementary material of this
article.

Beyond the calculation of cloud coverage statistics, the usability of
cloud cover information also concerns filtering data with high cloud
coverage as a pre-processing step in many EO processing workflows. A
common technique is the creation of cloud-free composites as a higher
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level, analysis ready data product for subsequent processing. Creating
such composites via semantic querying involves the pixel-based ex-
clusion of all cloudy observations, conducting a temporal aggregation
of reflectances for all observations that are flagged as non-cloudy.
Using the SCM accompanying S-2 Level 2 A data for the definition
of cloud entities, exemplary results for this simple semantic approach
are shown in Fig. 6 (proposed approach). This can be contrasted
with the non-semantic median composite as an alternative approach.
This compositing technique is based on statistical assumptions on how
clouds can be filtered indirectly, namely that the median reflectance of
an entire time series is likely to represent cloud-free conditions (Fig. 6,
baseline a). If scene-wide metadata on cloud-coverage is available, it
can be used to further enhance the applicability and robustness of the
median compositing by pre-filtering scenes with low cloud coverage,
building the median only among those pre-filtered scenes (Fig. 6,
baseline b).
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cloudfree share (%)

Fig. 5. Availability of S-2 observations over Europe for the years 2021-2023. The proportion of cloud-free observations shown on the right represents the ratio between the middle

and left subfigure.
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Fig. 6. Cloud-free composites using semantic and non-semantic median compositing. The upper subfigures indicate the number of observations available for composite formation.
For a detailed description of the compositing techniques themselves (lower subfigures), refer to the explanations in Section 5.1.

As evident from the true color RGB visualizations for a selection
of six out of twelve monthly composites, the semantic approach leads
to superior results in terms of a consistent exclusion of clouds on a
pixel-level. Under very cloudy conditions, the non-semantic median
composite is natively incapable of selecting cloud-free observations.
Pre-filtering the scenes reduces the number of available observations,
possibly leading to a complete lack of observations for a given month.
The observation is neither surprising nor is the applied semantic com-
positing technique novel. The point here is that the example clearly
illustrates the effectiveness and relevance of a knowledge-based query-
ing framework capable of exploiting the full amount of semantically
enriched observations in a spatiotemporal data cube.

5.2. Application II — forest disturbances

Assessing the status of forests via remote sensing is a common
research and application field with partially overlapping branches of
investigating forest degradation (Hirschmugl et al., 2017; Gao et al.,
2020), forest disturbance (Frolking et al., 2009; Hirschmugl et al.,
2017; Paulino et al., 2024) and forest health (Lausch et al., 2016, 2017).
With our use case, we follow Paulino et al. (2024) in a defining forest
disturbances as natural or anthropogenic events resulting in forest
changes that are identifiable by means of EO.

The task of forest disturbance mapping has three distinct aspects
that makes it well-suited to be tackled with our framework: Firstly,
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forest disturbances are inherently process-based, i.e. they are charac-
terized by a temporal change in the forest’s status. A data cube-based
approach is therefore well positioned, as it allows to query every
single observation through time. Secondly, the task is characterized
by terminological complications with the existence of slightly different
definitions of the phenomenon to be modeled. Remote sensing experts
thus need to make their specific modeling assumptions explicit and
transparent to enable meaningful exchange with others. The definition
issues together with difficulties in acquiring ground truth data also
cause a lacking availability of homogeneous label data sets imped-
ing data-driven ways to solve the task. A semantic, knowledge-based
modeling approach that allows to create a set of human-readable
models based on different modeling assumptions is therefore a viable
alternative. The third and final aspect of forest disturbance modeling
is that neither the entity of interest, i.e. the forest, nor the process,
i.e. the forest’s change, are straightforward to be modeled. The entity
and process of interest can be characterized by more than one property,
which may require multimodal data usage to combine sensory informa-
tion. Our framework provides explicit means to connect physical world
and numerical views by mapping multiple properties of an entity in the
semantic domain to features of the object in the image domain, lever-
aging a diverse set of predefined data sets for feature definition. For
demonstration purposes, we generate a model suite with a total of four
models based on two entity definitions of forest in an undisturbed state
crossed with two process definitions that model potential disturbances
(Fig. 7).

The entity definitions showcase two possibilities to calculate the
extent of forests either in a data-driven or knowledge-driven manner.
For the former, we simply equate forests with the tree cover class of
ESA Worldcover (Zanaga et al., 2021), which has been generated via
a gradient boosting decision tree applied to multimodal data. For the
expert-knowledge-based definition, we create a set of forest properties
with a corresponding mapping to numerical representations by relying
on our own knowledge but also insights of former remote sensing
studies on forests. We assume forests to be characterized by temporal
stability translated to low radar coherence (Jacob et al., 2020; Nikaein
et al., 2021; Borlaf-Mena et al., 2021), complex structure translated to
a low-to-medium radar backscatter intensity (Dostalova et al., 2018;
Nikaein et al., 2021; Borlaf-Mena et al., 2021) and an altitude below
the tree line translated to an elevation below a thresholded elevation
level (Hagedorn et al., 2006).

The two process definitions showcase how different modeling as-
sumptions regarding the phenomenon of interest can be integrated.
Both process definitions are based on the annual proportion of vege-
tation counts as given by the S-2 SCM, which is taken as a simplified
proxy for forest vitality in a given year. Starting with the vegetation
proportion statistics representative of the undisturbed forest state in the
first year (Fig. 7, status original), a comparison with the vegetation pro-
portion statistics for the following years (Fig. 7, status post) is carried
out. Vegetation proportion decreases beyond a certain threshold are
counted as relevant changes, which are then used to define disturbance
magnitude and persistence as two exemplary custom properties of inter-
est. The two process definitions differ in their threshold values as well
as reducer functions used to calculate magnitude and persistence. The
reducer function for persistence, for example, is either counting every
year in which the threshold has been exceeded (Fig. 7, sensitive model),
or only the amount of consecutive years with vegetation decreases
larger than the threshold (Fig. 7, robust model).

The results of applying the models to a forested area close to Irrsee,
Austria, analyzing forest disturbances in a four-year period are shown
in Fig. 8. For the forest extent delineation, it is evident that both
entity definitions correctly identify the central large forest areas as
such. However, the ESA Worldcover definition additionally includes
many smaller areas as fine-grained forest patches, which roots back
to the fact that the class definition used actually identifies trees on a
pixel-basis rather than larger spatially contiguous forest patches. The
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knowledge-based definition has a stronger tendency to spatial gener-
alization given its foundation of Sentinel-1 coherence and backscatter
data with coarser spatial resolution. The comparison of the model
results thus reflects the different modeling assumptions made, which
could now be used in an iterative process to refine the models. Given
the semantic and visualizable design of the models, domain experts can
be easily integrated in this discussion and adjustments of models. The
ease to create and compare multiple models based on different data
sources and methods offers further potential to estimate the degree of
uncertainties in the final results, while leveraging the unified suite of
models as an ensemble model with increased robustness. This not only
applies to the entity definitions but equally to the process definitions
with the results of forest disturbance magnitude and persistence.

It is worth emphasizing that the focus of this application example
is not to create an optimal model achieving state-of-the art results in
competition with other, more elaborated study designs. Intentionally, a
conceptually rather simple model design was chosen to focus on high-
lighting the conceptual advantages brought by our data cube approach
in facilitating semantic, knowledge-based analysis in line with the goals
defined in Table 2. In terms of accuracy, the only aim is to showcase
that our models lead to reasonably realistic results. This is given for
both, forest extent delineation and disturbance assessments, as can
be confirmed visually by comparing the modeling results in Fig. 8 to
the true-color RGB timeseries visualizations. Moreover, the results are
largely in line with data obtained from the European Forest Disturbance
Atlas (Viana-Soto and Senf, 2025), providing further evidence for the
basic reasonability of our model. The model can be easily refined and
adapted to a specific target application for flexible use anywhere in the
world.

6. Limitations & outlook

In terms of software implementation, further improvements con-
cerning aspects of scalability are envisioned. Currently, features of
parallelization and scheduling are performed on a chunk level with
uniform chunk dimensionality as described in Section 3.2. This rigid
tiling scheme with parallelization achieved on a high-level works but
can be improved to achieve higher efficiency. Data of neighboring
chunks are likely to be loaded multiple times as the tiling schema is
not optimized with regard to the spatiotemporal extents of the native
files. Caching, currently realized only within chunks but not across
chunks could offer potential to mitigate redundancy in querying data.
Still, sequentialization or parallelization of processing on a chunk level,
where the execution of full models for a given chunk is considered the
smallest unit, remains sub-optimal for at least two reasons. Firstly, this
approach is inherently limited when a model involves both spatial and
temporal operations that make model-wide chunking along the space
or time axis impossible. Secondly, parallelization at the lower level of
the individual functions within a model enables a better, more even
utilization of the processing resources. To this end, we consider the
integration of the Dask framework (Dask Development Team, 2016) as
a promising way to improve the current implementation by relying on
an established standard for the efficient parallelization of array-based
processing. Prioritizing user-friendliness, we currently do not use Dask
in our framework. The flexible creation of complex models requires a
thorough understanding of task graph optimization on the user’s side in
order to exploit potential efficiency benefits of the full task scheduling
provided by Dask.

A second point on extending software functionality refers to
stronger support for multimodal data fusion. As of today, gsemantique
offers predefined data set connections and means to integrate differ-
ent data sets during the modeling process. The currently prevailing
way of integrating multimodal data sets is to map different sensory
information to properties of entities as demonstrated in Fig. 7. This
data integration approach is primarily relevant for data sets derived
from a heterogeneous set of sensors acquiring different information
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about the entities of interest. For more homogeneous data sets, such as
S-2 and Landsat with a large degree of overlapping bands, additional
support for unifying data to model the same entity property would be
beneficial. Corresponding automated routines for data harmonization
are, for example, provided by Frantz (2019).

As a final point regarding software improvements, we would like
to foster the better integration of data-driven and knowledge-based
workflows. Demonstrated in Section 5.2, gsemantique allows to leverage
data-driven modeling by integrating data layers as input, which in
turn have been produced using machine learning. Furthermore, one
can leverage user-defined functions to integrate machine learning or
other data-driven elements during the model definition. Therefore,
while our framework provides strong support for knowledge-based
analysis, it does not exclude data-driven modeling. Still, the explicit
integration of both domains could be improved in a way that machine
and deep learning practitioners could seamlessly integrate data cubes
prepared in a knowledge-based manner into their workflows and vice
versa. Corresponding developments could be seen as complementary
to the directions already indicated elsewhere with regard to improving
data-driven modeling in EO cubes (Montero et al., 2024b).

Looking ahead on the more application-related future works, there
are several interesting directions in the context of which our new
framework could be explored. One of these concerns the question
of analyzing synergies between multimodal data usage and semantic,
knowledge-based modeling. With mono-modal data, only a narrow set
of the properties of physical world entities can be modeled, which
is different if multimodal data is available. Suggested by Bahmanyar
et al. (2015), increasing the diversity of data sets in analyses could
help to close the semantic gap as the difference between the users
and the computers view on a given entity. Using gsemantique, one can
model multiple different perspectives on the same entity, drawing on a
variety of data sets and their possible combinations, in order to explore
corresponding hypotheses in greater detail. Linked to this, ideas for
further research designs include the analysis of uncertainty in model-
ing. In Section 5.2, we have indicated the potential for such analyses
using multiple definitions of the forest entity and the phenomenon of
forest disturbance. The possibility of integrating one’s own data into
the analysis in gsemantique allows for far-reaching comparisons to be
made as to how far modeling results depend on the data basis and the
combination of data in a model.

7. Conclusion

This work was motivated by the identified need for new frameworks
that mitigate the discrepancy between extensive data availability and
restricted possibilities of analyzing them to achieve big EO image
understanding. Reviewing the current state of the art, we noted that
the variety of existing frameworks do not cover the requirements
for ad-hoc, mesoscale analyses, which are commonly conducted in
practice. Whereas such analyses exceed standard resources in terms of
local hardware limitations for data processing, and require the shift
to modern data cube- and cloud-based processing paradigms, they are
not justifying the effort to set up complex persistent infrastructures.
Additionally, approaches supporting the actual analysis of data, i.e. the
modeling process that integrates different data sets to move from the
non-semantic data level to condensed information, are integrated in
existing data cube approaches insufficiently. The prevailing focus so
far has been on technical means of data access, possibly extended by
data-driven means of modeling. As a consequence of these deficiencies,
we extended an existing semantic querying language towards an on-
demand EO data cube system with end-to-end support for the whole
EO analysis workflow. We outlined the implementation of the proposed
system focusing on its main functionalities, which are pre-configured,
extensible access to a variety of EO data sets with global coverage,
strong analysis support through a framework for semantic, knowledge-
based image understanding, and processing support to scale analyses
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in space and time. Those properties have been demonstrated by two
application examples, both designed in a conceptually simple yet ef-
fective way to derive useful information from EO data in a few lines
of code. Our work thus makes a valuable contribution to foster the
structured transformation of data into condensed information with the
aims of enabling analytical insights, supporting decision-making and
generating further EO knowledge.
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