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Markov Chain Monte Carlo simulations of lattice Quantum Chromodynamics (QCD) are the only
known tool to investigate non-perturbatively the theory of the strong interaction and are required
to perform precision tests of the Standard Model of Particle Physics. As the Markov Chain is
a serial process, the sole option for improving the sampling rate is accelerating each individual
update step. Heterogeneous clusters of GPU-accelerated nodes offer large total memory bandwidth
which can be used to speed-up our application, openQxD-1.1, which is dominated by inversions
of the Dirac operator, a large sparse matrix. In this work we investigate offloading the inversion
to GPU using the lattice-QCD library QUDA, and our early results demonstrate a significant
potential speed-up in the time-to-solution for state-of-the-art problem sizes. Minimal extensions
to the existing QUDA library are required for our specific physics programme while greatly
enhancing the performance portability of our code and retaining the reliability and robustness of
existing applications in openQxD-1.1. Our new interface will enable us to utilize pre-exascale
infrastructure and reduce the systematic uncertainty in our physics predictions by incorporating

the effects of quantum electromagnetism (QED) in our simulations.
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1. Introduction

The growing adoption of GPU-accelerated supercomputing in major facilities, largely driven
by machine learning needs, presents new opportunities for using GPUs for lattice QCD codes. As
lattice simulations are constrained by memory bandwidth rather than floating point operations, the
high-memory throughput of GPUs is expected to result in a speed-up.

Our code, openQxD-1.1 [1], extends the widely used openQCD-1.6 package [2], which supports
the O (a)-improved Wilson fermion discretization (from now on, we will refer to these codebases
simply as openQxD and openQCD, respectively). openQxD extends openQCD by allowing the
simulation of QCD together with quantum electrodynamics (QED). This is accomplished through
the use of C* spatial boundary conditions [3]. The codebase is designed for efficient parallel
execution on CPU-based supercomputing architectures.

openQxD uses the Hybrid Monte Carlo algorithm for dynamical fermion lattice simulations,
where the most time-consuming task is the repeated inversion of a large sparse operator to solve the
Dirac equation. This Dirac operator, which connects nearest neighbor points on a 4D Euclidean
spacetime lattice, has indices for Dirac spin, color charge, and space-time. By porting the Dirac
solver to GPUs, the overall execution time of openQxD is expected to be significantly reduced.

Among the various possibilities for GPU-accelerating lattice QCD calculations, we choose to
interface openQxD with the QUDA library [4], which provides optimized algorithms for NVIDIA
and AMD GPUs, including an efficient iterative solver for the Dirac equation. We implement C*
boundary conditions and QED effects, as these are features that are particular to openQxD and do not
yet existin QUDA. In this way we combine openQxD’s comprehensive physics toolset with QUDA’s
GPU-accelerated operations, thus enhancing openQxD simulations with GPU performance.

The remainder of this paper is structured as follows: Section 2 introduces the openQxD code-
base, while Section 3 describes the QUDA library. Section 4 details the process of interfacing the
openQxD application with the QUDA library: it discusses the modifications to the memory layout of
lattice fields, the implementation of C* boundary conditions, and the extension of QUDA to handle
QCD+QED simulations. Section 5 includes benchmark tests of CPU and GPU implementations of
the solvers for the Dirac equation. Finally, Section 6 proposes future optimizations and summarizes
the achieved GPU acceleration.

2. openQCD

The openQxD code [1] is an extension of the state-of-the-art lattice QCD Markov Chain
Monte Carlo code openQCD [2, 5], which is written in the C89 standard with MPI parallelization
with proven strong-scalability to hundreds of CPU-based nodes and specific optimizations for x86
architectures. Due to the extensive suite of legacy applications based on openQCD, as well as its
renowned stability and reproducibility, our goal is to accelerate the code by offloading the solution
of a large linear system of equations Dy = 7, defined by the Dirac operator Dy,, to the device
using the QUDA library. The solution of this system for many right-hand sides is the most time
intensive kernel of the Monte Carlo algorithm, whose correctness can be checked a posteriori,
thereby allowing us to retain the functionality of existing applications while interfacing only a
minimal set of parameters.
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The problem which we wish to offload is defined by the right-hand side spinor 7, which may
be represented in different ways depending on conventions. These different conventions need to be
mapped into each other in the interface. Likewise, the couplings between the sites, which define the
Dirac operator, are parameterized by a set of so-called vector (or gauge) field variables U, for the
four directions p = 0, 1,2, 3, which need to be passed through the interface as well. Although these
fields are periodically updated along the Markov chain, in the measurement part of the workflow they
are kept fixed. Finally, it is convenient to precompute the site-local coupling called the clover-field
which is a function of the gauge-field variables. All these parameters are represented in openQCD
by arrays of structs of length of the local lattice volume.

The spinor field has indices (x, @, @) (a running fastest), where x = (xg, x1, x2,x3) is the lattice
index (a Euclidean 4-vector), a € {0, 1,2, 3} is the spinor index and a € {0, 1,2} is the color index.

The gauge field instead has indices (x,q4, U, a, b), Where x,44 is the lattice index (only odd
points, V1 /2 elements), u € {£0,+1,+2,+£3} is the direction of the gauge link (in positive as
well as negative direction, i.e., 8 possibilities) and a, b parameterize the row and column of the
SU(3)-valued gauge link (row-major). Thus openQxD stores the gauge links in all 8 directions at
odd lattice points in contrast with most other common conventions which store 4 gauge links in
positive directions for every lattice point.

Finally, the clover field has indices (x, +, i), where x is the lattice index, + € {+, —} denotes the
chirality (i.e. the upper (+) or lower (=) 6 X 6-block of the 12 x 12 clover matrix) and i € {0, ..., 35}
the 36 non-zero real numbers needed to parametrize a 6 X 6 Hermitian matrix.

In addition to these data structs, already defined in openQCD, the openQxD package — which
provides an extension to incorporate electromagnetic gauge fields — requires new functionality such
as C* boundary conditions and additional degrees of freedom: these are described in more detail
in Sections 4.2 and 4.3 and respectively.

3. QUDA

QUDA [4] is a library written in CUDA C++ that contains a suite of efficient kernels and
solvers to implement lattice QCD simulations (the current release version 1.1.0 complies with the
C++14 and 17 standards). It is thus natural that QCD fields are represented by objects, and the
pointers to the fields’ values are accessible via their objects.

A spinor field is represented by an instance of ColorSpinorField, a gauge field by Gauge-
Field and a clover field as CloverField, all of which inherit from the LatticeField class.
The different degrees of freedom are realised in the inheriting classes. The actual numbers are
accessible via a pointer whose accessor is called data().

QUDA is highly optimized to run on multiple GPUs, specifically on NVIDIA and AMD
hardware. In addition, it offers a multi-threading backend.

4. The interface

Linking openQxD against QUDA involves three major steps: 1) The memory layout of lattice
fields is a fundamental difference between the two applications. We implement an interface that
reorders the fields to agree with the different conventions. 2) QUDA does not support C* boundary
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conditions, so we implement them in the QUDA library. 3) QUDA does not support simulating
QCD+QED either. This feature involves modifying the Wilson-Dirac operator and the clover term.

4.1 Field reordering

In order to use QUDA’s functionality within openQxD, one has to build QUDA as a library,
include the main header file (quda.h) and link openQxD against it. As an example for a QUDA
function, we consider inversions of the Dirac operator, whose API call signature looks as follows:

void invertQuda(void *h_x, void *h_b, QudalInvertParam *param);

Here, h_x and h_b are void pointers pointing to the host spinor fields in openQxD order, i.e.
base pointers to arrays of spinor_dble structs. The QudaInvertParam struct parametrizes the
solver (see quda.h and Ref. [4] for details).

We implement the reordering in the following classes in QUDA [4]:

* OpenQCDOrder in include/gauge_field_order.h for the gauge field.
* OpenQCDDiracOrder in include/color_spinor_field_order.h for the spinor field.
¢ OpenQCDOrder in include/clover_field_order.h for the clover field.

All of the fields have the Euclidean space-time index in common, so we begin by discussing
the order of the lattice sites in the following section.

4.1.1 Space-time coordinates

Denoting the rank-local lattice extent in direction u = 0,1,2,3 by L, € N, we can write the
lattice coordinate as a 4-vector, x = (xo, X1, X2,x3), where x,, € {0,...,L, — 1}. openQxD puts
time coordinate first x = (z,x), which we refer to as (txyz)-convention. From that we can create a
lexicographical index

A(X, L) = L3LoLixo+ L3iLyxy + L3xy + x3. (1)

openQxD orders the indices in so called cache-blocks; a decomposition of the rank-local lattice into
equal blocks of extent B,, € N in direction p. Within a block, points are indexed lexicographically
A(b, B) as in Equation (1), but the L,, replaced by B,, and x replaced by the block local Euclidean
index b, such that b, = x, mod B, € {0,...,B, - 1}. Furthermore, the blocks themselves are
indexed lexicographically within the rank-local lattice decomposition into blocks, i.e. A(n, Np),
where we denote the number of blocks in direction u as Ng , = L, /B,,, and the Euclidean index
of the block as n, such that n,, = |x,/B,| € {0,...,Np; — 1}.

In addition, openQxD employs even-odd ordering, that is all even-parity lattice points (those
where the sum 2;31:0 x,, of the rank-local coordinate x is even) come first followed by all odd-parity
points.

Therefore, the total rank-local unique lattice index is

£= E (VBA(n, Ng) +A(b, B)) + P(x)%, )

where Vg = BB B B3 is the volume of a block, P(x) = %(1 — (=1)Zu*x) gives the parity of index
x, and b, n are related to x as described in the text above.



O(a)-improved QCD+QED Wilson Dirac operator on GPUs Roman Gruber

This is implemented in openQxD by the mapping array ipt, £ = ipt [A(x, L)]. Such mapping
arrays are not recommended on GPUs due to shared memory contentions and memory usage.
Instead, it is advisable to write a pure function f: x +— X that implements Equation (2) by
calculating the index on the fly such that the compiler can properly inline the calculation.

We write the OpenQCDDiracOrder class that implements a 1oad() and a save () method for
the spinor fields. These two methods are called by QUDA in a loop with all possible values for
x_cb and parity, where x_cb denotes the (local) checkerboard site index and parity the parity
of the point. QUDA provides an (inlined) function getCoords () to translate the checkerboard and
parity index into a (local) 4-vector x = (X, r) with time coordinate last ((xyzt)-convention). After
permuting the coordinates into (txyz)-convention, we can query the mapping function f to obtain
for the desired lattice point the offset from the base pointer in openQxD and copy the data. That
data might have additional indices that we describe in the following.

4.1.2 Spinor Field

As mentioned previously, spinor fields have indices (x, @, a), where we describe how to
transform the space-time index x in the previous section. Both QUDA and openQxD use the
same order for spinor index @ and color index a. Thus at each space-time index we can copy
12 = 4 -3 consecutive complex numbers (i.e. 24*sizeof(Float) bytes where Float is a template
parameter for real numbers (double, float, half) to or from the device. This is implemented
in the order class OpenQCDDiracOrder in include/color_spinor_field_order.h [4] and
concludes spinor field reordering.

4.1.3 Clover Field

Similarly to the spinor field, for each space-time index, we can copy 72 = 2 * 36 real numbers
(i.e. 72*sizeof(Float) bytes) to the device (the save function is not necessary, since we never
need to save clover fields from device to host).

openQxD stores the clover field as two arrays u of length 36 that represent two Hermitian 6x
6 matrices (one for each chirality +). The first 6 entries are the diagonal real numbers and the
following 15 pairs denote real and imaginary parts of the strictly upper triangular part in row-major
order.

QUDA stores the strictly lower triangular part in column-major order. So we can transfer the
clover field from openQxD to QUDA by specifying how these 36 numbers transform. In particular,
the QED clover field does not affect the block structure of the clover term and we can also transfer
the clover term in QCD+QED (see Section 4.3 for details). On the other hand, a pure QCD clover
field can be calculated natively within QUDA and no additional transfer of fields is required in that
case.

4.1.4 Gauge Field

QUDA associates 4 gauge fields for each space-time point (one for each positive direction
u = 0,1,2,3), whereas openQxD stores 8 (forward and backward) directions of gauge fields for
all odd-parity points (see main/README.global for more information [1]). When looking at
local lattices in a multi-rank scenario, this implies that openQxD locally stores gauge fields on
the boundaries only for odd-parity points and not for even-parity points (see Figure 1). These
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Figure 1: 2D example (4 X 4 local lattice) of how and which gauge fields are stored in memory in openQxD
(left) and QUDA (right). Filled lattice points are even, unfilled odd lattice points. The red filled lattice point
denotes the origin. Arrows represent gauge fields and the arrow head points to the lattice point where we
associate the field with.

even-parity boundary fields are stored in a buffer space, but they have to be communicated from
neighbouring lattices first.

This requires us to transfer the missing gauge fields from one rank to the other before entering
any QUDA interface function.

We implement an ordering class called OpenQCDOrder (see include/gauge_field_or-
der.h [4]) with corresponding load and save methods. The only difference to the spinor and clover
field order classes is that the methods are called with an additional direction variable dir. For
a fixed space-time x and direction, the remaining two color indices (a, ) of the gauge field are
row-major in both applications, thus we can copy 3 X 3 consecutive complex numbers to or from
the device.

4.2 C* boundary conditions

We choose to implement C* boundary conditions in the same way as they are implemented in
openQxD — by doubling of the lattice in x-direction and by imposing shifted boundaries.

When QUDA initializes its communication grid topology, we specify the neighbours of each
rank in all directions. The function comm_rank_displaced() in include/communicator_-
quda.h [4] calculates the neighbouring rank number given one of (positive or negative) 8 directions.
We change this function to achieve shifted boundary conditions

43 QCD+QED

In QCD+QED simulations, in addition to the SU(3)-valued gauge field U, (x), we have the
U(1)-valued gauge field A, (x), which when combined results in a U (3)-valued field e/44x Oy u(x)
with g ¢ the charge of a quark. These links are produced by multiplying the U(1) phase to the SU(3)
matrices, which can be done in openQxD. For a QCD+QED operator in QUDA, we just upload
these U(3)-valued links instead of the SU(3) ones.

In addition, we add another SW-term proportional to its coefficient cg‘f‘}). Therefore, the
QCD+QED Clover term consists of both the SU(3) and the U(1) term, which can be calculated in
openQxD. The resulting term is still diagonal in space-time and chirality, and is Hermitian in color
and spin. Therefore it has the same representation in memory as the SU(3) clover term alone and
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we can just upload this new clover field to QUDA using the clover field reordering class that we
have already implemented.

Transferring the QCD+QED clover term, the U(3) links as well as the changes in the pro-
cess grid topology enables QUDA to handle the QCD+QED Wilson-Clover Dirac operator. This
concludes our first implementation of QCD+QED in QUDA.

5. Performance

To obtain preliminary indications of the performance of the QUDA library on GPUs, we test
on typical problem sizes and parameters relevant to our physics programme, see Table 1. For the
comparison of the inversions between CPU and GPU implementations, we note that the multi-grid
algorithm implemented in QUDA is not exactly the inexact deflation available in openQxD, therefore
we anticipate further optimization of its parameters will improve its performance in future.

Name Global size Vg Pion mass Boundary conditions
G8 643 x 128 180 MeV periodic
C380 483 x 96 380 MeV c*

Table 1: The lattice ensembles used for the performance tests of the inversion of the Dirac operator. G8 has
been generated by the CLS initiative [6], while C380 is generated by the RC* collaboration [7]. The last
column refers to spatial boundary conditions.

5.1 Solving the Dirac equation

For solving the Dirac equation, we use a heavily preconditioned GCR algorithm. In case
of the CPU runs, we use openQxD’s deflated mixed-precision' GCR solver that uses Schwarz
alternating procedure as a preconditioner (DFL_SAP_GCR in openQCD parlance). The GPU runs
use QUDAs mixed-precision” multi-grid GCR solver (MG). The two solvers are very similar in
how they generate the coarse grid subspace. The CPU solver parameters are tuned, but due to lack
of experience with multi-grid, we used a somewhat not optimised parameter set for multi-grid on
the GPU. The relative residual is chosen to be 10~!? for all solves.

We obtain good weak scaling, see Figure 2. Again, LUMI outperforms Piz Daint in terms of
cost. This is expected, since one LUMI-G node contains 4 AMD MI250s (abstracted as 8 devices)
and one Piz Daint hybrid node contains a single NVIDIA P100. The factor is not 4x, but rather
> 10x, which is explained by the higher memory bandwidth of the former GPU>. We note that
strong-scaling for multi-grid algorithms is inherently challenging due to the reduced numbers of
degrees of freedom on the coarser levels, which requires new algorithmic ideas [10].

Isingle and double precision IEEE-754 floats

Zhalf, single and double precision IEEE-754 floats

3P100: 720 GB/s [8] vs. MI250: 3.2 TB/s [9].

4LUMI-C at CSC, Finland, 2x AMD EPYC 7763 @2.45GHz (2x 64 cores, 256-1024 GB RAM)

5Piz Daint multicore at CSCS, Switzerland, 2x Intel® Xeon® E5-2695 v4 @ 2.10GHz (2x 18 cores, 64/128 GB
RAM)

5Piz Daint hybrid at CSCS, Switzerland, 1x Intel® Xeon® E5-2690 v3 @ 2.60GHz (12 cores, 64GB RAM) and 1x
NVIDIA® Tesla® P100 16GB
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Figure 2: Weak scaling (left) and time to solution (right) for one solve of the Dirac equation on LUMI*(blue)
and on Piz Daint (red) on the CPU?(circle) and GPU®(crosses) partition.

6. Outlook

In summary, we are able to use GPUs efficiently to solve the Dirac equation for a sample
background gauge configuration from the Markov chain through our interface to the QUDA library.
The good performance observed with the QUDA multi-grid algorithm will allow us to perform
efficient operations which underpin the measurement part of the workflow for fixed background
gauge field and reduce the statistical and systematic precision on our lattice QCD predictions. We
plan to further develop and optimize this part.

As a continuation of this project, we aim to port the generation of gauge configurations to GPUs.
This will involve updating the gauge and clover field regularly, since these change periodically during
the Markov chain. To solve this problem, and mitigate unnecessary transfer of fields from host to
device, we design a powerful memory management system.
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