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The Exascale Era

= Exascale systems with GPUs: == Frontier®, == Aurora®; == E| Capitan®, Il JUPITER®
= Homogeneous heterogeneity: 1 system in TOP500 top 20 not with GPUs
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https://www.fz-juelich.de/en/news/archive/press-release/2022/first-european-exascale-supercomputer-coming-to-julich
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The Exascale Era

= Exascale systems with GPUs: == Frontier®, == Aurora®; == E| Capitan®, Il JUPITER®
= Homogeneous heterogeneity: 1 system in TOP500 top 20 not with GPUs

107 GPU Cores in Top500 (SMs etc.)
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The Exascale Era

= Exascale systems with GPUs: == Frontier®, == Aurora®; == E| Capitan®, I JUPITERD
= Homogeneous heterogeneity: 1 system in TOP500 top 20 not with GPUs
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¥ About JUPITER

= JUPITER: First European exascale supercomputer (HPL: 1 EFLOP/s )
= Procured by EuroHPC JU, BMFTR (Federal Ministry of Research, Technology, and Space), MKW
(NRW Ministry of Culture and Science)
= Hosting entity: Forschungszentrum Jiilich / Jiilich Supercomputing Centre for GauR Center for
Supercomputing (GCS)
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JUPITER System Overview

= ParTec/Eviden consortium

{{
QA

= Implementing Modular Supercomputing Architecture \v\:
= JUPITER : High scalability, 1 EFLOP/s HPL, > 40 EFLOP/s FP8 yﬁ
~ 6000 nodes: 4x Grace-Hopper superchip, 4x network (SS‘

= JUPITER : High versatility, high memory-to-compute ratio
~ 1300 nodes: 2x SiPearl Rheal (HBM), 1x network
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JUPITER System Overview

= ParTec/Eviden consortium

= Implementing Modular Supercomputing Architecture

: High scalability, 1 EFLOP/s HPL, > 40 EFLOP/s FP8
~ 6000 nodes: 4x Grace-Hopper superchip, 4x network

: High versatility, high memory-to-compute ratio

~ 1300 nodes: 2x SiPearl Rheal (HBM), 1x network

Network: 200/400 Gbit/s NVIDIA InfiniBand NDR (DragonFly+)
Storage: 29 PB flash, 310 PB HDD, 370 PB tape

Energy: 17 MW limit (HPL); direct liquid-cooled, energy re-use
Modular data center of containers M "

= JUPITER

= JUPITER
]
]
]
]

{0 ParTec

'@'@ OPULAR SUPERCOMPUTING
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JUPITER Booster Node Design

TDP superchip: 680 W
GPU-to-GPU: NVLink 4, 300 GB/s per pair
Grace: 72 Arm Neoverse-V2 cores CPU-to-CPU: cNVLink, 200 GB/s per pair

900 GB/s NVLink C2C Cache coherence between all GPUs and CPUs

120 GB LPDRR5X memory, 500 GB/s (CPU) . .
= 96 GB HBM3 memory, 4000 GB/s (GPU) = 4x NDR200 InfiniBand (200 Gbit/s)

Member of the Helmholtz Association 17 September 2025 Slide 5136

= 4x GH200 superchip (CG4)
Hopper: 132 SMs



JUPITER Cluster Node Design

CPU-based based design (no accelerators)
Nodes with 2 xSiPearl Rheal CPU, each

= 80 Neoverse-V1 cores
= 256 GB DDR5 memory
= 64 GB HBM memory

Origins in European HPC ecosystem:
EPI, EUPEX, and further projects

To be deployed soon
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JUPITER Network

= NVIDIA Mellanox InfiniBand NDR
= Dragonfly+ topology

= 27 Dragenfly groups
= Inside each group: full fat tree

= Adaptive routing, SHARPv3
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JUPITER Network
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= |n group intra = Beyond group inter
= 5racks = 16 links to each other group
= 240 nodes = Link bandwidth 400 Gbit/s
= 1511 (lower), 16 L2 (upper) switches
= Perrack: 48 nodes, 192 GH200
= Link bandwidth from HCA to L1:

200 Gbit/s; from L1 to L2: 400 Gbit/s
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Other Exascale Systems

Frontier Aurora El Capitan
ORNL, USA: 1.2 EFLOP/s ANL, USA: 1EFLOP/s LLNL, USA: 1.7 EFLOP/s

L

GCD 7 GCD5
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GCD GCD2
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GCD 1 GCD3

CPU
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Overview Exascale Systems

Unique features
Frontier AMD GPUs in GCD design (two chip dies), few cores
Aurora 6 Intel GPUs, HBM-equipped Intel CPUs
El Capitan AMD APU design, no host memory
JUPITER Superchip design, tight combination between CPU-GPU

Overview
System  Nodes per Node per GPU
TFLOP/s® GPUs CPUs NICs Cores TFLOP/s Cores NICs
Frontier 9604 141 4 1 4 64 35 16 1
Aurora 10624 95 6 2 8 112 16 19 1.3
El Capitan 11136 156 4 4 96 39 24 1
JUPITER  ~6000 170* 4 4 4 288 43 12 1
appendix
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JUPITER TOP500

= First entry to TOP500 June 2025 at #4 world, #1 EU JOINING FORCES

= 793 PFLOP/s HPL of 930 PFLOP/s th. peak L GCS ¢ ueH
= Achieved during build-up phase of system; on 4650 o BSFERL IBH
nodes

= Not really an exascale system just yet

A

verage § .
CPU Usage Job-Usage Overview

@soo CERTIFICATE

Buloquera 3000 system st
Germ’

R e .

—— CPUUsage

—e— GPU Active SM

Avg. CPU Usage (%)
Avg. GPU Active SM (%)

2300125 2305125 23105125 23105125 23105125 23105725 23005125
17:45:00 1800:00 18:15:00 18:30:00 18:45:00 19:00:00 19:15:00

LLview job report of HPL job
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Preparations
Benchmarks: Applications JEDI: Preparation system JUREAP: Research & Early

= Intensive benchmarking = 48 nodes Access Program
endeavor (Vs DragonFly group) = > 130 participants

= Many community = May 2024: #1 Green500 = 33 Lighthouse Applications
applications (72.7 GFLOP /(s W)) selected (EU+DE)

I
///4

s
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https://unsplash.com/de/fotos/schwarze-erntemaschine-fur-die-landwirtschaft-FJGZFxtQWko
https://unsplash.com/de/fotos/schwarze-erntemaschine-fur-die-landwirtschaft-FJGZFxtQWko

JSC Workload

= JSC: HPC resources for
Forschungszentrum campus, state (NRW),
Germany, Europe

= Compute time through peer-review
= Heterogeneous workload
= Physics, climate, biology, chemistry, Al, ...

= Goal: Respect current & anticipated
workload in procurements of new
systems; incl. domains, methods, Programs / GPUh (2020)
programming languages, profiles JUWELS Booster

IJ JULICH
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JSC Workload

Basic Medical
!\aurosa nce
Condensed Matter
= JSC: HPC resources for Comp. Sci. d Molecules
Forschungszentrum campus, state (NRW), ®
Germany, Europe
= Compute time through peer-review
® ___ QCD
= Heterogeneous workload
= Physics, climate, biology, chemistry, Al, ... cFD
= Goal: Respect current & anticipated Water
. Gegchem|str¥ _ .
workload in procurements of new Statistical Physics
. . Climate stro
systems; incl. domains, methods, Maths
programming languages, profiles Compute Time per Domain (2024-1)
JUWELS Booster

IJ JULICH
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Framework

= Procuring entity: EuroHPC JU = Strong investment from all sides >

= Hosting entity: JSC

= Procurement: JSC, with support from replicability, reproducibility, reusability rRRR

EuroHPC, national ministries = Benchmarks

= Compute time allocations: GCS = Applications (Base TCO, High-Scaling, MSA)
(Germany), JU (Europe) = Synthetic

= 500 M€ project budget = JUPITER Cluster & and Booster =

l) JULICH
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Benchmarks Overview

16 application benchmarks (4 de-selected
for actual procurement)
Cross-section of domains and methods,

3x Al

7 synthetic benchmarks

Extensive descriptions

Right: Patterns of 7 Dwarfs

Member of the Helmholtz Association

17 September 2025
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Benchmark Domain . Dwarfs
Amber* MD . °
Arbor Neurosci. | e
Chroma-QCD QCD !
GROMACS MD ' .
ICON Climate !
JuQcs QC ,
nekRS CFD '
ParFlow* Earth Sys. |
PIConGPU Plasma ! °
Quantum Espresso  Materials Sci. | o .
SOMA* Polymer Sys. | °
MMoCLIP Al(MM) ' e
Megatron-LM Al(LLM) ' e
ResNet* Al (Vision) | e
DynQCD QCD '
NAStJA Biology !
Graph500 Graph i Graph Traversal (D. 9)
HPCG CG :
HPL LA ‘e
IOR Filesys. ! Input/Output
LinkTest Network | P2F, Topology
osu Network | Message Exchange, DMA
STREAM Memory i Regular Access
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TCO Base Result Grid

21 Amber -~ Arbor Chroma-QCD.~~ DynQCD -~
e 498s— 4375 % 50354

8 8 T

GROMACS (lon)~ GROMACS (STMVY

4335

ICON (R02B10)-" Megatron-LM.~ MMoCLIP NASUA
94s A 11755 2585
" 300 7 9 “ 8 8
ResNet

ParFlow -~

10525

T T T
0.5 1 1.5 2 0.5 1 1.5 2 0.5 1 1.5 2 0.5 1 1.5 2 0.5 1 1.5 2
Relative Number of Nodes

Execution on reference number of nodes (x = 1) resulting in reference timing (y = 1); absolute
numbers super-imposed; strong scaling to 0.5x - 2x P o
J JULICH
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High-Scaling Results

Weak-scaling
relative to
reference up to
642 nodes

(50 PFLOP/s th.)

Member of the Helmholtz Association

1.0 1 -
0.9 1
Sl 081 ~— Arbor
== —#— Chroma-QCD
g 0.7 1 == JUQCS (Comp)
5 =¥— JUQCS (MPI)
2 06- —8— nekRS
n —&— PIConGPU
0.5 1
0.4 ~
0.3 T T T T

1 2 4 8 16 32 64 128 256 512 1024

Nodes @) JiLICH
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High-Scaling Results

. ‘II — o o L
| source: github. com/FZJ—JSC/jubench
10.1109/SC41406.2024.00038

All benchmarks open
Paper:

1 2 4 8 16 32 64 128 256 512 1024
Nodes

@) JULICH
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https://www.computer.org/csdl/proceedings-article/sc/2024/529100a468/21HUVt0shFe

JUREAP Overview

= Competitive early access program since 2024

= Open phase: 130 proposals

= Various domains, methods (simulation, Al)

= Preparations on JEDI, JUWELS, other EU systems
= Reproducibility, continuous integration (exaCB)

= Lighthouse application: peer-reviewed selection,
158+18% apps

> Currently preparing intensively (pre-production) for
imminent production runs

= Also: GCS Al competition

Member of the Helmholtz Association 17 September 2025

o o
© o o o oS o I
o < x 5 S § oS © n
= © ~ N ¥ S A A =
410 =
i 1
L
248 N
i
o A
©
S
© 1514
=3
2
"
9
£ 914
€
S
<
554 80% parallel efficiency intervals
80% weak scaling efficiency intervals
(estimated relative to first red datum)
33 T T T T T T T T
© © o~ o o 9o o o o
B = © S © w 9 @
A A N F ©
Number of JUWELS Booster Nodes (log-scale)
@) JULICH
Slide 20136 J Forschungszentrum




(® exaCB

exacb.pages.jsc.fz-juelich.de

Features

Continuous Benchmarking for HPC

Template-based declarative syntax
Reduced barrier to entry for CI/CB
Reproducible benchmarks (JUBE, ...)
Ease of sharing workflows

Pre-defined runs, experiments

> Currently extending, publishing

Member of the Helmholtz Association 17 September 2025

JUREAP default example:

include:

- component: jureap/jube@v3.2
inputs:
prefix: "jedi.strong.tiny"
variant: "strong.tiny"
machine: "jedi"
queue: "all"
project: "cjsc"
budget: "zam"
jube_file: "simple.yaml"

IJ JULICH
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(® exaCB

exacb.pages.jsc.fz-juelich.de

Features

Continuous Benchmarking for HPC

Template-based declarative syntax
Reduced barrier to entry for CI/CB
Reproducible benchmarks (JUBE, ...)
Ease of sharing workflows

Pre-defined runs, experiments

> Currently extending, publishing

Member of the Helmholtz Association 17 September 2025

Energy measurement example:

include:
- component: jureap/fEiSaNERY
inputs:

prefix: "jedi.strong.tiny"
variant: "strong.tiny"
machine: "jedi"

queue: "all"

project: "cjsc"

budget: "zam"

jube_file: "simple.yaml"

IJ JULICH

Slide 21136 Forschungszentrum


https://exacb.pages.jsc.fz-juelich.de/
exacb.pages.jsc.fz-juelich.de

First JUPITER Results



GH200/A100 Application Performance/Efficiency

80 A Type F 500
—*— GH Module = —%— Hopper —— Left axis
70 —o— Grace —&— Al100 —-—-- Right axis
400
= Test application: MPTRAC 60 1
. . .
Lagrangian transport of particles < 50 200
= Analysis of Energy-to-Solution for 3 E
Grace, Hopper, GH200; A100 £ a0 E
. . 200
= Horizontal: Different GPU clock 30
frequencies
i i 201 ¥ B S - 100
Energy-saving potential . -
10.9 W
101
25")0 560 7.‘")0 10'00 12'50 15'00 17'50 20'00
GPU Frequency / MHz
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Scaled Block Vecchia Approximation

= [nvestigation by KAUST, supported by JSC = Extensive tests on JUPITER

= New algorithm for approximate modelling ™ Focus point: GPU energy efficiency

of simulations with GPUs = Preprint on arXiv (2504.12004)
500 Mest =100, Energy = 42.7 k] 680 Mest= 100, Energy = 126.9 kJ
250 350 |

0 =200, E =65.1K 0 =200, E =174.6 k
=500 Mest =200, Energy = J = 680 Mest= . Energy = 6k
8 8
250 S350
o o
H H
g o & 0
500 Mest =400, Energy = 148.6 kJ 680 Mest= 400, Energy = 343.4 k)
0 0
0 100 200 300 400 500 0 200 400 600 800

Time (seconds) Time (seconds)

A100: 2M points Preliminary data, in publication GH200: 5M points ‘ ' J U LICH
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https://arxiv.org/abs/2504.12004

Heat Convection Simulation

100
A m  Ra=10°
e ®  Ra=10"
‘\.\itmf‘ ®  Ra=10"
<10 .
L & .
= US-DE collaboration in CFD; software: nekRS S Y
. . . . ) o =20 4

= Simulate dynamics heat plumes in Rayleigh-Bénard 0 a e -

convection ! )

= Large scale of simulation, needs JUPITER

= Interesting results how convection forms out small
plumes

= Published in PNAS 10.1073/pnas.2502972122

R ! § A Faph . B
e S S eSS - -
0.2
C w '
0.1
83y y 0.0
ﬂ’a o Sesiif f

Y N
l) JULICH

Forschungszentrum
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QCD Lattice Calculation of Tin

765 786.5 795 808.5
r LI L S R R LN A R N T R
0.12[ |— *°Sn ' B
= FZJ work simulating Sn isotopes ol — 1%%n
A p | —t01gy 4
= Fine lattice, many nodes of 008: —102g,

JUPITER

= First ab-initio calculation; insight:
binding energy below

Binding energy distribution

e B R RN

extrapolated values 0.02 F .
= Preprint on arXiv (2509.0857 S con® e N AT
eprintona (2509.08579) 990 70 760 70 780 790 800 810 820
B [MeV]
Member of the Helmholtz Association 17 September 2025 Slide 26136 J Forschungszentrum


https://arxiv.org/abs/2509.08579

ICON

= European weather/climate model by
Max Planck Institute for Meteorology
and others

= Components for simulation of
atmosphere, ocean, land, ...

= Nominated for Gordon Bell Prize for
Climate Modelling

» Part of JUREAP

= Use full GH200 superchip (CPU, GPU)
with different components

= Simulate full earth model on 1 km
resolution

Member of the Helmholtz Association 17 September 2025

) MAX-PLANCK-INSTITUT
/ FUR METEOROLOGIE

< YEARS OF
CLIMATE

RESEARCH

Strong/Weak Scaling - ICON Earth System on Alps/JUPITER

147.4 4 1
91.8
78.5
[
58.2
453 10 km with 1.25 km time-step Alps
' —— 1.25 km Alps
32.74 —— 1.25 km Jupiter
"n ' " ' 6 S a0
> ™ © &) \"L \/0) ,{’7
T T T T T T T
Q v © D 42 > ™
) A ) 0 o > >
~ N WO & 0’1, \,Q;b

IJ JULICH
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ECMWF: IFS, AIFS, DestinE S ECMWF

= European Centre for Medium-Range
I PHYSICS . DYNAMICS N TRANS - /O
Weather Forecasts RADIATION  mmm SEVLIMPL —mEN WAM  mmm OTHER

= Intergovernmental organization for
weather, climate research/forecasts

= Destination Earth: Digital twin for
earth simulation, coordinated by
ECMWF

= Nominated for Gordon Bell Prize for
Climate Modelling

= Part of JUREAP

Average walltime (s)

Jupiter CPU Jupiter GPU
2 n3tac72

= Applications: IFS, AIFS, ... N O T i

np32 np32 np32
SCCS-STACK SCCS'STACK SCCS-STACK

= Utilizing significant portions of Recently presented by Nils Wedi

JUPITER for applications ‘J JULICH
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Soon: JUPITER Al Factory



AN . oo
JUPITER AFFACTORY (JAIF)

@) JiLicH RWTH ~ Fraunhofer &~ hessian.Al

Forschungszentru m

A ',';AMARR| @ WEST Al ‘\mgicmgc & KI BUNDESVERBAND

artners: .
P Kl-Servicezentrum



JAIF OVERVIEW
JUPITER

Al Factory around JUPITER infrastructure Al FACTORY

* One-Stop Shop for Al services

e Focus on key sector

* JUPITER extension: JARVIS
Cloud-based inference system (experimental)

Core
Configuration

Future Call

@) JULICH
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Conclusion



Conclusions

JUPITER: European exascale system, just inaugurated

= 24000 GH200 with plenty of performance
= TOP500: #1 Europe, #4 world

JUPITER Benchmark Suite with community involvement; sustainability

JUREAP: Competitive program for early access of JUPITER

First results from users coming in

IJ JULICH
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Conclusions

JUPITER: European exascale system, just inaugurated

= 24000 GH200 with plenty of performaa
= TOP500: #1 Europe Thank yOlJ

Py
JUPITER Benchmark S for youf attentlon‘ blvement; sustainability
JUREAP: Competitive p en@fzjuelich-de _ YRTUIIR g

First results from users &01r

a.he

IJ JULICH
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JUPITER

The Arrival of
Exascale in Europe

fz-juelich.de/jupiter | #exa_jupiter

Funding Agencies: -



JOINING FORCES

Gauss Centre for Supercomputing Forschungszentrum

it ﬁ‘ Bundesministerium o .
= 3 I | fiir Forschung, Technologie Ministerium fir %
E2 7435 EuronpC itk K g Wiersrat % JULICH
i * des Landes Nordrhein-Westfalen

{QpParfec EVIDEN 4 @ sperrL
oo oot o NVIDIA.

fz-juelich.de/jupiter
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GPU Performance Details

Vend. System  Device TDP Compute Performance Float Precision Memory

64 64M 32 32M 16M  8M 8> Size BW

AMD Frontier MI250X 560 48 96 48 96 383 128 3.2

El Capitan MI300A 760 61 123 123 123 981 1961 3922 128 53

Intel Aurora PVC 600 52 52 419 839 128 3.2
NVIDIA  JUPITER GH200 680 34 67 67 494 989 1979 3958 96 4
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GPU Performance Details

Matrix Compute Sparse+Matrix Compute

Vend. System  Device TDP Compute Performance Float Precision Memory
64 64M 32 3M 16M  8M 8% Size BW

AMD Frontier =~ MI250X 560 48 96 48 96 383 128 3.2
ElCapitan MI300A 760 61 123 123 123 981 1961 3922 128 53
Intel Aurora pPvC 600 52 52 419 839 128 3.2

680 34 67 67 989 1979 3958 96 4

g

Superchip TDP
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Evaluation Target

YEIWA Total Cost of Ownership (TCO)

= Proposals ranked by workload
intensity (how much workload over
system lifespan)

= Also energy consumption respected
(simplified)

= Master formula: calculate value for
ranking

= Normalized metric/FOM: runtime

= Applications-based
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Evaluation Target

YEM\A Total Cost of Ownership (TCO) New:

= Proposals ranked by workload = For Exascale procurement > respect
intensity (how much workload over large-scaleness of system
system lifespan) = Run dedicated workload on entire system
= Also energy consumption respected = Applications-based
(simplified)
= Master formula: calculate value for
ranking

= Normalized metric/FOM: runtime
= Applications-based
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Evaluation Target

YEM\A Total Cost of Ownership (TCO) New:

= Proposals ranked by workload = For Exascale procurement > respect
intensity (how much workload over large-scaleness of system
system lifespan) = Run dedicated workload on entire system
= Also energy consumption respected = Applications-based
(simplified) = Method:
= Master formula: calculate value for Full JUWELS Booster Workload

ranking >—W Efficiency
= Normalized metric/FOM: runtime

20x workload on full JUPITER Booster

= Full: 50 PFLOP /s vs. 1000 PFLOP/s th. peak
= |nstructions/rules to determine workload
= Memory variants: (tiny,) small, medium, large

9%'
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Evaluation Target

YEM\A Total Cost of Ownership (TCO) New:

= Proposals ranked by workload = For Exascale procurement > respect
intensity (how much workload over large-scaleness of system
system lifespan) = Run dedicated workload on entire system
= Also energy consumption respected = Applications-based
(simplified) = Method:
= Master formula: calculate value for Full JUWELS Booster Workload

ranking >—W Efficiency
= Normalized metric/FOM: runtime

= Applications-based 20x workload on full JUPITER Booster

X Synthetic benchmarks = Full: 50 PFLOP/s vs. 1000 PFLOP/s th. peak

= |nstructions/rules to determine workload
= Memory variants: (tiny,) small, medium, large

9%'
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. —~
@(l:’.)/[@?ﬁy} 6) Application Features Execution Targets

Benchmark Progr. Language, Licence Nodes Nodes Module/
Name [Libraries, ]Prog. Models Base High-Scale Device

v BBEN,

Amber* Fortran, CUDA Custom 1 %
Arbor C++, CUDA/HIP BSD-3-Clause 8 642SML v
Chroma-QCD C++, QUDA, CUDA/HIP JLab 8 5125ML v
GROMACS C++, CUDA/SYCL LGPLv2.1 3/128 v
. Languages’ mOdelS’ ICON Fortran/C, OpenACC/CUDA/HIP BSD-3-Clause  120/300 M
1 1 JuQcs Fortran, CUDA/OpenMP None 8 5125t v v
ll b raries s nekRS C++/C, OCCA, CUDA/HIP/SYCL BSD-3-Clause 8 6425ML v
. = ParFlow* C, Hypre, CUDA/HIP LGPL 4 v
= Licenses < PIConGPU C++, Alpaka, CUDA/HIP GPLv3+ 8 6405ML v
2 Quantum Espresso Fortran, ELPA, OpenACC/CUF GPL 8 v
= References nodes Base, SOMA* C, OpenACC LGPL 8 v
MMoCLIP Python, PyTorch, CUDA/ROCm MIT 8 v
H igh_sca li ng Megatron-LM  Python, PyTorch/Apex, CUDA/ROCm  BSD-3-Clause 96 v
ResNet* Python, TensorFlow, CUDA/ROCm Apache-2.0 10 M
O DynQCD C, OpenMP None 8 v
= MemOfy variants NAStJA C++,MPI MPL-2.0 8 v
. Graph500 C, MPI MIT 4/16/all v
= Execution targets T HPCG C++,0penMP, CUDA/HIP BSD-3-Clause  1/4/all v v
< HPL C, BLAS, OpenMP, CUDA/HIP BSD-4-Clause  1/16/all v v
£ IOR C, MPI GPLv2 -/> 64 Ve
S LinkTest C++, MPI/SIONLlib BSD-4-Clause+ all v Vv
< osu C, MPI, CUDA BSD 12 VoV
J STREAM C, CUDA/ROCm/OpenACC Custom 1 v
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Application Descriptions

&
Amber Molecular dynamics; STMV use-case; single Arbor Neuroscience; busyring benchmark
node Chroma Particle physics; hybrid-Monte-Carlo test;
ParFlow Hydrology; ClayL use-case QUDA with JIT; max 512 nodes
SOMA  Polymer simulation; Monte-Carlo JUQCS Quantum computer simulator; gate-based
ResNet Al: Computer vision; TensorFlow simulation; communication-heavy; max 512
DynQCD Particle physics; CPU-only nodes; Cluster-Booster version (MSA)
GROMACS  Molecular dynamics: GluCL, STMV nekRS Fluid dynamics; Rayleigh-Bénard convection
use-cases; multi-node use-case
ICON Climate simulation; atmosphere with PICOonGPU Plasma physics; Kelvin-Helmholtz instability
R02B09, R02B10; many nodes use-case

Megatron-LM Al: LLM; PyTorch
MMoCLIP Al: Mixed-Modal (text, image); PyTorch
Quantum ESPRESSO Electronic structure; Car-Parrinello
test-case
NAStJA Biology; CPU-only, MPI-only

l) JULICH
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JUPITER Application BenChmarkS . Source code available

. Input data available

. JUBE integration
. Description, documentation

JUPITER: Largest procurement to date
>18 months of work

>30 people involved

1(-3) associated people (captains) per
benchmark

Meetings every two weeks
Gitlab issue tracker, status tracker (@ points)

2S5 DegcREELUH
0-0-0-0-0-0-0-0-0-0-0

Source Data Params JUBE Execl Verify Evall Exec2 Eval2 Scale Describe
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Lessons Learned

Member of the Helmholtz Association

Suite: resource-intensive
- aim for short turn-
around times during dev

Artificially limit bench-
marks on prep system to
mimic future system

Extensive, balanced execu-
tion rules/guidelines

a

Benchmarks

17 September 2025 Slide 819

Multi-system procurement
> benchmark balance ®

Collaboration, tools

Bias towards incremental
update

Limiter: time, on all sides
> reuse!

o

Procurement
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Benchmark Suite Availability

= All benchmark workflows, descriptions, data released online

:- u Pt
= GitHub jubench meta-repository, Zenodo meta-record E 2
Individual repos: Arbor Amber Chroma-LQCD GROMACS ICON JUQCS Megatron-LM GitHub
MMoCLIP nekRS ParFlow PIConGPU Quantum ESPRESSO ResNet SOMA DynQCD
(CPU) NAStJA (GPU) Graph500 HPCG HPL IOR LinkTest OSU Micro-Benchmarks
STREAM STREAM (GPU)

m SC24 Proceedings, arXiv:2408.17211
Including extensive SC reproducibility appendix

Proceedings

IJ JULICH
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https://github.com/FZJ-JSC/jubench
https://zenodo.org/records/13169827
https://github.com/FZJ-JSC/jubench-arbor
https://github.com/FZJ-JSC/jubench-amber
https://github.com/FZJ-JSC/jubench-chroma-lqcd
https://github.com/FZJ-JSC/jubench-gromacs
https://github.com/FZJ-JSC/jubench-icon
https://github.com/FZJ-JSC/jubench-icon
https://github.com/FZJ-JSC/jubench-megatron-lm
https://github.com/FZJ-JSC/jubench-mmoclip
https://github.com/FZJ-JSC/jubench-nekrs
https://github.com/FZJ-JSC/jubench-parflow
https://github.com/FZJ-JSC/jubench-picongpu
https://github.com/FZJ-JSC/jubench-qe
https://github.com/FZJ-JSC/jubench-resnet
https://github.com/FZJ-JSC/jubench-soma
https://github.com/FZJ-JSC/jubench-dynqcd
https://github.com/FZJ-JSC/jubench-dynqcd
https://github.com/FZJ-JSC/jubench-nastja
https://github.com/FZJ-JSC/jubench-graph500
https://github.com/FZJ-JSC/jubench-hpcg
https://github.com/FZJ-JSC/jubench-hpl
https://github.com/FZJ-JSC/jubench-ior
https://github.com/FZJ-JSC/jubench-linktest
https://github.com/FZJ-JSC/jubench-osu
https://github.com/FZJ-JSC/jubench-stream
https://github.com/FZJ-JSC/jubench-stream-gpu
https://www.computer.org/csdl/proceedings-article/sc/2024/529100a468/21HUVt0shFe
https://arxiv.org/abs/2408.17211
https://github.com/FZJ-JSC/jubench
https://www.computer.org/csdl/proceedings-article/sc/2024/529100a468/21HUVt0shFe
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