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JUPITER and an Overview of its Support Infrastructure

June 05, 2025 | Thomas Breuer & colleagues from the Jilich Supercomputing Centre | HPCKP Annual Meeting 25
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JUPITER MODULES

JUPITER
e ~125 Racks BullSequana XH3000
e Node design

e ~6000 nodes, 4x NVIDIA CG1 per node
e CG1: NVIDIA Grace-Hopper

e /2 Arm Neoverse V2 cores
(4x128b SVE2); 120 GB LPDDR5

e H100 (132 SMs); 96 GB HBM3
e NVLink C2C (900 GB/s)
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Preliminary numbers, might change during installation



JUPITER MODULES

JUPITER
e ~125 Racks BullSequana XH3000
e Node design

e ~6000 nodes, 4x NVIDIA CG1 per node

e CG1: NVIDIA Grace-Hopper

e /2 Arm Neoverse V2 cores
(4x128b SVE2); 120 GB LPDDR5

e H100 (132 SMs); 96 GB HBM3
e NVLink C2C (900 GB/s)
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JUPITER
e ~15 Racks BullSequana XH3000
e Node design
e ~1300 nodes
e 2x SiPearl Rheal per node
e Rheal

e 80 Arm Neoverse V1 cores
(2x256b SVE)

e 256 GB DDR5, 64 GB HBM2¢

Preliminary numbers, might change during installation



JUPITER MODULES

JUPITER
e ~125 Racks BullSequana XH3000
e Node design

e ~6000 nodes, 4x NVIDIA CG1 per node
e CG1: NVIDIA Grace-Hopper

JUPITER
e ~15 Racks BullSequana XH3000
e Node design

e ~1300 nodes

e 2x SiPearl Rheal per node

e /2 Arm Neoverse V2 cores e Rheal
e H100 (132 SMs): 96 GB HBM3 (2x256b SVE)

* NVLink C2C (900 GBIs) e 256 GB DDRS5, 64 GB HBM2¢

Preliminary numbers, might change during installation

ExaFLASH: 29PB (raw) NVMe, IBM SSS6000
Exa . 308PB (raw) HDD*, IBM SSS6000
Exa . 370PB Tape*, LTO9

Page 4
*Upgrade budget available, depending on demand



BENCHMARKS & FUNDING

e Application & synthetic benchmarks

GPU
High-Scale

@
o
C

CPU CPU

e Execution targets v

 JUPITER Booster (GPU, CPU)
e JUPITER Cluster (CPU)
e MSA
e Application benchmark categories
e Total Cost of Ownership (TCO)
e High-Scaling
 JUPITER Benchmark Suite published:

v v
v

v

SN < BN < BN < BN < BN < B < B <

NN
SSENENEN <
LSRN NEN

SNEN

Funding: 500Mio € (50% EuroHPC; 25% BMBF; 25% MWK NRW) ‘J JUL'CH
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https://github.com/FZJ-JSC/jubench

JEDI - JUPITER EXASCALE DEVELOPMENT INSTRUMENT

EuroHPC / Forschungszentrum Julich

» JEDI: JUPITER test system /
e 48 nodes (JUPITER design)
. (05/2024)

e Usage
e System management preparations
e Application porting
« JUREAP
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JUREAP

JUPITER Research and Early Access Program

Largest system, new hardware!

How to prepare? How to evaluate? How to prioritize?

Systematic Interactive
approach approach

Hybrid approach Preparation time
(JEDI & (early
JUWELS Booster) commitment)

Mitglied der Helmholtz-Gemeinschaft

>120 projects participated

Selected lighthouse projects:
¢ 18 GCS (German)
e 15 EuroHPC (European)

Page 7



MODULAR DATA CENTER FOR JUPITER =WVIDEN

e Vendor: Eviden N R i
. Area: ~2300m2 gk rgk i .fi_/gl\ﬁ\/ M.VMVMVMVMVMVMVMVMVMVMVMVMVMVMVMVMVMVMVMV
e 1x Datahall (Storage, Management) :

2 Extinguishing| ™

e 7x IT Modules (20 Racks per module) Cob—E LELELELE e

nnnnnnnn

Bodenplatie

e UPS, Generator I —

e Entrance area O | | I S S . L
e Workshop, Warehouse
e 15x 2,5 Megawatt Power Stations

JULICH

Forschungszentrum
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CONCRETE FOUNDATION

Construction of concreteslab 85 mx 42m x 0.5 m

12/2023 01/2024
08/2024 .
@) JULICH
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MODULAR DATA CENTER

03/2025

02/2025
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CURRENT STATE

(12) Compue,

Science

Member of the HelmiJ®

Oversubscription by a factor of 2-3

Stabilize the network:

* 51000 links

« 102000 logical ports
« 25400 endpoints

« 867 switches
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JAIF - JUPITER Al'Factory

Modular JUPITER- Hybrid Training/Inference Al System

JUPITER and JARVIS - JAIF Hardware/Software Ecosystem

[} o \\
E <TBN: | UPYTER
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2 ~Mrl o PyTorch “ Hugging Face ( 3

m EnsyBuio _ HEAT

O ANVIDIA : N
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|| Resource -
Management|| Software**

ParaStation }
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openstack.
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Hardware -
Compute
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Hardware -
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*Depending on procurements and available functionality

**This is a subset of the available software
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Parallel Parallel High Capacity
High Bandwith High Capacity Backup/Archive
Flash Module Data System System
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Universal
Cluster

GPU
Booster
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Configuration

JURITER t’g}

Interactive
Computation
and Visualization
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Tools Overview

Apply for compute Project self-

Accessing the

and data resources management system

Working on the
system

@ JuDoor Status
Page

d
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Tools Overview

Apply for compute Project self-

Accessing the

and data resources management system

Working on the
system

@ JuDoor Status
Page

d
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JARDS - Apply for compute & data resources

Joint Application, Review, and Dispatch Service

central tool for application, review and %
management of compute & data projects %
Application S
PHP/JavaScript-based web application, GPLv3 %
Modular structure for different process phases
Differentiated role model, different workflows [ Report ] [ Reviews ]
Used Germany-wide
GCS
AN
NHR (Nationales Hochleistungsrechnen) Sox [Administration] Q‘O@
% S
>

Universities (Erlangen, Kéln)

Open Source

Member of the Helmholtz Association Page 16 'J J U L I c H
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JARDS - Application Panel

JUWELS CPU res. l) JULICH

i= APPLICATIONS @+ LOGOUT 7?2 HELP [EISAVE XEXIT W RESET

& B logout In 29 minutes.

ID #45924: » Application list * ChoosePland PC * Applicant's data * Projecttype * Resources * Scientific Objectives 4 » WINUSRXwZUREEN » Data Mngmt. JSC * Upload files

» Finalize
Rolling Call for regular GCS projects on HAZELHEN and
SUPERMUC-NG, Test projects on HAZELHEN, SUPERMUC-NG
or JUWELS
Computing time - JUWELS CPU resources
JUWELS consists of about 2500 compute nodes. Each node contains a dual-socket Skylake Platinum 8168 (24 cores, 2.7 GHz) CPU with at
least 96 GB of memory.
How much CPU compute time is required for your project in the upcoming application timeframe? *
Simulation Codes for CP
Number of used simulat
1
Name of your application code *
Programming languages used for this code *
Fortran77 Fortran90/95 Fortran2003 c Ci+ Java Python
Other
Member of the Helmholtz Association Page 17

Cool, it works so
smooth to apply my
project with JARDS
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JARDS - Peer-Review Panel

&z~ f 'ﬂ‘ Overview Search B
# OVERVIEW 4% CATECORY~ E VIEWS & USERS~= 4 ADMIN= & MAILS~ & ACCOUNT= 2 HELP L iogr o,
=CONTENT~

Select active call:

Collection of your applications to review in call 2019 @

‘ Show/hide/move columns (63 ” Export || Config | Search: | test
Review App v Prm?lpal Tm? of Topic Pages Akronym Project ID Merg:
D investigator project documi
) IR Rolling call test , , )
@95 edit review 45754 Carsten LRZ - 0 rollinglrz1 rollinglrz1 B sho
SUPERMUC
y Karbach .
=5 edit review 45690 Carst branchtest Human Genetics @ 1 branchtest sho
arsten
29¢ edit review 45689 Karbach mastertest e sl Solid St ieland 1 mastertest B sho
Carsten Surface Research @
' L
Showing 1 to 34 of 34 entries (filtered from 75 total entries)
Overview @
‘ Show/hide/move columns (23R) ” Config | Search: | j=4 x
Category Kind Pool Close at Reviews Description Applications
JSC Prep access Technical JSC PrepAccess 6E3x 1@ 55
JSC Test projects Technical JSC SC Support 30.11.2021 sEE 80
JSC Normal Commission 2019 Commission  JSC Technical 135
JSCReady Commission  JSC Supporters 1
JSC SciJSC Scientific JSC Technical 2 3
JSC Topicd Scientific JSC Technical 0

Member of the Helmholtz Association
Forschungszentrum CENTRE
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JARDS - Peer-Review Panel

B0~/ @k Overview

# OVERVIEW &% CATEGORY~ BB VIEWS &+ USERS~- . ADMIN- & MALS~- & ACCOUNT- 2 HELP

= CONTENT =

Select active call:
N -

Collection of your applications to review in cal

GCS

Gaan Carisfor Saparc

& 9 logoutin 193 mra

Show/hide/move columns (6%®) || Export || Config Search: | test
A PL Title of M
Review PP . ! ?n Topic Pages Akronym Project ID erg!
investigator project documi
Karbach S:gmg el 0 llinglrz1 llinglrz1 h
— rollinglrz rollinglrz sho
SUPERMUC
Karbach
arbac branchtest Human Genetics @ 1 branchtest sho
Carsten
" Chemical Solid State and
05 edit review 45689 mastertest 1 mastertest [3sho
Carsten Surface Research @ Bshe
' L
Showing 1 to 34 of 34 entries (filtered from 75 total entries;
Overview @
Show/hide/move columns {28R) Config Search: | jsd x
Category Kind Pool Close at Reviews Description Applications
JSC Prep access Technical JSC PrepAccess 6 12 55
JSC Test projects Technical JSC SC Support 30.11.2021 6 80
JSC Normal Commission 2019 Commission  JSC Technical 135
JSCReady Commission  JSC Supporters 1
JSC SciJSC Scientific JSC Technical 2 3
JSC Topicd Scientific JSC Technical 0

Member of the Helmholtz Association
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B 2019 f & JSC Prepaccessf BM&?E! zAdd review search n

A OVERVIEW 8% CATEGORY =~ EB VIEWS @&+ USERS~= & ADMIN- & MAILS~= & ACCOUNT= 2 HELP
® yes U no
Is JSC support requested by the applicant? *
yes @ no
Code basis type *

community code
# open source
small in-house
other
Is the code based on commercial software? *

yes £ O no g

Required person weeks: * 1

Recommended K-core-h: * [ F:Y l

Only for JURECA/JUWELS: additional resources

Select unknown for other systems than JURECA/JUWELS
Grant access to GPU partition? * © yes & © no & © unknown &

Total result

Result: *

* suitable

9 JULICH | 2% e

Forschungszentrum CENTRE



Tools Overview

Apply for compute Project self-

Accessing the

and data resources management system

Working on the
system

@ JuDoor Status
Page

d
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PHP-based web application
Management of accounts, projects, resources
Role-based
» User, PI/PA, Support, Administrator
Paperless account creation
Managing of ssh-keys
View/Accept usage agreement
Change contact data
Get software access
Get and access web services
Full overview for users/Pls
* Incl. budgets usage (overview/extended)
MFA possible
On avg. 150 single users per day

Member of the Helmholtz Association
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JuDoor — User & project seft-management portal

JuDoor Your account & mustermannl ~ Logout
@) JULICH
rrrrrrrrr szentrum
Max Mustermann J
Account mustermanni
E-mail address max.mustermann@example.com=
Telephone 1234-5678
Fax 1234-5678
Address
Systems
judac Manage SSH-keys f—
Usage agreement confirmed on 14.11.2018 =
[coron o
jureca Manage SSH-keys — ]
Usage agreement confirmed on 14.11.2018 —£
JURECA: (cPron@i JURECA_GPUS: ceron@i JURECA_VIS: (crrosig a
iuwels You need to sign the usage agreement to access this system Er-
JUWELS: (cProsz#) JUWELS_GPUS: [cProuzs =

Projects
# Compute project title one cpro1
@ Compute project title two crroaz
£ Dataproject title patapros

© Join a project

Software Licenses

© Request access (o licensed software

Connected Services
(iview I trac

# Make changes

l) JULICH

Forschungszentrum
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JuDoor — User & project seft-management portal

 PHP-based web application
« Management of accounts, projects, resources
* Role-based
» User, PI/PA, Support, Administrator
« Paperless account creation
« Managing of ssh-keys
» View/Accept usage agreement
« Change contact data
» Get software access
« Get and access web services
* Full overview for users/Pls
* Incl. budgets usage (overview/extended)
 MFA possible
* On avg. 150 unique users per day

Member of the Helmholtz Association

JuDoor Your account & mustermannl ~ Logout

Max Mustermann @) JuLicH

Account mustermanni

E-mail address max.mustermann@example.com=
Telephone 1234-5678

Fax 1234-5678

Address

Systems ,- 2. Manage SSH-keys L

———————

N
Usage agreeme 1- ed on 14.11.2018
[coron So

jureca Manage SSH-keys
Usage agreement confirmed on 14.11.2018
JURECA: (ceromgs. JURECA_GPUS: [crrongs JURECA_VIS: cProlge

iuwels You need to sign the usage agreement to access this system
JUWELS: (cProsz#) JUWELS_GPUS: [cProuzs

_______________________
—‘ ~

~
~~~~~

-
- -
----————_———-———————

@ Compute project title two crroaz

£ Dataproject title patapros

——————

© Request access to licensed software

Connected Services

[ iview ]
# Make changes
(X ] ..
@) JULICH | i
Page 22 J SUPERCOMPUTING
Forschungszentrum CENTRE




JuDoor - 1. Granting access to resources

JuDoor Your account

Name

€ Back o crRoJ1

Modify access for user in CPR0OJ1

Max Mustermann

Max Mustermann

Open project join requests:

Account E-mail address Action

mustermannl max@mustermann.de Respond

Account mustermannil

E-mail address max.mustermanni@example.com &4

means not to communicate or make data accessible to other persons without authorization by the data provider (even after the
end of the project).

Data access

+ JUDAC

Contingent projl «

WJUWELS #
¥ JUWELS_GPUS #

You can restrict the availble resources for this user before adding the user to the project.

Legal Notice . )
. ) Forschungszentrum Jiilich, JSC Contact Dispatch
Privacy Policy

Member of the Helmholtz Association Page 23

PI/PA

receives notification

manages project members

grants access to specific resources
manages data inheritance

has access to all project information
Bulk actions possible

(L] ..
@) JULICH | &
SUPERCOMPUTING
Forschungszentrum CENTRE




JuDoor — 2. Manage SSH-keys

crmmeea AP ystem |
SSH keys on{ Jureca v 7)) JULICH

Here you can upload an SSH public key to the system. Information on how to create an SSH public key can be fourd here. )--__
\N-_—’ --~~

It might take up to 15 minutes until the newly added SSH key is activated.

Upload SSH public keys

To use our systems your publlt;_k,eggatlons have to include a from=-clause to restrict the usage of the key to your personal IP address range.

Your current IP address |é 134.94,52.89. Bee the documentation for more information.

‘~--_—— ~
NG -

0 Remove all other existing public keys.

Your public key and options string

from="134.94.52.69" ssh-ed25519 AAAAC3N...

Can be a list of static IP, a static
network range, a static hostname
or a hostname suffix using * as a
wildcard symbol

Paste the content of your .pub-file here or upload a file below.

Your public key file Additional public key options og

/

e ——— gl

Browse QE from="134.94.52.69", :, B e

---—-———-———’—

You can specify your from= clause and other public key options here

Start upload of SSH-Keys | Add additional keys...

Member of the Helmholtz Association Page 24

JULICH
SUPERCOMPUTING

CEMTRE
____________________

I
1 Link to documentation
for further details

.

WELL, GOOD THING
IT’S SO EASY NOW TO JOIN
THE PROJECT,
THANKS TO JUDOOR

AN

[ X ] .
@ ) JULICH | i
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JuDoor — 3. Project: compute & data quota

- [ ———— - I- ------------------- —
Active BUdQEtS I Budgetnameto | mceeeeo 1 Consumable budget of
_—— 1 o i
~~~""7=s _.-~"1 submit a job 1 Used I next month
Budget(cstao @~ L J '—,—] '
So - ’
[ ,/
JURECA ,/monthl;.-' budget @
_____ - Total mmm == 15 M eorezhl(Di03IM eorezhllost]
Lost r- Window @ Aafcorezh
e e e e e e e e = - ",—”‘
- C(_)nsumed before —"'JIJRECA_BOOSTER fixed budget @ 01.06.19-31.05.20
| this month Total BEERESD Mesr=d
JURECA_GPUS fixed budget @ 01.06.19-31.05.20
Total - 50/1,000 core-h
JURECA_VIS fixed budget @ 01.06.19-31.05.20
Total 071,000 core-h
Storage Quota
Storage on just
scratch 01.06.19-31.05.20
G 4.17/35.00 T I e 92k/4,400k Inodes [
project 01.06.19-31.05.20
GRS N B
oo
! Link to Kontview .~
b 1* Show extended statistics
(L] ..
@ ) JULICH | &
Member of the Helmholtz Association Page 25 SUPERCOMPUTING
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KontView — detailed guota

-
- =~

e Accessible from JuDoor:

< JSC KontView for Juwels and Jureca 4 Quota view"‘,--___ "
J -

» Ll User Info » [ Job Info = \~~—_———’

e ) 9 JULICH | & cumme
Farschungszentrum CENTRE

I User view |

. s, s, ..

MName Vorname login R_CLS project budget hostname Coreh user numjobs
filter filter filter filter filter filter filter filter filter =

22 Show extended statistics

¥ 2228629800 ¥ 649.00
n_1164430197 v_1368957785 u_4119172006 pra 0_2601404513 b_2601404513 JUWELS 11182307 80
n_3761323631 v_4014760557 u_2538519557 pra 02601404513 b_2601404513 JUWELS 2241735 431
n_2841376739 v_3254141488 u_3484758383 pra 0_2601404513 b_2601404513 JUWELS 1677191 136
t h 1 . n_0025459174 v_1006594725 u_3131446113 pra 02601404513 b_2601404513 JUWELS 135083 2
Further views:
- - Project: 0_2601404513; Budget: b_2601404513; System: JUWELS Graph size: ~ v~ ¥ #entries:4/4 Y Columns &
* LISt OT JObs per user
2601404513
e ck
20 b_2601404513
/_ JUWELS
* Resource usage per user 3 e
5 o - b=
[} L f - \:iusage
—_— — UsM\lsage
— ’ N
J
o iy 200 Jan 2028 etz g 2028 020 0 e ¥ o 21 en 21 g e \
L AY
1 how l’ (N
- N,
/ \

-
- =~

ittt T ettt

~ 1 1
— . ” —— = e ! used quota user J | used quota total }
o JSC KontView for Juwels and Jureca { PI/PA view »--___ [ @) JULICH] fene | Lo 2s e L T
> =1 PI/PA view T
Jﬂ [ Compute Projects ¥ [ Data Projects ~ Se————T L-----------!
Project Budget Partition Mentor Kind Status Start End Elapsed % ‘Coreh used % of avail. % ofrequ. Corehideal % ofideal Coreh avail. ‘Coreh awarded Coreh requ. Coreh bonus  Coreh lost  Coreh nocont
|f\|te| ||1i|te\ ||fi|te\ Hiilte\ ||1\Ite| ||1i|te\ Hfiltel Hf\“&l Hfiltel ||fi|te\ Hf\llel ||1i|te\ Hf\“&l Hfi\lel Hfiltel ||1\Ite| ||fi|te\ ||1i|te\ Hfiltel Hfiltel Hiilte\ Hfiltel =
3 22286298.00 B 74.29 @ 74.29 @ 11637 ¥ 30000000.00 ¥ 30D000000.00 ¥ 30000000.00 3 0.00 3000  3218119.29
pra 0_2601404513 b_2601404513 JUWELS  u 4119172006  u_0325695197 m A 01420 310321 63.84% T4.29% 74.29% 19150685 116.37% 30000000 30000000 30000000 218119.29
Pi_pa: u_4119172006 Graph size: ~ ~ ¥ #entries:1/1 ¥ Columns ~ E3
ol Project: o 2601404513
I‘ Budget: b_2601404513
1 Parfition: JUWELS
= 1 Date
g /] k — Ideslavg
(oI / \ — Quota_Used
\ — Tots_Quota
e E ,’ EI] “ — avai_Quetz
° May 2020 g Jun 2020 Jul 2020 'l g 2020 Sep 2020 \ Ot N 20120 R ) Jan 2021 Fab 2021 Mar 2021
7 J \
/ ! \
Y A pommmdeeee R, W I,__x.__.;
i - '|
1 3-month window 1 total quota | used quota j 1 how 3
. . ., . . ., e o . s s . | F—— JULICH

Member of the Helmholtz Association
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KontView — detailed guota

1
/,: PI/PA view I

pm——————— Vi
,/’ a :’
. - N i ¥ JOLicH
-~ JSC KontView for Juwels and Jureca 4 PI/PA view Y JULICH | ccicomume
X , Farschungszentrum | CENTRE
~~~ —”
. . - R
[ Compute Projects ~ [ Data Projects ~ ===
- :
group storage filesystem P_Leiter Start Ende GBused SoofSoft GBsoft GBsoftPercHard GBhard Inodelsage InodelUsagePercSoft InodeSoft InodelsagePercHard InodeHard
|filte|' ||fi|ter ||fi|ter ||filter | |fi|ter ||fi|ter | |fi|te|‘ ||fi|te|‘ ||fi|te|‘ ||fi|te|‘ ||fi|te|‘ ||fi|ter | |fi|ter ||fi|te|‘ ||fi|te|‘ ||fi|ter ||fi|te|‘ | =
¥ 160998.00 & 82.49 ¥ 209319.00 @ 75.71 ¥ 226705.00 ¥ 1037230.00 & 9.52 ¥ 7100000.00 @ 8.65 ¥ 7810000.00
0_1070008056 0_1070008056 data largedata n_1164430197 01.,07.2020 30.06.2021 93880 91.68% 102400 83.35% 112640 2396 240% 100000 2,18% 110000
0_2601404513 0_2601404513 scratch scratch n_1164430197 01.04.2020 31.03.2021 51947 56.37% 92160 53.40% G7280 1000158 25.00% 4000000 22.73% 4400000
0_2601404513 0_2601404513 project project n_1164430197 01.04.2020 31.03.2021 15171 99.42% 15259 90.3%% 16785 34676 1.16% 3000000 1.05% 3300000
Pi_pa: u_4119172006 Graph size: ~ ~ ¥ #entries:3/3 T Columns ~ E.3
Project: 0_2601404513
e = A an | 4 [
H = Filesystem:  scratch
=S Date
8 e _q.‘? — GBused
1]
= [~ — GBsoft
o = — GBhard
w 327 E
= — Incdellsage
"
. — InodeSoft
© a a = InodeHard
May 2020 Jun 2020 Jul 2120 Aug 2020 Sap 2020 Qe 2020 Maw 2120 May 2020 Jun 202 Jul 2520 g 2020 Sep 2020 Qe 200 Maw 2120
- — o ——
I disc e | inod
| disc usag I inodes usage
JULICH
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Tools Overview

Apply for compute Project self-

Accessing the

and data resources management system

Working on the
system

@ JuDoor Status
Page

d
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JSC Status Page

- Cluster Systems

fg- JUWELS Cluster Next Maintenance at 24. Juni 2025, 09:00 fg- JUWELS Booster  Next Maintenance at 24. Juni 2025, 09:00
E- JURECA DC Next Maintenance at 17. Juni 2025, 09:00 5- JURECA HWAI Next Maintenance at 17. Juni 2025, 09:00
E:- JUSUF HPC Next Maintenance at 3. Juni 2025, 09:00 ® JEDI

=1 JUDAC ST oM

=, JUZEA1 Next Maintenance at 12. Juni 2025,08:00 =, DEEP

- File Systems

5. $HOME 57 $PROJECT

£/ $SCRATCH S7 $ARCHIVE

S, $DATA

- Services

S JuDoor S. Jupyter-JSC

=. JSC Cloud S, Backup

? Jab reporting E:‘ UNICORE

= Cloud Object Storage =7 JUSTCOM

- Support

=, SC Support

@) JULICH &
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JSC Status Page

- Cluster Systems

E{- JUWELS Cluster Next Maintenance at 24. Juni 2025, 09:00 5- JUWELS Booster Next Maintenance at 24. Juni 2025, 09:00
= JURECA DC Next Maintenance at 17. Juni 2025, 09:00 = JURECA HWAI Next Maintenance at 17. Juni 2025, 09:00
[— | . 0
=, JUSUF HPC Next Maintenance at 3. Juni 2025 ® JEDI
p— ——
=1 J =, QLM
1L 1=7r— A A By PEEW Py ] Y H Y = o e W el el
® JEDI is currently unavailable
Current state

® JEDI decommisioning

11. Mai 2025, 14:00 - 30. Mai 2025, 14:00 (due for 1 day)

With the progressing JUPITER installation, JEDI will be in its current form decommissioned. The nodes and rack of JEDI will be integrated into JUPITER. They'll be kept into operation for as long as
possible, but their decommissioning is imminent and will happen on short notice at any point during the next 2 weeks. Once that takes place, access to the JEDI login nodes will still be possible, but no
compute nodes will be available again on this platform.

We are aiming to allow access to JUPITER for JUREAP users in waves as soon as possible, as the system is stabilized and it approaches a state suitable for a first set of experiments for early users. This
will be communicated via email once this is possible.

History

Login update

' ¥ JULICH
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JUPYTER-JSC

Supercomputing in a browser

Multi-purpose working environment

« Easy access to HPC

« Execution on login or compute

node

« Language agnostic: Python, R,

Julia, C++, ...

» Extensible design: in-browser-
terminal, file-browsing, ...

« Combines code execution, rich
text, math, plots and rich media

* 551 unique users in May/2025

Member of the Helmholtz Association

WA

Quantum Computing Platform
JUQCS, Qaptiva 800
D-Wave, PASCAL, QSolid,
OpenSuperQplus

WebUls

VSCode

R Studio ‘

NEST Desktop ?!
Topics-
specific

DeepLearning

F7

Visualization

JSC Cloud

RS eESE=
U8 na Bull Bull

Ao
12,384 vCPUs
NVIDIA 16x V100, 3x A100
14 TiB memory, 1 TiB NVMe
OpensStack Cluster

P
Jupyterlab
N4

.
JupyterLab

X

Xpra Desktop

Increase
Productivity

Languages

® @ c o ¥
e 0 & @ & @
@ @ ~ Q4 x

¥
14750 HDD + 48 NVMe
=211 PByte

+

43.000 Tapes
= 478 PByte

JUWELS Cluster

122,768 cores Intel Skylake
224 NVIDIA V100 GPUs
275 TByte memory
12.27 PFlops

44,928 cores AMD EPYC Rol
3,744 NVIDIA A100 GPUs
629 TByte memory
73.02 PFlops

C++ (Cling) F

LFortran

S5
==
Java
Ruby
R u
2 \
Octave
Bash ‘
MATLAB

A

" .

l o~

= 1F <

me 98,304 cores AMD EPYC Rome

768 NVIDIA A100 GPUs
443 TByte memory

18.51 PFlops

JUPITER

1st European Exascale
Supercomputer

> 1 EFlops




UPYTER-JSC WEBSERVICE

JupyterLab
Junnw
JULICH sc JupyterLab r jupyter
, upyter- Ll
Jupyterlab  JSC Status  Documentation  More Links | gosbbert_at_tz https b ssh - tunnel JupyterLab!
- < Server
. - Extension
Your server is starting up... Jupytertab
wibe Extension i
" upyter
Las o cick o expar > "12:,1" L] unIcORE > Notebook 2ma >
PO AR RAA R AR AR AN AAAAA ARSI AAIIBAS AR AAAAA AR AR AR RRAAANAAAA AN AAAAAANNAN @ browser Server
2024-04-23 08.01.06.568. Sanding request 1o Oulpos! service (o start your service. hpe cluster
2024-04-23 06:01.06 645 OUtpost commanication successtul
wvren
@) JULICH 2. &Jsc
e |20 JupyterLab  JSC Status  Documentation  More Links [ st ot tz ok do - ]
Status.
NEW JUPYTERLAB
- E ' =
V' Jusufjogin 36 JUSUF LoginNode coshvs
. § . . e Y @ o8 = tefusience K- 29 me Q@D s=
¥ juwsis 36 C amere i mminbtnta. — T
e Bt View R Keme QR Tabs Setings el i | oo
@) JULICH ! 25 | oy ossmOREDs e %] s I
') R | S Start  Links  Documentation T, | ¢ <D0 tor e 00 ® ython 3 (pykernel) O 8 -a- ——
v
a2 LIhr :
Jupyter-JSC T mancllbrosumba: numba, cuacompler Dispatcher
Supercomputing in Your Browser “ [ wneugen ] Len (euds. gpus) _—
Jupyter-JSC starts and provides access to . dar v
your Jupyter Notebook servers running on m cuda, gpus[0] msme.
JSC compute resources. These can be ¢ b Tesla vise.son.- 165"
» JUPYTER JUWELS, JURECA, JUSUF, HDFML or _
Supercomputing in Your Browser 3 DEEP's login or compute nodes or even the
— HDF cloud - depending on the computing 0
B We are pleased to bring "Supercomputing in your browser”. Jupyter-JSC is designed to provide We resources available to you.
the rich high ing (HPC) to the world's most popular software:  and »
web browsers. JupyterLab is a web-based interactive development environment for Jupyter se Please use your JSC account to log in or saakronTs @
notebooks, code, and data. JupyterLab is flexible to support a wide range of workflows in data macl register if you have not already done so. It's n » femgfpyhernel 30146 4
science, scientific computing, and machine leamning. Read more. also possible to log in via Helmholtz AAL.
IHOLTZ = .
= Go haemary =GP pesaurces % | = b Theoughpne
0
GPU Memory: 192,40 MO
somce B
S Jupytersc = JuweLs S JuRECA = Jusur 7 oeep S HoFmL S HOF-Cloud
o 5og 17 g Sogg S0g #r0g g 00y .
HELMHOLTZ Singe OB 0 1 © < Pl otk a3 ok e 1413 £ 01445 o it ® 4 Col 2 g o St
‘ ]
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Tools Overview

Apply for compute Project self-

Accessing the

and data resources management system

Working on the
system

@ JuDoor Status
Page

d

Member of the Helmholtz Association Page 33

JULICH
SUPERCOMPUTING
CENTRE

JULICH

Forschungszentrum




LLVIEW REPORTING INTERFACE

Slurm info

GPU daemon
Network
gueries

R

N

System and
Job reporting

ATATA

CPU, power,

N

System lo .
y J lliview.fz-juelich.de

errors
github.com/FZJ-JSCl/llview P .
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LLVIEW REPORTING INTERFACE

Slurm info Updates every ~1min
using existing sources
PU daemon == Negligible overhead!
Scalable!
Network>N

N

gueries System and

Job reportin

PU, power, =1 O BRI
ystem log Mo o == BT R
errors view.fz-juelich.de =l EEE s = —

github.com/FZJ-JSC/llview
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JUWELS BOOSTER DEMO. Support view [mERVS # System ~ = Queue ~ [EWorkflows W Active jobs {3 History & Projects&Roles * S internal ~ 2 Help

=P ::;a:z"ﬁﬁﬁ;ﬁ‘(3;’;";;‘“" CPUs Userid cpuh wall Class Spec TEnd I/0(MiB) BW(MiB/s)
jobs  179/506 (run/wait)
ot ooroTr sl 336135 B 496 user3881 4.2h of 23:30 booster n@l.p@8.t0@0 +08:55 0.0 0.0
I 496 user3494 19.6h of 23:55 booster n@1.p48.t00 17:56 0.0 0.0
B 496 user3762 3.2h of 5:00 booster n@1.p24.t00 15:24 0.0 0.0
B 496 user3866 ©.1h of 6:00 booster n@1.p96.t00 19:32 0.0 0.0
B 496 user3881 3.1h of 23:30 booster n@1.p@8.t00 +10: 00 0.0 0.0
B 496 user3457 0.7h of 24:00 booster n@1.p@2.t00 +12:56 0.0 0.0
496 user3866 ©.1h of 6:00 booster n@1.p96.t00 19:33 0.0 0.0
B 496 user2422 4.9h of 24:00 booster n@l.p08.t00 +08:43 0.0 0.0
Bl 496 user105@ 2.8h of 24:00 booster n@l.p02.t00 +10:51 0.0 0.0
B 496 user3017 3.1h of 24:00 booster n@1.p16.t00 +10:30 0.0 0.0
e e e B 496 user3674 16.2h of 24:00 booster n@1.p96.t00 21:25 0.0 0.0
496 user2422 ©.7h of 24:00 booster n@1.p@8.t00 +12:54 0.0 0.0
B 496 user3966 4.1h of 23:59 booster n@1.p@8.t00 +69:32 0.0 0.0
B 496 user3794 1.9h of 2:00 develbooster n@l.p96.t00 13:41 0.0 0.0
B 496 user3017 3.4h of 24:00 booster n@l.pl6.t00 +10:15 0.0 0.0
B 496 user3674 17.4h of 24:00 booster n@1.p96.t00 20:11 0.0 0.0
B 496 user3881 4.2h of 23:30 booster n@1.p@8.t00 +88:55 0.0 0.0
496 userd@95 0.3h of 1:59 develbooster n@1.p03.t80 15:17 0.0 0.0
B 496 user3866 ©.1h of 6:00 booster n@1.p96.t00 19:32 0.0 0.0
= B 496 user3866 0.1h of 6:00 booster n@1.p96.t00 19:33 0.0 0.0
B 496 user3807 2.8h of 3:00 booster n@l.p@4.te0 13:47 0.0 0.9
rack_01F rack 018 rack_08-F rack_08-8. rack_17-F rack_17-6 rack_25-F rack 26-8 rack_33F rack_33-8 Bl 496 userl050 19.6h of 24:00 booster n@1l.p@2.te0 18:01 0.0 0.0
B 496 userl782 4.1h of 23:50 booster n@l.p08.t00 +09:22 0.0 0.0
B 496 user3866 @.1h of 6:00 booster n@1.p96.t00 19:32 0.0 0.0
B 496 user3592 0.8h of 20:00 booster n@1.p96.t00 +88: 46 0.0 0.0
I 496 user3866 @.1h of 6:00 booster n@1.p96.t00 19:32 0.0 0.0
496 user3881 4.2h of 23:30 booster n@1.p@8.t00 +88:55 0.0 0.0
496 user3866 ©0.1h of 6:00 booster n@1.p96.t00 19:32 0.0 0.0
B 496 user3459 3.6h of 24:00 booster n@l.p02.t00 +10: 00 0.0 0.0
B 496 user1398 4.0h of 24:00 booster n@1l.p08.t00 +09:36 0.0 0.0
Wait: #jobs: 506 (pred.)
corens m:‘:n(:;::?) B 496 user2541 2.6h of 24:00 booster n@1.p96.t00 +11:01 0.0 0.0
B 496 user3045 1.2h of 6:00 booster n@1.p@8.t00 18:25 0.0 0.0
05707125 13:36:39 B 496 user3881 4.2h of 23:30 booster n@1.p@8.t00 +88:55 0.0 0.0
[UMWELS Boaster : Job Scheduling Prediction T o o ol B B 496 user3866 0.1h of 6:00 booster n@1.p96.t80 19:31 0.0 0.0
B 496 user3866 ©.1h of 6:00 booster n@1.p96.t00 19:32 0.0 0.9

' 1 JuLic
Last Database update: 25/05/07-13:34:38 (took 122.84 sec since previous update) Legal Notice ‘ J U LICH SUPERCOMPUTING
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JOB REPORTING

I Live & System ~

Workflows PSS ) History Projects&Roles ~ £ Internal ~

Jobs ended on:  02.01.2024 01.01.2024 31.12.2023 30.12.2023 [P:APEL Xl 28.12.2023 27.12.2023 26.12.2023 25.12.2023 24.12.2023 23.12.2023 22.12.2023 21.12.2023 20.12.2023 19.12.2023 18.12.2023 17.12.2023 16.12.2023 15.12.2023 1

2.2023 13.12.2023 12.12.2023

ended JobID Owner Project Queue Start Date Last Update Runtime #Nodes Usﬂge #Cores #PhysCores # 0gi Cores Load MaxMem GPUUsﬂgev GPUMaxMem GPUAVHPOwer GPUMaxCIkr #Emr #ErrNds Score #Samples
filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter
| 95:37:19 9089715 user2415 grp272 _booster 2023-12-28 16:05 2023-12-29 16:05 1d00h00M 32 1297 9.40 9.40 000 676 16862 98.51 27.98 33311 a TIMEOUT 0.96 1439 aa [3)
93:27:19 9087957 user1720 grp467 booster 2023-12-29 12:16 2023-12-29 18:16  6h00M 1B es0 3.68 2B 256 97.85 5.20 228.67 1 | o.e5] 360 lba
93:06:18 9087966 User1720 grpd67 booster 2023-12-20 12:36 2023-12-29 18:36  6h0OM [l 10.42 WL 2.98 148 2074 97.45 5.22 248.76 1 | 0.95] 360 [
101:06:19 9089481 user1002 grp256 booster 2023-12-29 04:36 2023-12-29 10:37  6h00mM 8 36.83 27.91 20.42 7.48 17.74 s3.36 [N 34.16 314.04 4 | o0s4 361 I [B
102:39:11 9090111 USer3009 grp256 develbooster 2023-12-29 07:47 2023-12-29 09:04  1h16m 4[JH8150 1356 9.02 7481 S 20.09 368.22 4 | 093
89:07:19 9091099 user1076 grp590 develbooster 2023-12-29 20:40 2023-12-20 22:35  1h55m E] 12,00 [RTA 7.44 so.53 [ 30.89 344.71 4 . oss
93:06:18 9088309 user1720 grpd67 booster 2023-12-29 12:36 2023-12-29 18:36 6h00m e 10.45 PR 2.98 25.05 [ ERE 6.89 251.79 1 | 0s3 360 [da
108:15:19 9079960 user1019 grp216 booster 2023-12-28 20:33 2023-12-29 03:28  6h54m 1 3.99 3.99 23.40 IETES 1.37 280.74 1 COMPLETED | 0e2 415 [da
102:10:03 9079989 user1019 grp216 booster 2023-12-29 02:07 2023-12-29 09:33  7h26m 1EEE a7 3.97 23.2¢ [ 1.40 283.00 1 COMPLETED | 092 446 [da
101:24:00 9090164 USEr3009 grp256 develbooster 2023-12-29 09:18 2023-12-29 10:18 59m 4| 2284 1475 10.05 125.24 [LRNNNOANS 21.37 364.15 4 COMPLETED | o0s2
90:09:19 9087921 user1720 grpd67 booster 2023-12-29 15:33 2023-12-2921:33  6h00M 101474 o8 5.46 56.08 [ NINO415 6.06 141.70 1 | o0s2
94:17:18 9087891 user1720 grpd67 booster 2023-12-29 11:25 2023-12-29 17:25  6h00m JBBE s 3.42 26.55 [ AES 6.89 240.39 1 | o0s2 359 (e
101:16:19 9087920 user1720 grpd67 booster 2023-12-29 04:26 2023-12-29 10:27  Bh00OM 1- 9.24 5.78 25.15_ 6.07 144.54 1 - 361 [aw [
96:43:19 9090128 user2045 grp387 booster 2023-12-29 08:37 2023-12-29 14:59  6h22m ] 5.43 R 3.98 24.79 [LNNNGaHT 2.52 318.69 1 COMPLETED | oot 381 [
94:55:10 9089841 User3164 grp256 boOSter 2023-12-29 11:27 2023-12-29 16:48  5h20m 2 76.57 42.19 179.12 [ RNaA 28.64 249.10 4 . ose3 320 [aw
103:07:19 9090043 USer2045 grp387  booster 2023-12-29 02:07 2023-12-29 08:36  6h29m 1R ses 3.95 a2.83 [ SaH 2.52 325.21 1 COMPLETED . oe1
92:50:19 9088344 user1720 grp467 booster 2023-12-29 12:52 2023-12-29 18:52  6h00m 1R 4ss 3.14 25.78 [ NNGGI01 7.30 245.42 1 oo
94:14:19 9090615 User2503 grp202 develbooster 2023-12-29 15:54 2023-12-29 17:28  1h33m 2[li948 16.46 16.46 s6.73 [ NGEEE 39.56 283.02 4 | oot
110:45:19 9089833 User2045 grp387 booster 2023-12-28 18:25 2023-12-29 00:57  6h31m 1 50 3.94 24.54 [ NSESE 2.52 308.54 1 COMPLETED | 0s0 392 [da
89:51:19 9090562 User2045 grp387 booster 2023-12-29 15:20 2023-12-20 21:52  6h32m 1 sss 3.93 25.14 [ NNNNGoNE 2.52 312.39 1 COMPLETED | 0s0 392 4w
96:27:19 9090130 User2045 grp387 booster 2023-12-20 08:47 2023-12-28 15:156  6h28m 1 m 3.93 3.03 30.19_ 2.52 312.28 1 COMPLETED - 387 l&w
89:54:19 9090559 User2045 grp387 booster 2023-12-29 15:16 2023-12-29 21:49  6h33m 1 se 3.92 24.26 [NNGE158 2.52 312.52 1 COMPLETED om0 393 (e
90:17:19 9090535 User2045 grp3s7  booster 2023-12-29 15:00 2023-12-29 21:25  6h24m 1 s 3.91 25.44 [ NO2I28 2.52 313.52 1 COMPLETED 090
94:55:10 9090006 user3164 grp256 booster 2023-12-29 15:17 2023-12-29 16:48  1h31m 2R 77.01 43.65 160.73 |56 28.69 240.68 1 | ose2
96:23:17 9090129 User2045 grp387 booster 2023-12-29 08:46 2023-12-29 15:19  6h32m 1 seo 3.89 84.04 [NNNNGHI4E 2.52 331.53 1 GOMPLETED o089 392 [da
102:56:19 9090041 user2045 grp387 booster  2023-12-29 02:07 2023-12-29 08:46  6h39m 1S 389 3.89 54.72 [NNONEs 2.52 309.71 1 COMPLETED | o8 399 4w
B MW~ Columns~ Showing 603/603 entries Y &
= =
—_ [ ©
3 a & . it
£ 5 ‘ Usage K 3 | Physical Cores Logical Cores
- 5 = =2
° = g & 10 ] 1 I T 11 1
3 g aof T T 8 §'||'||-||'~|'|'1'Hr'1|
> 5 @ @ 5}
5 g 8
0 S 8 o
Zs. Op. Os. 5. 5. Op. Os. 5. = = 8. Op. Os 5.
O, % 0g % “Op “Oo O, % e % “Op 0o O % 0. % 0, %0
C‘e (‘e C? C‘e C‘e Ce
2 S . s 9 s, S .,
02, 02 (2 025 025 0,
CPU | Cores | Memory | GPU | Interconnect | Total IO | $PROJECT | $SCRATCH | $FASTDATA | $HOME  Job: 9089715

. '] JULICH
Last Database update: 24/01/02-16:00:27 (took 97.13 sec since previous update) Legal Notice 'J JU Ll CH SUPER
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—_-- Projects & User

I .
--- Presentation mode

=t e Scheduler overview

Live View i\
S ———

Se - 1
Jobs ended on:  02.01.2024 01.01.2024 31.12.2023 30.12.2023 19.12.2023 18.12.2023 17.12.2023 16.12.2023 15.12.2023 2.2023 12.12.2023 --hq Auto_refresh !

JOB REPORTING vy fibommion

-

? Help

ended JoblD Owner Project Queue Start Date LastUpdate Runtime #Nodes Usage #Cores #PhysCores #LogicCores Load MaxMem GPUUsagewv GPUMaxMem GPUAvgPower GPUMaxCIkr State #Emr #ErrNds Score #Samples

filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter filter
| 95:37:19 9089715 user2415 grp272 _booster 2023-12-28 16:05 2023-12-29 16:05 1d00h00M 32 1297 9.40 9.40 000 676 16862 98.51 27.98 33311 a TIMEOUT 0.96 1439 laa
93:27:19 9087957 user1720 grpd67 booster 2023-12-29 12:16 2023-12-29 18:16  6h00M 1B es0 3.68 2B 256 97.85 5.20 228.67 1 | o.e5]
93:06:18 9087966 User1720 grpd67 booster 2023-12-20 12:36 2023-12-29 18:36  6h0OM [l 10.42 WL 2.98 148 2074 97.45 5.22 248.76 1 | 0.95]
101:06:19 9089481 user1002 grp256 booster 2023-12-29 04:36 2023-12-29 10:37  6h00M 8 36.83 27.91 20.42 7.48 17.74 s3.36 [N 34.16 314.04 4 | o0s4 N
102:39:11 9090111 USer3009 grp256 develbooster 2023-12-29 07:47 2023-12-29 09:04  1h16m 4[JH8150 1356 9.02 4550888 7401 Y 20.09 368.22 4 | 093 "
-
89:07:19 9091099 user1076 grp590 develbooster 2023-12-29 20:40 2023-12-28 22:35  1h55m E] 12,00 [RTA 7.44 Y] csofERE  95.40f 30.89 344.71 4 . oss 15EEm” [ ~—ao
el
93:06:18 9088309 user1720 grpd67 booster 2023-12-29 12:36 2023-12-29 18:36  6h00Om e 10.45 PR 2.98 1 [ 2505 IEED 6.89 251.79 1 | 0s3 360 [da g e e
15 g . 5 1
108:15:19 9079960 user1019 grp216 booster 2023-12-28 20:33 2023-12-29 03:28  6h54m 1 3.99 3.99 ooo[ERE 2340 IEES 1.37 280.74 1 COMPLETED | 0e2 415 [da \ Job report
102:10:03 9079989 user1019 grp216 booster 2023-12-29 02:07 2023-12-29 09:33  7h26m 1EEE a7 3.97 ooo[WRE 2326 94 1.40 283.00 1 COMPLETED | 092 446 [da 1 int ti
101:24:00 9090164 USEr3009 grp256 develbooster 2023-12-29 09:18 2023-12-29 10:18 59m 4| 2284 1475 10.05 471/ 1088 125.24 21.37 364.15 4 COMPLETED | o0s2 1 (In eraclive
1 .
90:09:19 9087921 user1720 grp467 booster  2023-12-29 15:33 2023-12-2921:33  6h00M 101474 o8 5.46 a7z| 687  56.08 6.06 141.70 1 | o0s2 1 HTML view, or
94:17:18 9087891 User1720 grpd67 booster 2023-12-29 11:25 2023-12-29 17:25  6h00m JBBE s 3.42 106 2585 6.89 240.39 1 | o0s2 359 (e : PDF downloa d)
101:16:19 9087920 user1720 grpd67 booster 2023-12-29 04:26 2023-12-29 10:27  Bh00OM 1- 9.24 5.78 3.46- 25.15 6.07 144.54 1 - 361 [aw [ 1
96:43:19 9090128 user2045 grp387 booster 2023-12-29 08:37 2023-12-29 14:59  6h22m ] 5.43 R 3.98 oooURR] 2479 2.52 318.69 1 COMPLETED | oot 381 [ .
94:55:10 9089841 user3164 grp256 booster 2023-12-29 11:27 2023-12-29 16:48  5h20m 2R 7est 42.19 s437[EERE 17942 28.64 249.10 4 . ose3 320 (8 [
103:07:19 9090043 USer2045 grp387  booster 2023-12-29 02:07 2023-12-29 08:36  6h29m 1R ses 3.95 ooo KR  sees 2.52 325.21 1 COMPLETED . oe1
92:50:19 9088344 user1720 grp467 booster 2023-12-29 12:52 2023-12-29 18:52  6h00m 1R 4ss 3.14 120[fRF 2578 7.30 245.42 1 oo
94:14:19 9090615 User2503 grp202  develbooster 2023-12-29 15:54 2023-12-29 17:28  1h33m 2[li948 16.46 16.46 ooo[l8l47  se73 39.56 283.02 4 | oot
110:45:19 9089833 User2045 grp387 booster 2023-12-28 18:25 2023-12-29 00:57  6h31m 1 50 3.94 ooo B 2484 2.52 308.54 1 COMPLETED | 0s0 392 [da
89:51:19 9090562 User2045 grp387 booster 2023-12-29 15:20 2023-12-20 21:52  6h32m 1 sss 3.93 ooo [ 2514 2.52 312.39 1 COMPLETED | 0s0 392 4w
96:27:19 9090130 User2045 grp387 booster 2023-12-20 08:47 2023-12-28 15:156  6h28m 1 m 3.93 3.03 o.oo 30.19 2.52 312.28 1 COMPLETED - 387 l&w
89:54:19 9090559 user2045 grp387 booster 2023-12-29 15:16 2023-12-29 21:49  6h33m - - N, 1 ol . 2t 2.52 312.52 1 COMPLETED - 393 e )
90:17:10 S0ANEDE 4S04 L NI m . 272 I8 21E 5 PR = 1 Avg. load, cpu & 1 Avg. network ————2 i AR ey o = GAMBLETED. o SRR D Column selection:
55:10 4 i ; . . : FS_all
9456:10 - User info 1 Job info (start, end, nodes) 1 max. memory i traffic GPU info 1 Error states Efficiency score -
96:23:17 fm - 1 1 - 2 [ O FS_by_fs
- - = e - - - - -
102:56:19 9090041 user2045 grp387 booster  2023-12-29 02:07 2023-12-29 08:46  6h39m 1S 389 3.89 2.52 309.71 1 COMPLETED | o8 399 [aa Oepu
3-8 | 3 MW~ Columns~ Showing 603/603 entries ¥ & O GPU_max
=3 =23 -
e & & T final_status
€ 45 ‘ weane E 3 | Physical Cores Loyica| Cores -
@ L a2 2 -~ info
10
B =4 10 | F T [ I I I I ! ' ! | r I 03 “3 - - ] T T — I‘lh‘l Lo 1
g 3 (L G0 "
3 = A A 5 <o loadmem
] I3 w
5
o (2 L ~a [J mentor
° 0 S S 0 ~~~~ network
Z5. 0. Os. 2. 25. 0p. 0. 2. = = 25. 0p. Os. 2. S~
S0 90 S0 0 S0 9:0 S0 -0 S0 -0, %0, g)
06 % 0e. % 0 0 0. % 0s. % 0 0 0. % 0. % 0 0 sched
€2 <2 6% €2 g 52
A 9 A S A S
<0 25 <0 023 <0 25 <0 225 <0 25 <0 25 [ sched_ext
score
¢+| CPU | Cores | Memory | GPU | Interconnect | Total IO $PROJECT @ $SCRATCH | $FASTDATA | $HOME  Job: 9089715
O timings

. '] JULICH
Last Database update: 24/01/02-16:00:27 (took 97.13 sec since previous update) Legal Notice 'J JU Ll CH SUPER

Forschungszentrum CENTRE

1 Job specific metric history for CPU, GPU, ... ‘J J U L I c H
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JOB REPORTS

PDF and interactive HTMLS
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Basic job information
General average usage

Computing time spent/estimation

Status
CPU, Core

e Usage, Load, Memory usage

GPU

e Usage, Power, Temperature, ...

/O

Network traffic
Nodelist (with interconnected cells

Error messages

Timeline

GPU: Temperature

Page 39

/.

o max: 86.0°C
JUWELS BOOSTER Job Report 6| -
I - avg: 56.7°C
Jobid: 3691769 User: username Project: project Job Name: job name 2| o
min: 0.0°
Job Runtime: 12h00m - 100.08% of Wall: 11h59m Job Performance Matries -
minimax nimax
Job Start Time: ~ 2021-05-0501:07:13 min. avg. max. o jug portime  —e— Avg. per GPU
Job End Time: 2021-05-0513:08:04 (11157 200 Load (CPU-Nodes): 000 1458 4484
Current Time: 2024-05-05 142507 Memory (CPU-Nodes): 000 4648224  53069.40 M
Job Endtime (Est): 2021-05-05 13:07:28 Interconnect Traffic (in): 0.00 4“.72 8489.82 Ma/s
Traffc (out): 0.00 865 105642 msss
Queue: booster Interconnect Packets (i) [ 916 60681 pows %
Job Size, #iNodes: 1 #Data Points: 720 Interconnect Packets (out) L] 797 60846 pcks
Job Size, #GPUs: 4 #Data Points: 621 GPU: Temperature oY
Job U0 Statistics Total Data Wite Tolal Data Read  max. Dala Rate/Node Write  max. Data Rale/Node Read max. Open-Close RateNode 20l
SHOME: 0.00 18 X 0.00 wiss X 0.00 0pJs max; B5.0°C
SPROJECT: 0.00 18 0.00 s 0.00 miss 0.00 wiass 0.00 ops 50
SSCRATCH: 0.00 g 0.00 B 0.00 wigss 0.00 wias 0.00 op/s ) avg: 56.7°C
SFASTDATA: 0.00 18 0.00 g 0.00 s 0.00 wiss 0.00 op.is M
min: 0.0°C
Job GPU Statistics
aug. GPU Usage: 62.84 %  avg.Mem.UsageRate: 9.47 % avg. GPU Temp.: 52.94 'C avg. GPU Power: 153.37 W e e
max. Clk StreamMem: 141011215 MHz  max. Mem. Usage: 2678.50 MiB  max. GPU Temp.. 64.00 °C max. GPU Power. 38017 W e owéne vy per GPU e
Job Finalization Report  Job State: TIMEOUT Return Code: 0 Signal Number: 0 0
This job has used approximately: 1 nodes x 48 cores x 11999 hours = 575.95 core-h
60
rage Average 2
CPU Usage Job-Usage Overview GPU Usage @ 0
20
B H
o
3 oswzz Az amou2z amosz2 wuMz 0 2 a0 6 80
| 140000 141000 14:20:00 144030 159000 s
——Average GPU Load 4
2 —— verage GRU Unizaton |
2 : B = (
]
g Timeline
osmez1  0s051 5z OGUSZI  0OSE! | ONUSZl  OaGS@l | USUNZl  OGUS@l 0302l 0GOSl 089Szl
[30600 0I0000 040000 050000 (SGG0D 070000 0R000 0000  100BG0 16000 130060 130000
Table of Gontents (7 Pages) ;:
CPU: Load, Memory Usage 2 10
GPU: Utiization, Memory Usage, Power, Temperature 3 e
6PU: Memory Usage Rats, StreamMP Clk, Cik Throtle Reason, Menrory Clk 4
GPU: Performance State, PCIE TX, PCIE RX. 5 39
Interconnect: Data Input, Data Qulput, Packet Input, Packet Output 6 4
Finalization report 7 a a8
&
- 2 sl
Nodelist @ :‘3
i Jwb0003 B wbooti B jwhooiz . jwhoozs B wboo2d 181
1 G 31.9% 2bc 1sinmiss176 | o Grua: szt - ares 31 e s0 2 + apue .
I Sl 13w 06 | & G % 10 GPU, 36.4% 14 TG 13RI S07C || 14 GPUAL 400% 24 SR 36t 5296 | 11 GPUT: 7% 54 08 134Tl 5090 155
 GhUz 3100 24 108 1asekl S | 7 OPUZ 384% 20 3 Gz 37 5% 5 702 o4ty 0L [ 15 G 5560 54 5 o515 | 10 GPUR: 3% ot 6 et
¢ orus i sesom 2| ot enas % orum © arual 39 2 20 opus: smen 2 180}
Ingrearnoct oD iaroonnoct o D ierconnoct gro: B ineregnoct goup. 0 irconnoc groug D
“ _.—
o 9 s 0
21 apuw 7am24 708 G G arue: 3723 2460 < Grus 307 2660 s 5525 | 37 GeUR: 3997 24 0 58z DA 167,
5 Gt 5019 54 708 a0 450 {1 GPUT 3465 4GB 04DE D [ 4 GPUY 370% 24 TG S350 S0GC | 14 DPUR! 403% 2 70 { GV 24T
2 GPUZ 37.7% 24.7GH8 1346M: 526G GPUZ: 30,3% 24,6018 143z 510 [ 35 GPUZ: 35.9% 24.7GHB 1390 504G || 59 OPUZ: 309% 24701 149 51 5 m
S SR S aT SR TR MR AR C | G SETGR AR |10 Sl SR it s
099 Jwb0230 wb0231 179
& Gruw il som seawa 5110 | 4o ce vt 5 Shum: 3. ko s asc oo = o e & 983
5 S rs sece actwe e | & Go erea 5 Snu. 3o0 woce v ose Pty o P oo o
3 GhUS 3560 24 O 1asakn £14C | 16 U 380 20 55 ChUB 3750 2 6 154ty 0C 2 GPUS: 407 24 T 135 $16C | <0 GrUB: 396% 2 70 1361t 1 00
tarcorinact group: 2 z 4 4 191 n
0364 wb0373 1 51222 51222 151222
51 0pUe 36524 s asm sac | c5 opus 22 55 opus, 36.5% 2uca aomtas1ac = Gous: 37.5% 24 sssas1ac | 77 Geus: 3707 24 i astIm 25 v . .
" 5.4 2410 T3 502 | 0 GPU: 507 24 79GP, 35 5% 2450 S0 5156 || 14 GPUTL 9 7 24 0 s 115G | 7 GPUT! 372 24 60 T35t 5o 12:00:00 14:00:00 16:00:00 18:00:00 20:00:00
5GP 3860 24 108 aubet 240 | £7 GoU 0% ot 71 GPUB 3415 4 G 1541ts 27 | 72 GoU: 304, 2460 13t o100
oy o0 st e | orun T at 2 o 7% s e o | 13 Gri 12630 s 170 L
oo Grou 5 hieroonnec Iniarcon et Qg B itconnee Grou 5
2 ) 2 Iwb0a1z 25
— 51 GRS 7.7%24 108 T304 5120 5 Grum 38 240G oonete 5120 oo Geue: 30 2470 ‘3o 520 | o7 GrUB: 405% 2 i 5481 20
2 Gat 31.5% 4 1O 1207w 5150 0 GPUT, 3055 24 I8 59TIME £15C | 04 GPUY 305% 24 TG 13500t S0BC | 04 GRUR: 4065 2 7R 1 4kt b
4 Gals 35554 4 1O 1357 5240
Inirconneet goup 6 Job Finalization Report
2 jwb0765 Job State: FAILED Job Retum Gode: 1 Job Signal Number: 0
3 GhUt: 0% 54 T e S Timings (Accounting:
0} OPUZ 3% 4708 T S06C Start Time 2021-11-08 22:13:43
o e 3004 24768 TaiA: 20 EndTime 202141110 12:26:51
Wall Time. 2399
Runtime 1421 hours
Step RCs
Step: batch R Sg-te0
iarconniec grove Sepro Re0 SigAre
Node System Error Report
#hisgs 1 #Noges 1
Error Mossages:
0. oon_score_aa=a

JULICH
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JUuPIn

System: | JUWELS-BOOS v Node 0:
Plnnlng visualization & verification Mode: Node v sl oLl st Lol
HEBE:E GERCHE BRCCEE CSBE::
. 13|13 P4l 17|17 12 20|20 8|8 16.
Mask: 0x | Socket 1 |
NUMA 4 NUMA 5/ GPU 3 NUMA 6 NUMA7/GPU 2
15 23 11|11 22|22 2
BEEE CEHEER BEEEEE HESRER
Task: 192 Node 1:
' . NUMA 0 NUMA 1/GPU 1 NUMA 2 NUMA 3/ GPU 0
JUP/n provides an interactive web Qs SemEnn meesn ooton
29 rEeds 33133141 141 44|44 24(24 32|40|40
: t f t I d I t : : CPU-Bind: threads v '
INterrace 1o expliore and evaluate pinning NOMASIOPUS  WUMAG NUMA7/GPUZ

options

Threads per Core:

Pinning-Process-Simulation

Distribution:
Node
block v
e NUMA 1/GPU 1 NUMA 2 NUMA 3 / GPU 0
Socket 49|49 [7][3]|65 60|60(68| 68 [T T
R 49|49 65 60(60|68(68 L]
cyclic hd |
Core NUMA 4 NUMA 5/ GPU 3 NUMA 6 NUMA 7 / GPU 2
cyclic v 71(71 51|51 67|67 62|62 [ Y 5858 ([
71|71 51|51 67|67 62|62 || 58|58 ]
Slurm srun options @ e
, [ Socket0 |
-N 8 -n 192 -c¢ 4 ——cpu-bind=threads NUMA 0 NUMA 1/GPU 1 NUMA3/GPU O

——distribution=block:cyclic:cyclic -

-threads-per—core=2

Affinity Legal Notice

Data protection

43
43

35|35
35|35

T

i

ElIEl 38(38
gll|el] 38(38

26|26 42|42
26|26 42|42

¥7|77|85|85 :x]
¥7|77|85|85 1]

(L] ..
JULICH | o<
SUPERCOMPUTING

Forschungszentrum CENTRE

Member of the Helmholtz Association
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JUuPIn

Pinning visualization & verification
Options

JuP/n provides an interactive web
Interface to explore and evaluate pinning
options

System:

Mode:

Mask:

Nodes:

Task:

CPU's per task:

CPU-Bind:

Threads per Core:

Distribution:

| JUWELS-BOOS v

Node v

0x

Pinning-Process-Simulation

Node 0:
| Socket 0 |

NUMA 0
13[137]
13[13 73]

| Socket 1]

NUMA 4

15|23|23
15|23|23

NUMA 1 /GPU 1 NUMA 2
17[17 W(20) 20
17|17 jird 20| 20
NUMAS5 /GPU 3 NUMA 6

1111 22|22
1|1 22(22

NUMA 3/ GPU 0
8| 8 (BB
8 | 8 G

NUMA7/GPU 2

2
2

192
threads v

Node

block v
Socket

cyclic hd
Core

cyclic v

Node 1:
| Socket 0 |

NUMA 0

29
29

| Socket 1 |

NUMA 1/ GPU 1 NUMA 2
FH|E|33 3341 41 44]44
PEEH|33 33 ]41 41 4444

NUMAS / GPU 3

3535 (78]
35/35|78)

o

NUMA 6

3| 30|30kl kL]
IEL kD] 38 (38

T

i

NUMA 3/ GPU 0
24)|24|32|32 (40|40
24(24 32(40(40

NUMA7/GPU 2

26|26 42|42
26|26 42|42

Slurm srun options

&

-N 8 -n 192 -c¢ 4 ——cpu-bind=threads
——distribution=block:cyclic:cyclic -

-threads-per—core=2

Affinity

Legal Notice

Data protection

NUMA 1/ GPU 1 NUMA 2 NUMA3/GPU 0
4949 57 | 60(60|68|68 4848
49|49 65 60|60 (68|68 EEC ]

NUMA 4 NUMAS/GPU 3 NUMA 6 NUMA7/GPU 2
71|71 51|51 67|67 62|62 70 58|58 66
71|71 51|51 67|67 62|62 |l 58|58 |(il]

Node 3:
| Socket 0 |
NUMA 0 NUMA 1/ GPU 1 NUMA3/GPU 0

¥7|77|85|85 :x]
¥7|77|85|85 1]

(L] ..
@) JULICH| 4
Member of the Helmholtz Association Page 41 SUPERCOMPUTING
Forschungszentrum CENTRE




J u Pi n Pinning-Process-Simulation

System: | JUWELS-BOOS v | Node 0:

Pinning visualization & verification Mode: voss ) | || g

13]13[F] 17[17 () 20] 20 8| 8 (BB
13|13 o4 17|17 {FliE] 20(20 8 | 8 G
| Socket 1]
NUMA 4 NUMA5 / GPU 3 NUMA 6 NUMA7 / GPU 2

15 23 1|1 22|22 2
15|23|23 1|1 22(22 2

Mask: 0x

Options || s

Task: 192 Node 1:
JUP/n provides an interactive web e SAmET amm e
Horee =-BE0H EESEEE BREERR

Interface to explore and evaluate pinning -
Opt|0n S Threads per Core: 1 II:‘:E :"ﬂ.

T

i

Distribution:
Node
block v
— NUMA 1/GPU 1 NUMA 2 NUMA 3/ GPU 0
Socket 49|49 4|7 65 60|60|68(68 T T
. 49|49 65 60(60|68 68 rL: L]
cyclic v L
Core NUMA 4 NUMA 5/ GPU 3 NUMA 6 NUMA 7 / GPU 2
cyclic v 71|71 51|51 67|67 6262 |y 11 6666
71|71 51|51 67|67 62|62 |0 ] 58|58 |3
Slurm srun options @ il
. | Socket 0 |
-N 8 -n 192 -c¢ 4 ——cpu-bind=threads NUMA 0 NUMA 1/ GPU 1 NUMA3/GPU O
——distribution=block:cyclic:cyclic - 77|77|85|85 |iX]
-threads-per-core=2 77|77 (85|85 |:k]
o | Socket 1 |
NUMA 4

Affinity Legal Notice Data protection

(L] ..
JULICH | o<
SUPERCOMPUTING

Forschungszentrum CENTRE
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JUuPIn

Pinning visualization & verification
Options

JUuP/n provides an interactive web
Interface to explore and evaluate pinning
options

JuPin does not perform the pinning
itself, but assist users

Member of the Helmholtz Association

Pinning-Process-Simulation

Affinity

Page 43

Legal Notice

€]

Data protection

77|77|85|85
77|77|85|85

/.

NUMAS / GPU 3

NUMA 6

JULICH

Forschungszentrum

System: | JUWELS-BOOS v Node 0:
Socket 0
NUMA 0 NUMA 1/GPU 1 NUMA 2 NUMA 3 / GPU 0
. N
Mode: ode ~ 13[13 73] 17|17 20[20 8| s BB
13|13 4] 17[17 20|20 8 | 8 (KL
Mask: 0x | Socket 1 |
NUMA 4 NUMA 5/ GPU 3 NUMA 6 NUMA 7 / GPU 2
717 [BEEEE 11[11 22[22 2
Nodes: pdkd| 15/15/23|23 1|11 22|22 2
Task: 192 Node 1:
| Socket 0 |
CPU's per task: NUMA 0 NUMA 1/ GPU 1 NUMA 2 NUMA 3 / GPU 0
) 2929 PL|FE|33 3344 41 4444 [l 24 24|32(32(40[40
29|29 P|PH 33|33 (41 |41 44|44 [l 24|24|32|32/ 40|40
CPU-Bind: threads v Socket 1
NUMA 4 NUMA 5/ GPU 3 NUMA 6 NUMA 7 / GPU 2
31|31 [EEE) 47 47 3535 |7E) X IETO R 38 |38 26(26 4242
Threads per Core: 1 31|31 |E)RE] 47 |47 35|35 |[FE] PR IETOEY) 38 |38 26|26 42|42
Distribution:
Node Node 2:
block -
e NUMA 0 NUMA 1/GPU 1 NUMA 2 NUMA 3/ GPU 0
Socket 53|53 |G| 69 |69 [l 49|40 [l 65 60606868 ["EE
e 53|53 |CRIE] 69| 60 [l 40|49 ErdiErl65 60/60|68(68 [T 1]
cyclic v L ]
| Socket 1 |
Core NUMA 4 NUMA 5/ GPU 3 NUMA 6 NUMA 7 / GPU 2
cyclic v 71|71 [ 51|51 67|67 62|62 i 58|58
71|71 51|51 67|67 62|62 1) 58|58
Slurm srun options @ Nods 3:
: | Socket 0 |
ﬁ -N 8 -n 192 —c 4 ——cpu-bind=threads NUMA 0 NUMA 1/ GPU 1 NUMA 2 NUMA 3/ GPU 0
——distribution=block:cyclic:cyclic - 89(89 76|76 2121192 |92 LN 8888
-threads-per-core=2 89|89 76|76 |:Z]:21192|92 :0]§:1] 88|88

NUMA7/GPU 2

JULICH

SUPERCOMPUTING

CENTRE




Examples of further tools from JSC

JUBE:
Workflow & benchmarking

et
=
I 2y
environment 3
(o)
()]
n
=
2 ©
configuration 5:
File Display Plugins Help XML
Absolute | | Absolute | | Absolute - peer percent color scheme hd ‘-l<: :
3 YAML
BB wmetric tree B caitree  [E] Alattree ® Topologyo [® virtual topology | # Topology 1 3
~ [ 0.00 Time (sec) ~ [ 0.00ice_run_mct (26 hidden children) 2
v [0 1.83e5 Execution > 482.96 ice_import_mct { ] -
~ W 0.34 MP1 >0 0.00 init_mass_diags : 3
> 3.21e4 Synchronization > 0.00 step_therm : % U B E
g, D E 778 1.42¢4 step_therm2 % Automatic workflow creation and execution
~ @ 1.18e5 Point-to-point ~ [ 0.00 step_dynamics (3 hidden children = BENCHMARKING
> ~ W 1792.13 evp (5 hidden children) HHH HH 2 ENVIRONMENT
0.02 Late Receiver > 2005.90 ice_haloupdate2dia H : o a
> @ 1.06e5 Collective > W 3536.37 t2ugrid_vector £ i e
O 0.00 Init/Exit ~ [ 0.00 ice_haloupdate3drs
[ 0.00 Overhead O 0.00 MPLIrecv
W 2.73e+10 Visits (occ) O 0.00 MPI_Isend b o
>@ 2.17e6 Synchronizations (occ) @ 1.13e5 MPI_Waitall HH 1
>l 1.87e+10 Communications (occ) > 1533.09 u2tgrid_vector IREa
> 1.91e+13 Bytes transferred (bytes) ~ 0O 0.00 transport_remap
> @ 9.58e4 Computational imbalance (sec) O 0.00 state_to_tracers .
> [ 2.82e5 short-term delay costs (sec) ? 7333.59 horizontal_remap S C aI aS C a
> 2.76e5 Delay costs (sec) O 0.00 tracers_to_state zpamaes: i as) "
~ O 0.00 wait states (direct vs. indirect) (sec) > @ 1.13e4 bound_state
> [ 1.45e5 Direct wait time >0 0.00 global_sum_dbl -
L8 1w arecemt e 113 000 pebeLsum pro Scalable Ana|ys|3 of L arge
> B 2.85e5 Wait states (propagating vs. termi O 0.00 make_masks
> B 201.86 Critical path profile (sec) O 0.00 local_max_min
>l 6.08e5 Performance impact (sec) > 14.08 ice_haloupdate4dr8 S Cal e Q I i Cati O n S
0.00 1.74e5 (28.44%) 6.14e5| ||0.00 1.13e5 (64.73%) 1.74e5 ‘0‘00 63‘72‘ p p
| I T

@) JULICH | 22
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