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JUPITER MODULES

JUPITER Booster

• ~125 Racks BullSequana XH3000

• Node design

• ~6000 nodes, 4× NVIDIA CG1 per node

• CG1: NVIDIA Grace-Hopper

• 72 Arm Neoverse V2 cores

(4×128b SVE2); 120 GB LPDDR5

• H100 (132 SMs); 96 GB HBM3

• NVLink C2C (900 GB/s)
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JUPITER Cluster

• ~15 Racks BullSequana XH3000

• Node design

• ~1300 nodes

• 2× SiPearl Rhea1 per node

• Rhea1

• 80 Arm Neoverse V1 cores

(2×256b SVE)

• 256 GB DDR5, 64 GB HBM2e

P
re

lim
in

a
ry

 n
u
m

b
e

rs
, 

m
ig

h
t 
c
h
a
n
g
e
 d

u
ri

n
g
 i
n
s
ta

lla
ti
o
n



JUPITER MODULES

JUPITER Booster

• ~125 Racks BullSequana XH3000

• Node design

• ~6000 nodes, 4× NVIDIA CG1 per node

• CG1: NVIDIA Grace-Hopper

• 72 Arm Neoverse V2 cores

(4×128b SVE2); 120 GB LPDDR5

• H100 (132 SMs); 96 GB HBM3

• NVLink C2C (900 GB/s)

Page 4

JUPITER Cluster
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ExaFLASH: 29PB (raw) NVMe, IBM SSS6000

ExaSTORE: 308PB (raw) HDD*, IBM SSS6000

ExaTAPE: 370PB Tape*, LTO9

*Upgrade budget available, depending on demand



BENCHMARKS & FUNDING

• Application & synthetic benchmarks

• Execution targets

• JUPITER Booster (GPU, CPU)

• JUPITER Cluster (CPU)

• MSA

• Application benchmark categories

• Total Cost of Ownership (TCO)

• High-Scaling

• JUPITER Benchmark Suite published: 

https://github.com/FZJ-JSC/jubench
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Booster Cluster MSA

Name GPU
GPU

High-Scale
CPU CPU

Amber ✓

Arbor ✓ ✓

Chroma ✓ ✓

Gromacs ✓

ICON ✓

JUQCS ✓ ✓ ✓

nekRS ✓ ✓

ParFlow ✓

PIConGPU ✓ ✓

Quantum ESPRESSO ✓

SOMA ✓

AI-MMoCLIP ✓

AI-NLP ✓

AI-ResNet ✓

dynQCD ✓

NAStJA ✓

Graph500 ✓

HPCG ✓ ✓

HPL ✓ ✓

IOR ✓ ✓

LinkTest ✓ ✓ ✓

Multi-Flow IP ✓

OSU ✓ ✓ ✓

STREAM ✓ ✓

Funding: 500Mio € (50% EuroHPC; 25% BMBF; 25% MWK NRW)

https://github.com/FZJ-JSC/jubench


JEDI - JUPITER EXASCALE DEVELOPMENT INSTRUMENT
EuroHPC / Forschungszentrum Jülich 

• JEDI: JUPITER test system

• 48 nodes (JUPITER design)

• Top 1 Green500! (05/2024)

• Usage

• System management preparations

• Application porting

• JUREAP
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JUREAP

Largest system, new hardware!

How to prepare? How to evaluate? How to prioritize?

Systematic 
approach

Interactive 
approach

Hybrid approach 
(JEDI & 

JUWELS Booster)

Preparation time 
(early 

commitment)

IDEA

JUPITER Research and Early Access Program
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>120 projects participated

Selected lighthouse projects:

• 18 GCS (German)

• 15 EuroHPC (European)



MODULAR DATA CENTER FOR JUPITER

• Vendor: Eviden

• Area: ~2300m2

• 1x Datahall (Storage, Management)

• 7x IT Modules (20 Racks per module)

• UPS, Generator

• Entrance area

• Workshop, Warehouse

• 15x 2,5 Megawatt Power Stations
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CONCRETE FOUNDATION
Construction of concrete slab 85 m x 42 m x 0.5 m
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MODULAR DATA CENTER
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CURRENT STATE

Stabilize the network:

• 51000 links

• 102000 logical ports

• 25400 endpoints

• 867 switches
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GCS

Large 

Scale
JUREAP

Oversubscription by a factor of 2-3

First 

test

jobs



JAIF - JUPITER AI Factory
Modular JUPITER- Hybrid Training/Inference AI System
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JuDoor

Tools Overview

Apply for compute 

and data resources

Project self-

management

Accessing the 

system

Working on the 

system

Jards

KontView

Status 
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Apply for compute 

and data resources



JARDS – Apply for compute & data resources
Joint Application, Review, and Dispatch Service
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JARDS Reviews

Administration

Application

Report



JARDS – Application Panel
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JARDS – Peer-Review Panel
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JARDS – Peer-Review Panel
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JuDoor – User & project seft-management portal

• PHP-based web application

• Management of accounts, projects, resources

• Role-based

• User, PI/PA, Support, Administrator

• Paperless account creation

• Managing of ssh-keys

• View/Accept usage agreement

• Change contact data 

• Get software access

• Get and access web services

• Full overview for users/PIs

• Incl. budgets usage (overview/extended)

• MFA possible

• On avg. 150 single users per day
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• Role-based

• User, PI/PA, Support, Administrator

• Paperless account creation

• Managing of ssh-keys

• View/Accept usage agreement

• Change contact data

• Get software access

• Get and access web services

• Full overview for users/PIs

• Incl. budgets usage (overview/extended)

• MFA possible

• On avg. 150 unique users per day

2. Manage SSH-keys

3. Detailed project information

1. Join a project

Click-able status page link
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JuDoor – 1. Granting access to resources

PI/PA

• receives notification

• manages project members

• grants access to specific resources

• manages data inheritance  

• has access to all project information

• Bulk actions possible
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JuDoor – 2. Manage SSH-keys

Can be a list of static IP, a static 

network range, a static hostname 

or a hostname suffix using * as a 

wildcard symbol

Your current public IP

Link to documentation 

for further details

HPC system
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JuDoor – 3. Project: compute & data quota

Budget name to 

submit a job

Lost

Used Available

Over Budget

Consumed before 

this month

Consumable budget of 

next month

Link to Kontview
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KontView – detailed compute quota

used quota totalused quota user

now

User view

3-month window used quotatotal quota now

PI/PA view

• Accessible from JuDoor:

Further views:
• List of jobs per user
• Resource usage per user
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KontView – detailed data quota

disc usage inodes usage

PI/PA view
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JuDoor

Tools Overview
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Project self-
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JSC Status Page
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JSC Status Page
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JUPYTER-JSC
Supercomputing in a browser
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Multi-purpose working environment

• Easy access to HPC

• Execution on login or compute 

node

• Language agnostic: Python, R, 

Julia, C++, ...

• Extensible design: in-browser-

terminal, file-browsing, …

• Combines code execution, rich 

text, math, plots and rich media

• 551 unique users in May/2025



JUPYTER-JSC WEBSERVICE
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System and 
Job reporting

Network 
queries

Slurm info

GPU daemon

I/O

CPU, power, 
…

System log 
errors

LLVIEW REPORTING INTERFACE

llview.fz-juelich.de

github.com/FZJ-JSC/llview
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System and 
Job reporting

Network 
queries

Slurm info

GPU daemon

I/O

Updates every ~1min
using existing sources

Negligible overhead!

Scalable!

CPU, power, 
…

System log 
errors

LLVIEW REPORTING INTERFACE

llview.fz-juelich.de

github.com/FZJ-JSC/llview
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LIVE VIEW OF THE SYSTEM
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JOB REPORTING
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JOB REPORTING Job overviews

Job report 

(interactive 

HTML view, or 

PDF download)

GPU info

Avg. network 

traffic

Scheduler overview

Avg. load, cpu & 

max. memory Error states

Job specific metric history for CPU, GPU, …

Efficiency scoreJob info (start, end, nodes)User info

Auto-refresh

Live View Presentation modeProjects & User
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JOB REPORTS

• Basic job information

• General average usage

• Computing time spent/estimation

• Status

• CPU, Core

• Usage, Load, Memory usage

• GPU

• Usage, Power, Temperature, …

• I/O

• Network traffic

• Nodelist (with interconnected cells)

• Error messages

• Timeline

PDF and interactive HTMLs
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provides an interactive web 

interface to explore and evaluate pinning 

options

JuPin
Pinning visualization & verification
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JuPin

Options

Pinning visualization & verification
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provides an interactive web 

interface to explore and evaluate pinning 

options

JuPin

Options

Distribution

Pinning visualization & verification
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provides an interactive web 

interface to explore and evaluate pinning 

options

JuPin

Options

Distribution

JuPin does not perform the pinning 

itself, but assist users

Pinning visualization & verification
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Examples of further tools from JSC
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JUBE: 

Workflow & benchmarking 

environment

Scalasca: 

Scalable Analysis of Large 

Scale Applications
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December 1, 2021 Page 46
Thank you!


