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Abstract
In cryo-transmission electron microscopy, single-particle reconstructions exploit the weak phase object approximation. A decisive aspect to be 
studied systematically is to what extent underlying scattering assumptions limit the resolution, whether theoretical limits are compatible with 
experimental observations, and if current experimental benchmarks achieve this limit. Single-, multislice, and hybrid scattering models are 
employed in this work for simulating eight protein complexes up to 97.5 nm in thickness, embedded in low-density amorphous ice obtained 
from molecular dynamics. With the multislice scheme providing an accurate solution to the multiple scattering problem as reference, the 
reliability of the different models is assessed in both real and Fourier space, particularly via Fourier ring correlations at the specimen exit wave 
level. A comparison with benchmarking literature resolutions is performed. Our results show proportionality of the attainable resolution to the 
square root of the projection thickness. This is in reasonable quantitative agreement with the highest resolution published experimentally for 
proteins with at least the size of apoferritin. The study provides a rationale for the expectable resolution for a protein complex of known size. 
The implications of structural noise due to the ice background for the minimal ice thickness on protein size-dependent resolution are 
discussed, as well as efficient methods to approximate multiple scattering and propagation in thick proteins.

Introduction
Cryo-transmission electron microscopy (cryo-TEM) has suc
cessfully resolved a multitude of different proteins with stead
ily increasing spatial resolution. For apoferritin, atomic 
resolution down to 1.22 Å has been achieved in Nakane 
et al. (2020) and Yip et al. (2020) in 2020, which recently im
proved to 1.09 Å Küçükoğlu et al. (2024). Considering 1.4 Å 
as a threshold for resolving atomic features, cryo-TEM cur
rently reaches near-atomic resolution between 1.4 Å and 2.0  
Å for a variety of proteins. While attaining atomic or 
near-atomic resolution is a challenge in terms of instrumental 
performance, vitrified specimen preparation, and 3D recon
struction software, resolution limits appear to be additionally 
dependent on protein size and type.

Furthermore, cryo-TEM data exhibit a low signal-to-noise 
ratio (SNR) due to the low electron dose that proteins can with
stand. Consequently, thousands up to millions of particles are 
needed to push the SNR by aligning and averaging. The aver
aging is also required to fill the information gaps due to the os
cillating contrast transfer function (CTF) resulting from the 
large defoci needed to convert the phase into amplitude con
trast. Further aspects that impact the resolution limits are re
lated to particle movement, conformational homogeneity or 
drift. Strategies such as dose fractionation and motion correc
tion can mitigate some of these effects at least partly.

On the one hand, significant improvements in hardware and 
data processing were made in recent years (Rohou & 
Grigorieff, 2015; Punjani et al., 2017; Faruqi & McMullan, 
2018; Zivanov et al., 2019, 2020). On the other hand, con
temporary single-particle workflows explicitly assume the val
idity of single-scattering in terms of a phase object (PO) or 
weak phase object (WPO), respectively, to model the specimen 
exit wave. In addition, the WPO is implicitly utilized in pro
cessing steps that involve corrections of the Fourier coeffi
cients of recorded images by means of the CTF.

In general, addressing the attainable spatial resolution in 
single-particle cryo-TEM is a multifaceted challenge that re
quires a careful and comprehensive analysis of protein flexibil
ity, conformational homogeneity, detector characteristics, 
low-density amorphous (LDA) ice thickness, data processing 
strategies, electron dose, coherence aspects, charging of the 
specimen during acquisition, and the imaging process by the 
optical system. However, these effects can be categorized 
into specimen-specific, detection-related, and those dependent 
on the imaging process. Let us briefly assume that a sufficiently 
large number of classes can be determined that cover all pos
sible conformations of a protein under study and that suffi
cient data has been collected such that the resolution of a 
reconstruction using the different classes is not dose-limited. 
Let the LDA ice be of ideal thickness and the data processing 
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be exact regarding the alignment of the individual images and 
projection angles. Consequently, the imaging process remains 
the primary limitation to attainable resolution. Thus, a funda
mental question is whether these factors or additional aspects 
limit the achievable resolution given governing parameters 
such as protein size. In this respect, the present study assumes 
an idealized situation.

Two aspects are crucial: the quality of the electron optics 
and the preferably direct interpretability of the recorded im
ages in terms of structural properties. Concerning the optics, 
modern microscopes provide sufficient point resolution, espe
cially in the aberration-corrected era (Urban, 2008; Kabius 
et al., 2009). This means that real-space details of the exit 
wave are theoretically transferred to the image plane with 
sub-Angstrom spatial resolution. However, cryo-TEM im
aging relies on large defoci to transfer phase information 
from the object plane to intensity variation in the image plane. 
This results in a low structural fidelity of the recorded images 
regarding the phase of the specimen exit wave, necessitating 
consideration of the imaging process in cryo-TEM reconstruc
tions. Only at this stage do assumptions about the scattering 
model become central, especially when the exit wave is consid
ered to represent the projected structure. To disentangle the ef
fects of electron optics and interaction with the specimen at the 
level of image intensity or its Fourier transform, the weak 
phase approximation is typically involved to obtain closed- 
form expressions.

The present work elucidates model violations that occur 
when the experimental, complex exit wave formation via dy
namical scattering is replaced by various single-scattering as
sumptions during the single-particle reconstruction 
workflow. In this sense, the resolution limits worked out 
here do not apply comprehensively to cryo-TEM but rather re
fer to exploiting, e.g., the WPO approximation in contempor
ary cryo-TEM image processing. For this purpose, we 
investigate the effect of multiple scattering and propagation 
on the attainable resolution for eight proteins of different 
sizes, embedded in LDA ice. These proteins are hemoglobin, 
erythrocyte catalase, apoferritin, tobacco mosaic virus 
(TMV), 70s ribosome, capsid of porcine bocavirus, 48 nm 
doublet microtubule from tetrahymena thermophila, hepatitis 
B virus capsids and rotavirus. The 48 nm doublet microtubule 
from tetrahymena thermophila and the hepatitis B virus capsid 
have nearly the same projection thickness. Therefore, only the 
48 nm doublet microtubule from tetrahymena thermophila is 
used in the detailed analysis. The proteins cover a thickness be
tween 6 nm and 97.5 nm when measured along electron beam 
direction. Single-slice, single-scattering and multislice simula
tions have been performed for one projection direction, and 
LDA ice with a realistic density and structure has been ob
tained by molecular dynamics simulations. The results are 
compared in real space as well as in Fourier space using the 
Fourier ring correlation (FRC). Since the multislice method 
represents elastic scattering in specimens with elevated thick
ness most accurately among the models studied here, FRCs 
are calculated using the multislice results as a reference for 
all single-scattering models. In particular, the first zero of the 
FRC is used as a criterion for the theoretical resolution limit 
for WPO and PO-based model assumptions, which is then 
compared to the highest resolution obtained experimentally 
as reported in the PDBe (Armstrong et al., 2020 ). To differen
tiate between propagation and multiple scattering, we further
more studied the thick WPO (tWPO) (Seki et al., 2018), which 

accounts for the correct propagation to the specimen exit face 
after a scattering event but neglects multiple scattering, and 
compare it to the exit waves of the multislice simulations.

Theory
The multislice algorithm (Cowley & Moodie, 1957, 1959a, 
1959b) describes the propagation of a wave through a medium 
by slicing the electrostatic potential created by the atoms into 
thin slices. The 3D potential of each slice is projected along 
the electron beam direction and applied as a phase factor 
(phase grating) to the electron wave incident on the respective 
slice at the slice center. In between the slice centers, the electron 
wave is propagated in potential-free space using the Fresnel 
propagator. To accurately account for dynamical scattering, 
slices as thin as a few Å are conveniently used. However, the re
quired slice thickness needs to decrease with increasing atomic 
number, and depends on the crystallinity of the specimen. For 
proteins in LDA, a recent study (Leidl et al., 2023 ) has shown 
that much coarser slicings of a few nanometers can be used to 
accurately account for multiple scattering in biological matter.

In this work, we performed multislice simulations for the 
different specimens to take multiple scattering into account. 
The propagation from the exit plane of a slice to the center 
of the next slice is described by the convolution with the 
Fresnel propagator Fz/2 (Goodman, 2005). The wave at the 
exit face of slice n is then given by

ψn+1 = Fz/2 ⊗ φn · Fz/2 ⊗ ψn

􏼂 􏼃􏼈 􏼉
, (1) 

where φn = exp [iσVn] contains the projected potential Vn(r) of 
slice n, ψn is the entrance wave of slice n, and σ is the inter
action constant. Note that equation (1) is valid in real space, 
and that the dependence of all functions on real space coord
inate r has been omitted for reasons of compactness. In 
cryo-TEM, the incident wave ψ0(r) = 1 is a plane wave.

Assuming that the slices are thin enough to be approximated 
by the WPO, being the first-order Taylor expansion such that 
φn(r) ≈ 1 + iσVn(r), then ψn+1 becomes

ψn+1 = ψ0 + Fz/2 ⊗ iσVn · Fz/2 ⊗ ψn

􏼂 􏼃􏼈 􏼉
. (2) 

Neglecting quadratic and higher order terms of Vn, the exit 
wave after N slices is given by

ψN = 1 + iσ
􏽘N

n=1

F(N−n+1
2)z ⊗ Vn, (3) 

where N · z is the total specimen thickness, such that (N − n + 
1
2 )z is the distance from the center of slice n to the exit face of 
the specimen. ψ0 = 1 was assumed due to plane wave inci
dence; however, formulating equation (3) for an arbitrary illu
mination, such as a focused probe, is straightforward. In this 
model, the incoming wave propagates to each slice center 
without being scattered before (thus remaining a plane wave 
in the case of cryo-TEM), the weak interaction with each slice 
is calculated, and the resulting wave is propagated to the exit 
surface of the specimen without further interaction. The scat
tered waves emerging from all slices are summed coherently to 
form the exit wave function. Although this model is a single- 
scattering approximation, the scattering is explicitly depth- 
dependent and happens at the correct coordinate along elec
tron beam direction in the specimen. The model in equation 
(3) is known as the thick WPO approximation (tWPO) 
(Seki et al., 2018). It is similar to the approach described by 
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DeRosier (2000) and Gureyev et al. (2020), except that equa
tion (3) involves the coherent sum over waves from different 
depths in the specimen which is a fundamental difference. 
Since these waves interfere with each other before the imaging 
process, the resulting image may not necessarily be interpret
able as the sum of separate TEM images arising from different 
specimen depths. The latter assumes that among the N inter
fering waves from different slices, only the N quadratic terms 
contribute to the image intensity, meaning that the additional 
N2 − N mixed terms are considered to be of minor import
ance. In that case, the model is equivalent to taking the curva
ture of the Ewald into account (DeRosier, 2000; Gureyev 
et al., 2020). This approach is routinely employed in 
cryo-EM reconstructions since it provides a direct relation be
tween the specimen potential and the image intensities, such 
that data in this work is also compared with the Ewald correc
tion model where appropriate.

Methods
The eight protein structures were taken from the Protein Data 
Bank in Europe (PDBe) (Armstrong et al., 2020) and embed
ded in LDA ice to account for the structural noise of the back
ground. In all simulations, the ice was assumed to be as thin as 
possible, with a thickness that was a multiple of 15 Å. 
Molecular dynamics simulations using the LAMMPS software 
(Thompson et al., 2022) were used to calculate the atomic 
model of the LDA ice as described previously (Leidl et al., 
2023). The ice cell was then combined with the atomic model 
of the proteins via binary masks that account for the hydration 
radius (Shang & Sigworth, 2012). Assuming a cubic box 
around the protein model loaded from the PDBe, the thinnest 
direction was aligned with the optical axis, i.e., the direction of 
the incident electron beam. Simulation parameters are listed in 
Table 1. For further details, we refer to ref. 28. For all proteins, 
we used equal slice thicknesses of z = 3.75Å being equivalent 
to one quarter of a single ice layer. Atomic scattering ampli
tudes from Lobato & Van Dyck (2014) were employed to gen
erate the projected potentials of each slice. The object transfer 
functions of the PO and WPO approaches have been derived 
from the projected potential V by the sum of the potentials 
of all slices, yielding the phase and the imaginary part of the 
PO and WPO approximation, respectively:

PO = ei·σ·V . (4) 

WPO = 1 + i · σ · V. (5) 

Importantly, the multislice approach calculates the wave func
tion at the exit face of the specimen, whereas the multiplica
tion with the object transfer function of the PO and WPO 
models yields the wave function in the center of the specimen 
if one considers the scattering process within the multislice ap
proach for the special case with only one slice. Therefore, the 
waves obtained from the single-slice models were also propa
gated by half the specimen thickness to the specimen exit face, 
which we denote by POexit and WPOexit to distinguish them 
from the PO and WPO models (Leidl et al., 2023).

Scattering models explored in this work are illustrated sche
matically in Figure 1. The subscript exit refers to the wave 
functions propagated to the specimen exit face for all models. 
These are complex quantities, which suggests different ways of 
quantitative comparisons as sketched in the lower part of 
Figure 1. Using the multislice result as a reference, we compare 
the complex simulation (black), the amplitude (blue) and the 
phase (red) separately. Comparisons are performed via the 
FRC (Saxton & Baumeister, 1982; Van Heel et al., 1982)

FRC(k) =

􏽐
|ki|∈ k,k+Δk[ )X(ki) · Y(ki)

������������������������������������������������􏽐
|ki|∈ k,k+Δk[ ) |X(ki)|2

􏽐
|ki|∈ k,k+Δk[ ) |Y(ki)|2

􏽱 , (6) 

where X and Y are the 2D matrices in Fourier space to be com
pared with each other, and k denotes the Fourier coordinate. k = 
|k| is the ring radius, Δk the thickness of a respective resolution 
shell, and X denotes the complex conjugate of X. A rectangular 
box 10 % larger than the protein size is used for the comparison.

Table 1. Used Atomic Models and the Corresponding PDBe Entry and Simulation Details

Protein (PDBe)
Simulation cell  

(x/y/z) (nm)
Comparison cell  

(x/y) (nm)
Number  
of slices

Pixel  
size (Å)

Total structure  
weight (kDa)

Hemoglobin HbA complex (5ni1) Khoshouei et al. (2017) 24.93 × 24.93 × 6.0 6.62 × 6.92 16 0.015 64
Erythrocyte catalase (7p8w) Chen et al. (2022) 24.93 × 24.93 × 7.5 9.56 × 9.83 20 0.030 245
Apoferritin (7a6a) Yip et al. (2020) 24.94 × 24.94 × 13.5 12.40 × 12.40 36 0.061 511
Tobacco mosaic virus (6sag) Weis et al. (2019) 24.95 × 20.67 × 19.5 24.94 × 20.67 52 0.061 2499 (17)
70s ribosome (8b0x) Fromm et al. (2023) 64.74 × 64.74 × 24.0 25.72 × 21.91 64 0.079 2185
Capsid porcine bocavirus (8tu1) Velez et al. (2023) 64.74 × 64.74 × 28.5 27.12 × 27.12 76 0.158 3802
Doublet microtubule tetrahymena thermophila (8g3d)  

Kubo et al. (2023)
111.05 × 111.05 × 33.0 66.52 × 45.11 88 0.068 20362

Hepatitis B virus core shell (6tik) Aston-Deaville et al. (2020) 111.05 × 111.05 × 34.5 33.34 × 33.34 92 0.068 372.720
Rotavirus (4v7q) Settembre et al. (2011) 111.05 × 111.05 × 97.5 96.84 × 96.84 260 0.068 1440

For the tobacco mosaic virus, the molecular weight of an asymmetric unit is given in brackets.

Fig. 1. Schematic explaining the different scattering models and their 
comparison. Top: Illustration of the multislice (MS), phase object (PO), 
weak phase object (WPO), and thick WPO (tWPO) scattering model. Solid 
lines indicate slice centers where the PO approximation is made, dashed 
lines refer to the WPO approach, and arrows denote Fresnel propagation. 
Bottom: Connections at the top (black) refer to the comparison of the full 
complex waves via FRCs. Connections at the bottom indicate the 
comparisons of amplitudes (A, blue) and phases (P, red) separately.
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For a compact analysis, the first meaningful zero of the 
smoothed FRC is taken as the limit of directly interpretable in
formation transfer, being regarded as the resolution criterion 
ΔFRC in this study. The first zero is chosen because, for higher 
spatial frequencies, contrast inversions occur that cannot be 
predicted robustly without knowing the underlying structure. 
Therefore, the structure is not necessarily directly interpretable 
at spatial frequencies beyond ΔFRC. The reciprocal of ΔFRC is 
then compared to the highest resolution published in the 
PDBe at the time of writing. In addition, we discuss concepts 
to extend the resolution beyond ΔFRC (Elferich et al., 2024) fur
ther below. Note that comparing the multislice result to the 
WPO and PO approximations resembles the trustworthiness 
of interpreting experimental data within the framework of pro
jection assumptions. Here, we focus on the exit wave functions 
to eliminate other resolution-limiting factors imposed by the 
optical system, such as aberrations and partial coherence.

Results
Phase Contrast in Average TEM Images
According to Figure 1, a total of 15 FRCs can be calculated, 
consisting of the comparison of five models—PO, POexit, 
WPO, WPOexit, tWPO—each in terms of the complex exit 
waves, their moduli as well as their phases separately. We first 
address the relevance of the exit wave using apoferritin as a 
case study. Since the experimental observations in cryo-TEM 
are conventional TEM (CTEM) images acquired under vari
ous defoci, it is examined which of the signals, amplitude or 
phase of the exit wave, dominates the recorded image. To 
this end, the exit wave from the multislice simulation has 
been imaged on the detector 500 times, with foci distributed 
equally between −100 nm and −1000 nm. An infinite dose 
was assumed, and correction of CTF-related phase flips in 

the Fourier coefficients of the image intensity was performed. 
All TEM images were then averaged.

Figure 2a–2c shows the real-space amplitude and phase of 
the exit wave of the multislice simulation, as well as the aver
age TEM image. The modulus in Figure 2a does not show sig
nificant contrast between the apoferritin particle and the LDA 
ice. This is different for the phase in Figure 2b, which shows a 
clear contrast between apoferritin and LDA ice, as well as rich 
structural details of apoferritin. A comparison of the phase in 
Figure 2b with the average TEM image in Figure 2c reveals a 
high similarity of both signals in real space, albeit with differ
ent contrast between the particle and the LDA ice. The FRCs 
in Figure 2d show a nearly perfect correlation between the 
average TEM image in c and the phase in b up to a resolution 
of 1 Å. The agreement between exit wave amplitude in 
Figure 2a and the average TEM image in c is significantly 
worse, and additionally shows a contrast inversion for low 
spatial frequencies at 0.06 Å−1. Consequently, phase-flipped 
TEM images taken under large defoci rather correlate with 
the phase of the exit wave function than with the amplitude. 
Therefore, the following subsection discusses the agreement 
of the different scattering models as to the phases of the waves 
in real space.

As a side note, it is important to keep the inherent normal
ization contained in the FRCs in mind, i.e., the denominator of 
equation 6. Figure 3 shows the FRCs without normalization. 
For the phase, the correlation is present over the entire spatial 
frequency range studied here, but it is relatively low beyond 
0.55 Å−1. This shows that the high spatial frequencies are 
only faintly present in the apoferritin sample. Contrary, the 
FRC of the amplitude adopts a significant level mostly above 
the FRC of the phase between 0.3 Å−1 and 0.55 Å−1. The amp
litude is in agreement with the normalized FRCs but slightly 
shifted to higher frequencies.

(a)

(d)

(b) (c)

Fig. 2. Comparison of a CTEM average with the complex exit wave. (a/b) Modulus/phase of the exit wave of a multislice simulation for apoferritin. (c) 
Average of 500 inverted CTEM simulations with a randomly sampled focus between −100 nm and −1000 nm, and an infinite dose using the exit wave of 
the multislice simulation shown in (a–b). Before averaging, phase flips were corrected assuming the focus to be known precisely. (d) FRCs of the CTEM 
average with the amplitude and the phase of the exit wave, respectively.
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The scattering model and imaging process are distinct en
tities. To ensure accurate analysis and avoid artifacts associ
ated with CTF correction applied at the level of recorded 
image intensities and being is justified by analytical expres
sions for the WPO model only, the following sections deal 
with the comparison at the level of the exit waves resulting 
from the different scattering models.

Comparison in Real Space
Figure 4 shows the scaled projected potential σV and phases of 
the exit waves of the PO, WPOexit, POexit, tWPOexit, and 
MSexit simulations for the different proteins. Note that the 
contrast is shown at the absolute scale, normalized to the max
imum contrast of each protein. All simulations show a good 
contrast between the proteins and the LDA ice. The contrast 
is nearly identical for all four simulation models for the light 
proteins up to TMV, whereas the total contrast decreases for 
σV and the WPOexit simulations as the thickness of the pro
teins increases. For all thicknesses, the overall structures of 
the proteins are well represented by all models at least by vis
ual inspection. However, an in-depth comparison of the reso
lution limit is challenging considering the real-space 
representations alone. Thus, the Fourier representation is 
used in the following, and the comparison is performed via 
FRCs as defined in equation (6).

Comparison in Fourier Space
Figure 5a depicts the FRCs between WPOP and MSP

exit, show
ing oscillating behavior and attenuation with increasing spa
tial frequency. All proteins exhibit positive correlations 
except for the thickest one, which shows a contrast inversion. 
The first zeros of the FRCs depend on the protein and decrease 
systematically as the protein size increases. Thus, at least the 
direct interpretability of spatial frequencies within the WPO 
approximation is rather limited, since the correlation with 
the more realistic multislice simulation, which takes dynamic
al scattering into account, reaches up to 0.12 and 0.89 Å−1 for 
the largest and smallest proteins considered here, respectively.

The FRCs for the comparison between WPOexit and MSexit 

are shown in Figure 5b. Compared to the WPOP, the FRCs ex
hibit a lower oscillation frequency and, therefore, first zeros at 
higher spatial frequencies. For the thinnest protein, the first 
zero shifts from 0.89 Å−1 (WPOP) to 1.42 Å−1 (WPOexit), 
and for the capsid porcine bocavirus, from 0.42 Å−1 (WPOP) 

to 0.63 Å (WPOexit). However, the maximal value decreases 
even at the first resolution shells with increasing protein thick
ness. The FRCs of the two largest proteins show a different be
havior in that their first zero shifts to significantly lower spatial 
frequencies as compared to the WPOP counterparts in 
Figure 5a which points towards a breakdown of the model 
at comparably low spatial resolutions.

Figure 5c presents the analogous evaluation for the (strong) 
phase object approach propagated to the exit surface POexit. 
The shapes of the FRCs between the phases of the POexit 

and MSexit are, in general, similar to Figure 5b, except that 
the FRCs start at one. This trend is more pronounced for 
thicker proteins, which can be expected since the WPO is an 
approximation to the PO approach for thin and/or weakly 
scattering specimens only. POexit also works reasonably well 
for the two thickest proteins. Compared to Figure 5a and b, 
the FRC of the rotavirus does not show a contrast inversion 
at the low spatial frequencies. This demonstrates that treating 
the imaging process within the phase or weak phase approxi
mation can lead to significantly different transfer limits for the 
directly interpretable image contrast when thicker proteins are 
investigated.

Neglecting multiple scattering but accounting for the cor
rect propagation, the tWPO model exhibits nearly constant 
FRCs with respect to MSexit up to 1 Å−1, as depicted in 
Figure 5d. The constant value decreases with increasing pro
tein thickness from nearly 1 to 0.22 for the 48 nm double 
microtubule. The largest protein the rotavirus shows a zero 
crossing at a frequency of 0.2 Å−1, along with a high negative 
correlation of approximately −0.9 for higher frequencies. The 
results indicate that the main effect is the correct propagation 
for thinner and medium-sized proteins, which is qualitatively 
consistent with the findings in Gureyev et al. (2020). 
However, multiple scattering affects the whole frequency 
range. For reasons of compactness, the tWPO results are not 
included in the following comparison in detail, since it delivers 
resolutions clearly below ΔFRC < 1Å, rather independently of 
the protein sizes, except for rotavirus.

In cryo-TEM, the envelope of the CTF due to thickness ef
fects can be approximated by sinc(πλk2 t) in practice 
(DeRosier, 2000), where λ is the relativistic electron wave
length and t the specimen thickness. This analytical model 
promises the extension of the range of interpretable spatial fre
quencies, as currently proposed in the CTFFIND5 method 
(Elferich et al., 2024). Mathematically, the first zero of the 
sinc corresponds to a spatial frequency of (λt)−1/2, which is a 
phase shift of π due to the defocus term πλa|k|2 between the en
trance and exit surface. The sinc functions for the different 
protein thicknesses are shown in Figure 5e. They agree rather 
well with ΔFRC comparing WPOP to MSP

exit in Figure 5a. As in 
Figure 5a, they resemble a similar oscillatory behavior in 
qualitative respect. Differences are observed before the first 
zero, and slightly higher maxima are present for the WPOP 

case. Furthermore, a contrast inversion is observed in 
Figure 5a for the largest protein (rotavirus), which is not the 
case for the sinc function in Figure 5e.

Scattering Model Dependent Resolution for Directly 
Interpretable Image Contrast and Comparison to 
Experimental Data
The first zeros of the smoothed FRCs yield the maximum spa
tial frequencies ΔFRC up to which the image contrast is 

Fig. 3. FRC curves without normalization for the comparison of the 
CTEM average with the amplitude and phase of the exit wave. Both 
curves are normalized to the area under the curve, excluding the first 
resolution shells, for easier comparison.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 4. Real-space comparison of the single-slice models with the multislice simulation based on the phase. Starting from the top left, the scaled projected 
potential followed by phases as obtained from the WPOexit, tWPO, PO, POexit, and the full MSexit simulation are shown. The proteins (a–h) are ordered by 
their thickness, as indicated by the label, in the projection direction from thinnest to thickest. The contrast is normalized to the maximum contrast for each 
protein.
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expected to be directly interpretable in terms of a projection of 
the structures using the single-scattering approaches. Because 
only a single number is now representing the applicability of 
the different scattering models (instead of the full FRC curves 

as in Fig. 5), further comparisons of complex wave functions, 
amplitudes and phases according to Figure 1 are now present
able in very compact manner. The comparison of the ampli
tudes shows the first zero close to the origin, such that we 
used the zero after the first plateau as a resolution criterion. 
Comparisons to experiments have been carried out using the 
highest resolution reported in the literature for the proteins 
of interest here, as listed in Table 1. For apoferritin, the reso
lution benchmark was taken as 1.09 Å (Küçükoğlu et al., 
2024) and for the rotavirus as 2.6 Å (Grant & Grigorieff, 
2015).

The maximum resolutions are shown in Figure 6 for all 
models from Figure 1 as a series of bars for each protein, 
whereas the crosses indicate the current experimental reso
lution benchmark from literature. Note that we distinguish re
sults according to single-scattering models (W)PO in that 
wave functions in the slice center and at the exit face of the spe
cimen are treated separately, the latter marked by the subscript 
exit. The superscripts A and P refer to the FRCs of either amp
litude or phase, respectively, with the counterpart from the 
multislice simulation.

The global trend in Figure 6 is rather similar for most scat
tering models. Since the proteins are ordered by their size hori
zontally, the theoretical resolution gradually decreases from 
values slightly better than 1 Å in the case of hemoglobin to 
only 3 Å for the rotavirus. Note that the insets depict the pro
teins at correct relative sizes, except for the scaling by a factor 
of 0.25 for the largest three ones. For all simulated proteins, 
the lower bound is given by POexit (represented by bright 
blue bars). Note again that the term resolution refers to the 
correlation with the multislice result, which serves as a proxy 
for the spatial frequency distribution of the signal that an ideal 
experiment can achieve. All scattering models that are 

(a)

(b)

(c)

(d)

(e)

Fig. 5. Comparison of the phase of the single-slice models propagated to 
the exit surface with the multislice simulation via FRCs. (a/b) FRC 
between the phase of WPOexit/POexit and the phase of the MSexit 
simulation. (c) FRC between complex valued WPOexit and MSexit. (d) FRC 
between complex tWPOexit and MSexit for the three thickest proteins. (e) 
sinc for the different protein thicknesses.

Fig. 6. Comparison of the maximal reachable resolutions by single-slice 
models using the first zero of the FRC curves between the different 
single-slice models and the multislice simulation (ΔFRC). The superscripts 
A and P stand for a separate comparison of the real-space amplitude and 
phase. On top, each protein is shown in vacuum in projection direction 
with the correct relative scaling. The exceptions are the large proteins of 
Tetrahymena thermophila, the Hepatitis B virus shell and the rotavirus, 
whose sizes are reduced by a factor of 0.25.
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compared in Figure 6 exploit the projection assumption and, 
therefore, represent the idealized cryo-TEM imaging. For 
this reason, we omitted the results of the tWPO model from 
the plot, as it interweaves depth-dependent scattering and 
propagation to form an exit wave that differs significantly 
from a structurally faithful projection. A correlation with 
the multislice result rather indicates the extent to which the 
complex interaction with the specimen can be approximated 
by the tWPO approach in equation (3) than elucidating the 
direct structural interpretability of the tWPO result.

It is instructive to compare the theoretical predictions of the 
resolutions in Figure 6 with the experimental resolution 
benchmarks from the literature, as found at the time of writ
ing. For apoferritin and larger proteins, the predictions are 
in relatively good agreement with the experiments. The 48  
nm doublet microtubule constitutes an outlier where the ex
perimental resolution is approximately 2 Å worse than pre
dicted. This may originate from the uncommon geometry 
and high flexibility of the molecule, or indicate further poten
tial for improving the resolution. A more stable protein, the 
Hepatitis B virus core shell, was resolved to 2.6 Å, 1 Å better 
than the 48 nm double microtubule. The shell, with a diameter 
of 35 nm, is slightly larger than the 48 nm doublet micro
tubule, and was recorded using a modern Quantum-K2 detect
or (Böttcher & Nassal, 2018). It is closer to the simulated 
resolutions, with a deviation of 0.8 Å to ΔFRC. For the rota
virus, the experimental resolution is slightly better than the 
ΔFRC of POexit by 0.4 Å. Possible explanations include the 
high symmetry of C60, which is enforced during single- 
particle reconstructions. Each symmetric unit has a size of 
only 27.5 nm in the radial direction, compared to a total pro
jection thickness of 97.5 nm. Other explanations include the 
varying ice-to-protein ratio in the z-direction and the fact 
that the LDA ice is averaged out during single-particle recon
struction, which is not the case for the presented simulations.

The situation is different for small proteins, such as the 6 nm 
thick hemoglobin and the 7.5 nm thick erythrocyte catalase. 
From the perspective of the reliability of scattering models em
ploying the projection assumption, the smallest proteins 
should be resolvable at the sub-Angstrom level. In contrast, 
the experimental data imply a trend of deteriorating resolution 
with decreasing protein size. Several plausible explanations 
can account for this effect. Firstly, these proteins cause very 
small phase shifts of the incident electron wave, which trans
lates to much lower contrast in experimental cryo-TEM im
ages and is furthermore a potential source of inaccurate 
alignments in single-particle reconstructions. Secondly, the 
thickness of the LDA ice in cryo-TEM is a crucial parameter. 
The too optimistic resolution limit predicted by theory here 
could also stem from our assumption of an ice layer with a 
thickness approximately equal to that of the protein itself. In 
experiments, this may be different, such that the resolution 
of hemoglobin and erythrocyte catalase is limited by a lower 
thickness limit of LDA ice, which is thicker than the protein 
size, resulting in increased structural noise. On a more specu
lative note, the perfect agreement between experimental and 
theoretical resolution for apoferritin might indicate that ice 
thicknesses around the diameter of this protein are a lower 
limit for reproducible specimen preparation with current 
plunge-freezing practice. This is consistent with tomographic 
measurements of the ice thickness for apoferritin with a min
imal ice thickness of 20 nm (Brown & Hanssen, 2022). As pre
viously discussed, the additional ice, 0.8 or 2.3 times the 

specimen thickness of TMV, has a noticeable effect on dynam
ic scattering. It reduces the FRCs over a broad frequency range 
down to 0.75 or 0.5 (Leidl et al., 2023 ).

Discussion
Considering the complexity of modeling the freezing process 
and the dynamical scattering at the atomic level, and the rather 
crude condensation of the complicated spatial frequency de
pendence of the FRC curves to a single number (ΔFRC) to esti
mate the attainable resolution for projection assumptions PO 
and WPO, the good agreement with experimental resolution 
benchmarks in Figure 6 beyond apoferritin indicates two con
clusions. Firstly, contemporary multislice simulations, com
bined with molecular dynamics, are reliable concepts for the 
quantitative interpretation of cryo-TEM data. The corres
pondence between PO and WPO approximations and a full 
multislice result for the specimen exit wave function vanishes 
at spatial frequencies nearly identical to the maximum frequen
cies obtained experimentally, employing essentially the same 
approximations during data processing. Considering the nu
merous challenges cryo-TEM data acquisition and processing 
face, this is remarkable because Figure 6 implies that single- 
particle cryo-TEM resolution is currently limited by the scat
tering model used to map a 3D protein model onto experimen
tal images. For the deterioration of the experimental resolution 
of the smaller proteins, erythrocyte catalase and hemoglobin, 
which disagrees with the thickness-dependent resolution trend 
predicted by our simulations, a lower limit for the ice thickness 
can only serve as part of the explanation. In this case, a stagna
tion of the resolution would be expected since all specimens 
with proteins smaller than apoferritin should instead adopt 
identical ice thicknesses. Here, the low contrast against the 
structural noise and the challenge of determining the exact lo
cation of a protein within the ice, both laterally and in electron 
beam direction (defocus), play a potentially crucial role.

Secondly, the indication that projection assumptions during 
3D single-particle reconstructions constitute a limit to spatial 
resolution for large proteins might stimulate the exploration 
of more accurate approaches to map a 3D model to the re
spective experimental 2D cryo-TEM images. In this respect, 
the nearly perfect agreement between the first zero crossings 
of the protein-thickness-dependent sinc function (Elferich 
et al., 2024) and ΔFRC in Figure 5 indicates that including a re
spective correction of the contrast inversions of the single-slice 
models to current CTF correction schemes promises a further 
improvement. However, note that rotationally symmetric cor
rections in Fourier space would not alter the absolute values of 
the FRCs by definition, but mitigate the phase flips.

The characteristic trend of the theoretically attainable reso
lution in Figure 6 with respect to specimen thickness suggests a 
quantitative analysis of the thickness-dependent theoretical 
resolution limit, which is presented in Figure 7. For most pro
teins, the best resolution is provided by WPOexit and POexit, 
which are nearly identical in ΔFRC. Therefore, we focus on 
POexit and the simple projection POP, which are represented 
by light blue crosses and green stars in Figure 7.

Importantly, it is observed that the theoretical resolution 
limit shows a proportionality to the square root of the protein 
thickness, such that the horizontal axis in Figure 6 is scaled as �

t
√

. A linear fit to the POP and POexit data has been performed, 
resulting in the solid lines and fit coefficients shown in the in
set. At least for these approximations and the resolution 

8                                                                                                                                          Microscopy and Microanalysis, 2025, Vol. 31, No. 6
D

ow
nloaded from

 https://academ
ic.oup.com

/m
am

/article/31/6/ozaf123/8404124 by Forschungszentrum
 Juelich G

m
bH

 Zentralbibliothek user on 06 January 2026



criterion ΔFRC, the fits can serve as a reference point for the at
tainable experimental resolution of further structures. Note 
that the linear fits have been performed unconstrained, such 
that they do not pass exactly through the origin. However, 
the origin is well contained within three times the confidence 
intervals given by the error of the intercept with the resolution 
axis. Of course, the analysis solely refers to simplified scatter
ing models used to interpret experimental observations and 
neglects aspects of structural variability and flexibility of the 
molecules under study. The dotted line in Figure 7 represents 
the separation of resolution regimes, where the Ewald sphere 
correction can be neglected (above the dotted line) or needs 
to be taken into account (below the dotted line), according 
to the criteria proposed by DeRosier (2000). This line ex
presses a recommendation for cryo-TEM data processing 
strategies rather than a resolution limit.

A simulation of apoferritin rotated by 1.4142°, 3.1415°, and 
1.7320° with a projection thickness of 13.5 nm is added to 
Figure 7 (circles), showing that ΔFRC is nearly unaffected for 
both models (POP and POexit) for a round symmetric protein. 
In addition, an apoferritin simulation with an additional 60 nm 
LDA ice below shows a ΔFRC value slightly above the linear fit 
for the POexit. However, POP exhibits a significantly worse reso
lution than the linear fit would suggest, which can be attributed to 
the maximum distance of the protein from the exit surface.

Working out limitations to treating the specimen as a weak 
scatterer is furthermore connected to treating the imaging pro
cess as linear or nonlinear, respectively. A detailed study of the 
nonlinear contributions is beyond the scope of the present 
work, so only a few aspects shall be mentioned here. In cases 
where the unscattered beam amplitude cannot be considered 
large compared to the scattered ones, the imaging process in
cluding partial coherence is described in terms of transmission 
cross coefficients (Ishizuka, 1980; Coene et al., 1996; Krause 
et al., 2013; Chang et al., 2017; Chen & Ge, 2021) (TCCs), 
which additionally take the mutual interferences among all scat
tered beams into account. Figure 8 shows the amplitude of the 
unscattered beam for all simulated proteins as a function of 
the natural logarithm of the projection thickness (N · z). 
Nearly all proteins exhibit an attenuation of the primary beam 
amplitude of less than 10 %. For the rotavirus with a thickness 

of 97.5 nm, the attenuation increases to 16.5 %. Scattered am
plitudes make up to 10 % of this value, i.e., up to 1.6 % of the 
total signal in the diffraction plane. Given the nearly linear fall- 
off of the logarithm of the power spectrum of the specimen exit 
wave across spatial frequencies, several nonzero cross-terms can 
be expected, resulting in a computationally demanding but po
tentially important consideration of TCC.

Summary and Outlook
The first zero of the FRC curves between a full dynamical simu
lation and projection-based scattering models shows a square 
root dependence on the specimen thickness. This trend corre
sponds quantitatively to the experimentally reported resolutions 
for proteins with the size of apoferritin or larger. Theoretical res
olutions between 0.7 Å and 3 Å to 4 Å are found for 6 nm thick 
hemoglobin and 97.5 nm thick rotavirus, respectively. This is 
sufficient to resolve, e.g., α-helices and β-sheets in all cases. 
Our results suggest that it is essential to be aware of underlying 
scattering model assumptions in cryo-TEM processing, current
ly based on the (weak) phase approximation in single-particle re
constructions, in order to achieve higher resolutions for stable 
proteins in the future. As the results suggest the main effect being 
propagation, an efficient approximation to the multislice meth
od, modeling the interaction by single, but depth-dependent, 
weak scattering in terms of the tWPO approach at the level of 
wave functions, is expected to readily and reliably include high 
spatial frequencies up to at least 1 Å−1, also for specimens 
with a thickness of many tens of nanometres.

From a more general perspective, the wealth of available ex
perimental data in single-particle cryo-TEM may enable the 
application of more accurate reconstructions, which could 
be subsequently incorporated into the current workflow to re
fine the 3D density by employing a few-slice multislice model 
or using the tWPO scheme as a reliable and computationally 
less demanding approximation. According to Figure 5d, the 
tWPO model shows very high Fourier shell correlations with 
the multislice model. However, for the nearly 97.5 nm thick 
rotavirus, the tWPO model suffers from a nonideal low spatial 
frequency transfer. This suggests using the current projection- 
based method to recover the low spatial frequencies and then 
using tWPO for subsequently refining the high spatial frequen
cies. In analogy to electron ptychography (Hoppe, 1969 ; 
Maiden & Rodenburg, 2009; Chen et al., 2021), currently de
veloping within the field of cryo-scanning TEM (Leidl et al., 

Fig. 7. Dependence of the attainable resolution using single-slice 
models on projection thickness. First zeros of the FRC between the 
multislice simulation and the POP as well as the POexit model were used 
as criteria. For the horizontal t-axis, a square root scaling is used. The fit 
parameters of a linear fit to 

��
t
√

are given top left, where t is assumed in Å. 
The green (top) and light blue (bottom) circles mark ΔFRC for a rotated 
apoferritin, and the squares represent ΔFRC for apoferritin with 60 nm 
additional ice below for the models POP and POexit.

Fig. 8. Attenuation of the undiffracted beam amplitude. To assess the 
impact of nonlinear imaging that involves the mutual interference of 
scattered beams, this graph shows the protein size dependent amplitude 
of the undiffracted beam from multislice simulations, in terms of the 
fraction of its amplitude when entering the specimen.
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2023; Küçükoğlu et al., 2024), gradient-based schemes (Van 
den Broek & Koch, 2012) might well be suited to update the 
3D model slice-wise, as done in tomography where this is 
termed “sequential reconstruction & joint alignment” (You 
et al., 2024). Note that Fourier-ptychographic measurements 
based on reciprocity between conventional and scanning 
TEM can also be used to reconstruct the complex object 
(Lorenzen et al., 2024), such that the ptychographic method 
is readily applicable to cryo-TEM imaging also in the absence 
of momentum-resolved scanning TEM capabilities.

Obviously the exploitation of the more complex multiple scat
tering models in forward direction poses severe challenges for 
solving the inverse problem in cryo-TEM as to prevalent recon
struction workflows, on the one hand. On the other hand, inverse 
multislice combined with momentum-resolved scanning TEM es
tablished as a routine approach in materials science owing to the 
recent detector and computational hardware development. 
Clearly the application of respective workflows to cryo-TEM in
volves major challenges far beyond sole software-related imple
mentation, because the stability of inverse problem solvers in 
the presence of Poisson noise at low doses is vastly unexplored. 
However, the imaging of thick proteins or cross-sections of cells 
might render further developments in this direction useful. 
Moreover, the reliability of single-scattering models, especially 
of the weak phase approximation, scales with the interaction con
stant σ. Since it increases with decreasing acceleration voltage of 
the TEM, low-voltage cryo-TEM might suffer spatial resolution 
already at medium-size proteins, if data is interpreted and proc
essed in terms of kinematic scattering.

In this work, a substantial computational effort has been 
made to simulate elastic dynamical scattering in LDA ice- 
embedded proteins using atomistic models, neglecting spatial 
and temporal coherence envelopes. Although inelastic scatter
ing, e.g., due to exciting core states or plasmons, becomes sig
nificant in specimens with thicknesses of a few tens of 
nanometers, this study is nevertheless of direct practical rele
vance for zero-energy-loss filtered cryo-TEM imaging or 
cryo-TEM employing a corrector for chromatic aberration. 
All analyses dealt with 2D images. Simulating a multitude of im
ages for different foci and incident beam directions, and subject
ing them to a typical 3D protein reconstruction workflow to 
obtain, e.g., local resolution maps with the 3D structure of 
the ground truth known, is left as a future task. This is also sug
gested to address so far neglected effects such as the filling factor 
of the protein, the beam-induced Brownian motion of the par
ticles in ice, as well as the motion of the water molecules in the 
LDA ice, which is different from the protein under electron ir
radiation (McMullan et al., 2015; Himes & Grigorieff, 2021).
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