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We present new parton distribution functions (PDFs) at next-to-leading order and next-to-next-to-
leading order in perturbative QCD, derived from a comprehensive QCD analysis of high-precision datasets
from combined HERA deep-inelastic scattering, the Tevatron, and the LHC. To improve constraints on
quark flavor separation, we incorporate Drell-Yan pair production data, which provides critical sensitivity
to the quark distributions. In addition, we include the latest W and Z boson production data from the CDF,
DO, ATLAS, and CMS collaborations, further refining both quark and gluon distributions. Our nominal
QCD fit integrates these datasets and examines the resulting impact on the PDFs and their associated
uncertainties. Uncertainties in the PDFs are quantified using the Hessian method, ensuring robust error
estimates. Furthermore, we explore the sensitivity of the strong coupling constant, a,(M2%), and proton
PDFs in light of the projected measurements from the Electron-Ion Collider, where improvements in
precision are expected. The analysis also investigates the effects of inclusive jet and dijet production data,

which provide enhanced constraints on the gluon PDF and a,(M2).
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I. INTRODUCTION

Deep inelastic scattering (DIS) is one of the most
thoroughly studied processes in perturbative QCD, as
reviewed in Refs. [1-4]. DIS plays a fundamental role in
probing the internal structure of hadrons, particularly in
determining parton distribution functions (PDFs), which
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describe the momentum distribution of quarks and gluons
within a hadron [5]. Parton density functions, f,(x, Q), are
essential for accurate predictions in high-energy physics,
especially at colliders such as the CERN Large Hadron
Collider (LHC), and future facilities such as the Electron-
Ion Collider (EIC) [6,7], the Large Hadron Electron
Collider (LHeC) [8], and the Future Circular Collider
(FCC) [9-11].

The upcoming EIC and LHeC are anticipated to enhance
PDF determinations significantly by expanding the kin-
ematic range accessible to current experiments. These
facilities will enable a more precise extraction of PDFs
by providing complementary insights into the proton struc-
ture. The EIC is expected to offer critical data in the large-x
region, which HERA was unable to fully explore, while the
LHeC will achieve high precision in probing the small-x
region, thereby reducing uncertainties in the gluon and sea
quark distributions. However, achieving such precision
required for modern experiments presents two primary

Published by the American Physical Society


https://orcid.org/0000-0002-1935-5923
https://orcid.org/0000-0002-2127-6933
https://orcid.org/0009-0003-6689-9637
https://orcid.org/0000-0001-7078-7177
https://orcid.org/0000-0003-1254-442X
https://ror.org/04xreqs31
https://ror.org/039epzh36
https://ror.org/041nas322
https://ror.org/00bas1c41
https://ror.org/04jf6jw55
https://ror.org/02nv7yv05
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevD.111.034023&domain=pdf&date_stamp=2025-02-14
https://doi.org/10.1103/PhysRevD.111.034023
https://doi.org/10.1103/PhysRevD.111.034023
https://doi.org/10.1103/PhysRevD.111.034023
https://doi.org/10.1103/PhysRevD.111.034023
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

MAIJID AZIZI et al.

PHYS. REV. D 111, 034023 (2025)

challenges: missing higher-order QCD corrections in theo-
retical calculations and inherent uncertainties in the PDFs
themselves.

Several global QCD analyses have been carried out by
multiple collaborations, including CTEQ-TEA [12,13],
NNPDF4.0 [14,15], MSHT20 [16], and other groups
[17-19], to address these challenges and improve the PDF
determinations. In particular, the CTEQ-TEA Collaboration
has developed a new generation of general-purpose PDFs to
supersede the CT18 set [12], aimed at a wide range of
applications, including precision studies of electroweak
processes, Higgs production, and searches for physics
beyond the Standard Model.

Recent advancements in PDF determinations have been
driven by the inclusion of high-precision data from the
LHC. For instance, the NNPDF3.1 set [20] was the first to
extensively incorporate LHC data, achieving a precision
level of 3-5% in PDF uncertainties. The latest NNPDF4.0
set [14] builds on this by incorporating LHC Run II data at
/s =13 TeV and introducing machine learning tech-
niques to optimize the PDF fitting process. This approach,
along with rigorous validation through closure tests,
represents a significant leap forward in PDF precision.

The MSHT Collaboration introduced the MSHT20 set
[16], determined through global analyses of available hard-
scattering data up to next-to-next-to-leading-order (NNLO)
accuracy. MSHT20 builds on the MMHT14 framework
[21] with extended parametrizations and the inclusion of
new datasets, ranging from the final HERA combined data
on total and heavy-flavor structure functions to recent LHC
measurements of vector boson production, inclusive jets,
and top quark production at 7 and 8 TeV. Notable updates
include improvements in the # — d valence quark difference
and the strange-quark PDFs, attributed to new data and
updated parametrizations. Additionally, MSHT20 incorpo-
rates NNLO corrections for dimuon production in neutrino
DIS, leading to reduced uncertainties in key processes such
as Higgs and W/Z boson production at the LHC. A recent
update from the MSHT Collaboration is presented in
Ref. [22], where the authors discuss a global closure test
of the fixed parametrization approach to PDF fitting.

In this work, we present new PDFs determined at next-
to-leading-order (NLO) and NNLO accuracy through a
comprehensive analysis of high-precision data from the
LHC, Tevatron, and the combined HERA DIS datasets.
The focus of this study is to maximize the sensitivity of the
PDFs by incorporating data from Drell-Yan pair production
and W/Z boson production at the Tevatron and LHC, with
particular emphasis on the strange-quark density, which has
been a topic of interest in recent QCD analyses [16,23,24].
A combined PDF fit integrates all these datasets, providing
a thorough examination of the resulting PDFs and their
associated uncertainties. Uncertainty estimates are calcu-
lated using the Hessian method, ensuring robust uncertainty
quantification.

Furthermore, we explore the impact of simulated inclu-
sive DIS data from the EIC [6,7] on the determination of
proton PDFs. The EIC is expected to provide complemen-
tary information in the large Bjorken-x region, which will
be crucial for improving PDF precision at both NLO and
NNLO accuracy [25,26]. We also estimate the expected
experimental uncertainty in the strong coupling constant,
a,(MZ%), when incorporating simulated EIC inclusive data
into the QCD analysis.

Finally, we examine the significant role that jet and dijet
production data play in constraining PDFs, particularly the
gluon distribution. Jet production data are directly sensitive
to the gluon content in the proton, and their inclusion is
expected to reduce uncertainties in the gluon PDF and
improve the determination of a,(M2%). The impact of such
datasets on the precision of «, is also examined and
discussed in this work.

The remainder of this paper is organized as follows: In
Sec. II, we outline the theoretical framework used in our
analysis, focusing on the key aspects of perturbative QCD
and the role of proton PDFs. The datasets employed in this
analysis, including those from HERA DIS, Tevatron, and
the LHC, are discussed comprehensively in Sec. IIL
Section IV describes the methodology utilized in the global
PDF fit, highlighting the statistical tools and techniques
used to quantify uncertainties. In Sec. V, we present our
main findings, offering an in-depth examination of the
impact of different datasets on the resulting PDFs and
providing a comparison with previous determinations. This
section also explores the influence of simulated inclusive
DIS data from the future EIC experiments on the deter-
mination of proton PDFs and the precision of a,(MZ%). The
role of simulated EIC DIS data in proton PDF determi-
nation is discussed in Sec. VI. Section VII covers the
impact of jet and dijet production data on proton PDF
determination. A detailed examination of the strange-quark
density is provided in Sec. VIII. The effect of simulated
EIC and jet production data on the determination of the
strong coupling constant, a,, is discussed in Sec. IX.
Finally, Sec. XI offers concluding remarks and suggests
future research directions for improving PDF precision and
reducing theoretical uncertainties.

II. QCD ANALYSIS FRAMEWORK

In this section, we outline the theoretical framework
used in our QCD analysis to extract the proton PDFs from
high-energy scattering data. Our analysis relies on QCD
factorization theorems, which allow the separation of short-
distance perturbative interactions, calculable within pertur-
bative QCD, from long-distance nonperturbative effects
encoded in the PDFs [27]. This separation ensures that
PDFs are universal across different hard-scattering proc-
esses, making them indispensable for predicting cross
sections at high-energy colliders.
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A. Factorization in DIS

DIS is a cornerstone in the determination of PDFs.
The DIS cross section is expressed in terms of hadronic
structure functions F,(x, Q%) and F; (x, Q%), which can be
written as a convolution of PDFs and perturbatively
calculable Wilson coefficients, C;(x, a,(Q?)), at a given

scale Q2. Specifically, the structure functions take the form
[5,28,29]

Fi(x.0%) =Y Cix(x.a,(0%) ® xq; (x.0%)

k=1

+Ciy(x.a5(0%) ®xg(x, 0%).  i={2.L},

(1)

where g; (x, Q%) are the quark and antiquark distributions
and g(x, Q%) is the gluon distribution. The Wilson coef-
ficients C;;(x, a,(Q?*)) are known up to NNLO for mass-
less quarks [30], while treatments for massive quarks are
implemented through the Variable Flavor Number Scheme
(VENS), allowing for a smooth transition across heavy
quark mass thresholds [28,31-34].

B. Drell-Yan process

The Drell-Yan process, in which a quark-antiquark pair
annihilates into a virtual photon or Z boson that sub-
sequently decays into a lepton pair, is another critical
process for constraining PDFs. The cross section for the
Drell-Yan process is factorized as [5,35,36]

Opy = Z / dxldxzfq(xl, Qz)f,?(xz, Qz)&qq—>K+f_ (S)’
q.9

)

where f,(x;, 0%) and f;(x,, Q%) are the PDFs for quarks
and antiquarks and 6,5_.+,- is the hard-scattering cross
section for the pertinent subprocess. The Drell-Yan process
is essential for constraining the sea quark and antiquark
distributions, particularly at medium-to-large x.

C. Electroweak boson production

The production of electroweak gauge bosons (W and Z)
in hadronic collisions provides powerful constraints on the
flavor decomposition of the quark PDFs. The inclusive
cross section for W and Z boson production can be
expressed as [5,37]

GW/Z = Z / dxld-Xqu(xlﬂ Qz)fq(x% Qz)ﬁqz,awi/z(s)-
9.9
(3)

These processes are sensitive to both quark and antiquark
distributions, offering precise constraints on quark flavor

separations. The inclusion of high-precision measurements
from LHC experiments (e.g., ATLAS and CMS) allows for
a more refined determination of the quark PDFs, particu-
larly for the up, down, and strange quarks at low to
moderate x values.

D. Jet production and gluon PDF constraints

Jet production in hadronic collisions provides crucial
information about the gluon content of the proton. The
cross section for inclusive jet production can be factorized
as [38,39]

Ojet = E

a,b=q.4.9

/ dxydx, f ,(x1. Qz)fb<x2, Qz)aab—jets(s)a

(4)

where the partonic subprocess cross sections 6., je;s include
contributions from quark-quark, quark-gluon, and gluon-
gluon scattering. Jet data from HERA and the LHC,
particularly at high energies, provide important constraints
on the gluon distribution. The recent inclusion of NNLO
corrections to jet production processes has further reduced
theoretical uncertainties and refined the determination of the
gluon PDF, especially at low values of x [13].

E. Higher-order corrections in QCD

The inclusion of higher-order QCD corrections, particu-
larly at NNLO accuracy, is crucial for achieving precise
determinations of PDFs. These corrections help to reduce
the dependence of cross sections on factorization and
renormalization scales, thus providing more reliable theo-
retical predictions. At NLO, the gluon PDF receives
significant corrections from processes such as gg — ¢
and gg — ¢g. Moving to NNLO, additional contributions
from gluon-gluon and quark-antiquark interactions become
relevant. NNLO corrections have been shown to signifi-
cantly improve the agreement with experimental data,
especially for processes dominated by gluons, such as
Higgs production via gluon fusion [40] and inclusive jet
production. The calculation of NNLO splitting functions
[33,41-43] and Wilson coefficients allows for more precise
Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evo-
lution of PDFs from the initial scale Q3 to higher scales
relevant for collider processes [44]. These corrections are
particularly impactful in the small-x regime, where the
gluon density rises steeply due to QCD evolution.
Incorporating NNLO accuracy thus reduces theoretical
uncertainties, especially in regions of phase space where
gluon interactions dominate, contributing to improved
predictions for hadron collider experiments.

F. Heavy quark treatments in QCD analysis

Heavy quark contributions, particularly from charm and
bottom quarks, are treated using the VENS [28,29,45].
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In this scheme, heavy quarks are produced perturbatively at
energies above their mass thresholds. This approach allows
for smooth matching of PDFs across these thresholds,
ensuring that heavy quark PDFs are consistently included
in both DIS and hadron collider cross sections. Recent
advancements, such as the inclusion of photon-gluon fusion
for charm production, have provided valuable constraints on
the gluon PDF at small x, thereby improving the precision of
the charm PDF. This is especially important for precision
studies of the Higgs and electroweak sectors at the LHC.

The treatment of heavy quarks in perturbative QCD is
crucial for determining PDFs in processes involving DIS
and hadron collisions. Several schemes have been devel-
oped to properly account for heavy quark mass effects in
different kinematic regions: The fixed-order plus next-to-
leading-log (FONLL) approach [46,47] combines fixed-
order calculations with next-to-leading log resummations,
enabling a smooth transition between the massive and
massless cases. The FONLL scheme also allows for the
simultaneous treatment of charm and bottom quarks,
improving the flexibility and accuracy in PDF determina-
tions, especially at scales where both heavy quarks con-
tribute. The ACOT scheme [48], along with its variants like
S-ACOT and ACOT-y [49], retains mass dependence in the
Wilson coefficients, ensuring an accurate treatment of
heavy quarks near their production thresholds where
Q? ~ m?. This enables a precise description of heavy quark
contributions in kinematic regions close to the threshold.
The ZMVFEN scheme [50] neglects heavy quark mass
effects at high energy scales, simplifying calculations.
However, it can be inaccurate near threshold regions where
Q? ~ m?, making it less suitable for precise studies involv-
ing heavy quark production near their mass thresholds.

The Thorne-Roberts (TR) method [51] is employed
in the current analysis to ensure smooth transitions
between the massive and massless regimes for heavy
quark contributions to PDFs. This method provides a
consistent framework for incorporating heavy quark
effects across different kinematic regions, effectively
bridging the transitions while maintaining the continuity
of the PDFs. The TR scheme provided the proper
handling of charm and bottom quarks, which is particu-
larly important for accurate predictions at the LHC,
including B-meson and Higgs production in association
with heavy quarks. The use of the TR scheme for heavy
quark treatment also enables us to achieve consistent
higher-order predictions and improved constraints on the
gluon PDF, which is particularly significant for electro-
weak studies at the LHC.

III. EXPERIMENTAL MEASUREMENTS

In this section, we provide a detailed overview of the
datasets employed in our QCD analysis. We outline the
sources, selection criteria, and preprocessing steps applied
to ensure the robustness and reliability of our results.

In global PDF analyses, DIS datasets, which span a wide
range of Bjorken x and momentum transfer Q?, traditionally
serve as the primary constraint. However, DIS data alone
cannot sufficiently determine the gluon and sea quark
distributions, particularly when it comes to distinguishing
between individual quark flavors. In addition to the data
from HERA DIS, we utilize a broader array of hard-
scattering cross sections, primarily from proton-proton
(pp) collisions, to improve the precision of the PDF
extractions. Recent studies have demonstrated that incor-
porating measurements from processes such as heavy flavor
production, inclusive jet production, and top quark cross
sections significantly enhances the constraints on PDFs.
These datasets provide improved coverage across a broad
range of x, 0%, and flavor combinations, ultimately leading
to more accurate determinations of the parton distributions.
The list of datasets analyzed in this work is presented in
Table I, and will be discussed in the next sections.

A. DIS data

The HERA dataset, collected by the H1 and ZEUS
collaborations between 1994 and 2007, represents a
comprehensive set of DIS measurements of electrons
and positrons scattered off protons. This dataset includes
over 1 fb~! of integrated luminosity, with proton beam
energies ranging from 460 to 920 GeV and an electron
beam energy fixed at 27.5 GeV [52]. The data span 6
orders of magnitude in Bjorken x and the negative
4-momentum-transfer squared, Q> (from 0.045 to
50,000 GeV?), making it the most precise dataset avail-
able for ep scattering. These measurements enabled the
development of the HERAPDF2.0 PDFs, which were refined
through QCD analyses at leading order, NLO, and NNLO
accuracy. Additionally, variants such as HERAPDF2.0Jets,
which incorporate jet production data, facilitated the
simultaneous determination of PDFs and the strong
coupling constant a,, providing valuable insights into
proton structure and fundamental interactions [52].
The final combined HERA I+ II dataset significantly
improved constraints on small-x sea quarks and gluon
PDFs. This comprehensive dataset, covering both neutral
current (NC) and charged current (CC) interactions at
various proton beam energies (460, 575, 820, and
920 GeV), provided a consistent set of cross section
measurements across a wide kinematic range. The elec-
tron beam energy was fixed at 27.5 GeV, resulting in
center-of-mass energies of approximately 225, 251, 300,
and 320 GeV. The data are available as functions of
0? and x, covering the range 0.045 < 0? < 50,000 GeV?
and 6 x 1077 < x < 0.65 for neutral current interactions
and 200 < Q? <50,000 GeV?and 1.3 x 1072 < x < 0.40
for charged current interactions. For the HERA T+ 11
datasets included in our analysis, we follow the procedure
in Ref. [53] and apply a kinematic cut at Q> > 10 GeV?
to effectively remove higher-twist contributions.
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B. Drell-Yan datasets

The precise measurement of inclusive W+, W=, and
Z/y* production in pp collisions at the LHC provides a
stringent test of perturbative QCD. The rapidity depend-
ence of boson production in the Drell-Yan process offers
critical constraints on the PDFs of the proton, as the boson
rapidity is strongly correlated with the momentum fractions
x; and x, carried by the partons participating in the hard-
scattering subprocess. The weak and electromagnetic
components of the NC process, Z/y* — £¢, along with
the weak CC reactions, W' — #Tv and W~ — £~ 0, probe
the quark flavor structure of the proton, complementing the
information obtained from DIS. In this section, we present
the Drell-Yan datasets included in our analysis.

1. LHC Drell-Yan data

The ATLAS Collaboration provides a detailed measure-
ment of the differential cross section for the process
Z/y* — ¢¢ (with £ = e, ) as a function of the dilepton
invariant mass in proton-proton collisions at /s = 7 TeV,
using the ATLAS detector at the LHC [54]. This analysis,
based on data collected in 2011, corresponds to an
integrated luminosity of 1.6 fb~!, covering invariant
masses between 26 and 66 GeV in both the electron and
muon channels. Additionally, data from 2010, with 35 pb~!
of integrated luminosity, extend the measurement down to
12 GeV in the muon channel. These low-mass Drell-Yan
measurements provide crucial constraints on PDFs in the
low-x region, complementing higher-mass analyses, and
have been included in our analysis.

Building on this, ATLAS also analyzed a dataset focused
on the high-mass region of Drell-Yan production, offering
precise measurements of the differential cross section in
proton-proton collisions at /s = 7 TeV [55]. This analy-
sis, based on an integrated luminosity of 4.9 fb~!, examines
the Z/y* — e*e™ channel. The differential cross section is
measured as a function of the invariant mass m,, in the
range 116 GeV < m,, < 1500 GeV, within a fiducial
region where both the electron and positron have transverse
momentum py > 25 GeV and pseudorapidity |n| < 2.5.
These measurements extend the sensitivity of the analysis
to higher x values, complementing the lower-mass data and
have been applied in our QCD fit.

2. E866/NuSea (Fermilab)

In addition to the LHC measurements, the E866/NuSea
experiment at Fermilab, which is included in this analysis,
has made significant contributions to our understanding of
flavor asymmetry in the nucleon sea. This experiment
measured the ratio of Drell-Yan yields from an 800 GeV/c
roton beam incident on liquid hydrogen and deuterium
targets [35]. The extensive dataset, comprising approxi-
mately 360,000 Drell-Yan muon pairs, enabled the deter-
mination of the ratio of d to # quark distributions in the

proton sea across a broad range of Bjorken-x. The results
revealed a sharp downturn in the d(x)/i(x) ratio at large x,
leading to substantial revisions in global parametrizations
of the nucleon sea and providing tighter constraints on
valence PDFs. These findings have inspired further interest
in extending measurements to higher x values using the
120 GeV/c proton beam from the Fermilab Main Injector.
It is important to note that while our analysis includes a
wide variety of DIS and hadron collider datasets, certain
Drell-Yan datasets, particularly from Relativistic Heavy lon
Collider (RHIC) and additional LHC measurements, are not
included due to the lack of availability or validation within
the xFitter framework. These omitted datasets include Drell-
Yan data from LHCb and ATLAS at energies beyond 7 TeV
[56,57]. The inclusion of such datasets in future analyses
could further enhance the precision of the PDFs, especially
inregions of the phase space that remain less constrained. To
ensure the integrity and reliability of our results, we have
focused exclusively on Drell-Yan datasets that have been
rigorously tested and validated for use within xFitter.

C. Precision W/Z production collider data

In addition to DIS and Drell-Yan processes, recent
collider data from the LHC and other sources provide
complementary sensitivity for improving PDFs. In our
QCD analysis, we incorporate W and Z boson production
data from both the LHC (ATLAS and CMS collaborations)
and the Tevatron (CDF and DO collaborations), which offer
crucial constraints on the quark flavor separation in PDFs,
particularly for sea quarks.

The ATLAS Collaboration has provided two key datasets
for this analysis:

Inclusive W/Z Production (ATLAS, 7 TeV): High-

precision measurements of inclusive W' — £tu,
W~ > ¢7p, and Z/y* - ¢¢ (¢ = e, p) Drell-Yan
production cross sections in proton-proton collisions
at /s =7 TeV were published by ATLAS [53].
These measurements are based on data corresponding
to an integrated luminosity of 4.6 fb~!. The differ-
ential cross sections for W and W~ are measured
within the lepton pseudorapidity range |n.| < 2.5,
while the differential Z/y* cross sections are measured
as a function of the absolute dilepton rapidity |y,.| <
3.6 across three dilepton mass intervals (46 GeV <
mgr < 150 GeV). These measurements, combined
across the electron and muon channels, provide
stringent constraints on the PDFs of the proton when
compared to theoretical predictions using modern
PDF sets.

W/Z production and strange-quark density: Another
ATLAS dataset, focused on inclusive W=+ and Z boson
production at \/E — 7 TeV, has been critical in
improving the understanding of the light quark
sea, particularly the strange-quark density [58]. This
analysis includes a NNLO perturbative QCD fit and
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finds that the ratio of strange-to-down sea quark
densities, r, is approximately 1.00 at x=0.023 and
03 = 1.9 GeV?, suggesting a flavor-symmetric light
quark sea at low x. These data play a crucial role in
refining the strange-quark contribution to the proton
sea quark content.

The CMS Collaboration has provided four key datasets

that are included in our analysis:

Electron charge asymmetry (7 TeV): A precise meas-
urement of the electron charge asymmetry in pp —
W + X — ev+ X production at /s =7 TeV, based
on 840 pb~! of data, was performed by CMS [59].
This asymmetry measurement, as a function of elec-
tron pseudorapidity ||, imposes stringent constraints
on PDFs by probing the differences in W' and W~
production.

Muon charge asymmetry (7 TeV): CMS also measured
the muon charge asymmetry in inclusive pp —
W + X production, based on 4.7 fb~! of data [60].
The improved precision of this measurement, in 11
bins of muon pseudorapidity with different p; thresh-
olds, provides valuable input for determining valence
and strange-quark distributions.

W boson production (8 TeV): A comprehensive meas-
urement of the differential cross section and charge
asymmetry for inclusive pp — W* + X production at
/s = 8 TeV, based on 18.8 fb~! of data, was carried
out by CMS [61]. These results, including differential
cross sections with respect to py and lepton pseudor-
apidity, are essential for constraining both the valence
and sea quark distributions.

Z boson production (7 TeV). CMS also measured the
rapidity and transverse momentum distributions
of Z bosons in pp collisions at /s = 7 TeV, using
36 pb‘1 of data [62]. These measurements, with
rapidity up to |y| < 3.5 and transverse momentum
up to 350 GeV, provide critical insights into the
production dynamics of Z bosons and serve as an
important input for refining the gluon and sea quark
PDFs.

Z boson production (7 TeV): CMS also measured
the rapidity and transverse momentum distributions
of Z bosons in pp collisions at /s = 7 TeV, using
36 pb~! of data [62]. These measurements, with
rapidity up to |y| < 3.5 and transverse momentum
up to 350 GeV, provide critical insights into the
production dynamics of Z bosons and serve as an
important input for refining the gluon and sea quark
PDFs.

Z boson production (7 TeV): CMS also measured the
rapidity and transverse momentum distributions of Z
bosons in pp collisions at /s = 7 TeV, using 36 pb~!
of data [62]. These measurements, with rapidity up to
|y] < 3.5 and transverse momentum up to 350 GeV,
provide critical insights into the production dynamics of

Z bosons and serve as an important input for refining the
gluon and sea quark PDFs.

Finally, the Tevatron datasets from CDF and DO collab-

orations in which added to our data samples include:

CDF W boson production charge asymmetry: The CDF
Collaboration measured the charge asymmetry in W
boson production in pp collisions at /s = 1.96 TeV
[63]. This dataset provides key insights into the
asymmetry between W and W~ production, helping
to refine quark PDFs at intermediate x.

CDF Drell-Yan production: CDF also measured the
differential cross section do/dy for Drell-Yan e*e™
pairs in the Z boson mass region at /s = 1.96 TeV
[64], providing constraints on the quark-antiquark
PDFs at intermediate x.

DO electron charge asymmetry: DO also measured the
electron charge asymmetry in W — ev events, provid-
ing complementary constraints to the muon charge
asymmetry data [65].

DO muon charge asymmetry: DO measured the muon
charge asymmetry in W — uv events at /s =
1.96 TeV [66], offering critical constraints on the u
and d quark PDFs.

Z boson rapidity distribution: Finally, DO measured the
rapidity distribution of Z/y* — eTe™ in pp collisions
[67], providing detailed tests of QCD and electroweak
theory through the shape of the rapidity distribution.

IV. COMPUTATIONAL SETTING AND PDF
PARAMETRIZATION

In this section, we describe the computational framework
and the parametrization strategy adopted for the determi-
nation of PDFs. The accurate extraction of the PDFs
requires a robust computational environment that integrates
various aspects of the QCD analysis, including the evolu-
tion of parton densities, the computation of physical
observables, and the fitting of theoretical predictions to
experimental data. Our analysis is implemented within the
xFitter framework [68,69], a versatile tool set designed for
the global analysis of PDFs. This framework facilitates the
numerical solution of the DGLAP evolution equations
[70-72], ensuring consistency with perturbative QCD
predictions up to NNLO accuracy. Moreover, xFitter allows
for the incorporation of various sources of experimental
uncertainties, including statistical, systematic, and corre-
lated uncertainties, into the PDF extraction process. The
PDF parametrization at the initial scale is a critical
component of a QCD analysis, as it forms the basis for
subsequent QCD evolution. We adopt a flexible functional
form that captures the essential features of parton distri-
butions while maintaining a balance between the number of
free parameters and the stability of the fit. The optimization
of the parametrization involves fitting the experimental data
to the theoretical predictions, which are computed by
evolving the PDFs from the initial scale to the relevant
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experimental scales. This process is performed using the
MINUIT minimization package [73,74], which provides both
the central values of the parameters and their associated
uncertainties.

A. PDF parametrization

In our QCD analysis, a flexible yet controlled functional
form is employed to describe the wide range of experimental
data without overfitting the PDFs. The initial scale is chosen
to be Q3 = 1.9 GeV?, which lies below the charm mass
threshold. This ensures that heavy-quark distributions are
dynamically generated above their respective mass thresh-
olds, which are set at m, = 1.43 GeV for the charm quark
and m;, = 4.5 GeV for the bottom quark. These thresholds
are determined from the most recent heavy-quark differ-
ential cross section measurements conducted at HERA. As
we mentioned before, our analysis follows the Thorne-
Roberts (RT) VENS [45,51,75], where heavy quarks are
dynamically included in the PDFs once the energy scale
surpasses their respective mass thresholds [28,29,45].

We use a HERAPDEF-like parametrization for the valence
and sea quark distributions, which has been well validated
in previous HERA global QCD analyses [76]. The para-
metrizations for valence quarks x,, and x,, are constrained
by the quark number sum rules, while the sea quark
distributions are refined iteratively as new experimental
datasets are included.

The gluon distribution poses significant challenges in the
PDF parametrization, particularly at low x. Previous stud-
ies, such as those in the MSTWOS8 analysis [28,77],
observed that when the PDF evolution begins from a
low scale Q3 ~1 GeV? the input gluon distribution can
turn negative at very small values of x, outside the
kinematic region of the fit, causing issues for the PDFs
at very low x. To address this problem, and following the
HERAPDF QCD analysis and similar work by MSTWO08,
we introduce an additional term in the gluon parametriza-
tion: Ayx”/ (1 —x)/. This term allows for greater flexi-
bility in describing the gluon distribution, particularly in the
small-x region. The inclusion of this correction is crucial
for preventing unphysical negative gluon densities and
stabilizing the fit across a wide range of x values.

The use of a two-component gluon distribution, repre-
sented by xg(x) = xg; (x) + xg,(x) ~ AjxBs + A xP7, also
offers enhanced accuracy in describing both the small- and
large-x behavior of the gluon. By capturing the steep rise at
low x and the expected falloff at high x, this parametrization
improves the overall precision of the proton PDFs. It also
ensures that the gluon density fits smoothly with the
constraints provided by experimental data, particularly in
regions where data are sparse, such as for very small x. This
additional term ensures that the parametrization is suffi-
ciently flexible at very low x [76].

A key aspect of understanding the proton structure is the
determination of the strange-quark density. In our QCD

analysis, we define the strange-quark fraction r, as the ratio
of the strange sea-quark distribution to the down sea-quark
distribution [53]:

s+ 5

ry == (5)

This parameter provides valuable insight into the relative
contribution of strange quarks compared to down quarks
in the proton sea. Recent ATLAS studies [53] have shown
that r, plays a crucial role in improving the precision of
strange-quark distributions, which are critical for predic-
tions of processes like W and Z boson production.
Including r, as a fit parameter allows us to extract precise
information on the strange-quark content and its impact on
other quark distributions. Our analysis refines this param-
eter to improve predictions for high-energy processes
involving strange quarks.

In addition to the PDFs, the strong coupling constant a
at the Z boson mass (M) is treated as a free parameter in
our QCD fit. This ensures that the coupling evolves
consistently with the energy scale, allowing us to account
for uncertainties in both a, and the PDFs. The value of
a,(M ) is critical for accurately predicting cross sections in
processes like jet and top quark production at the LHC,
where gluon interactions dominate.

Finally, we adopt the following functional forms for the
parton distributions at the initial scale Q3:

Co(1 4 E,px?),

The above functional forms for xu,, xd,,, xii, xd, and x5
are tailored to ensure accurate predictions at both low and
high values of x. In this analysis, we assume similar
behavior of the up and down sea-quark distributions,
setting A; =A; and B; = B;. These assumptions are
consistent with the HERAPDEF-like [76] and ATLAS-
epWZ16 [53] parametrizations for the sea quark distribu-
tions as well. For the strange distributions, we consider
xs(x) = x5(x), and also assume A; = A; and B; = Bj.
Given the enhanced sensitivity to the strange-quark dis-
tribution through the CMS and ATLAS W/Z datasets, the
C, appear as a free parameter in the fit. The above
assumptions also simplify the parameter space, especially
given the limited experimental data constraints on these
distributions. Following the HERAPDF analysis, on which
our current work is closely based, as well as the
MSTW2008 analysis, we have fixed the parameter C;, to
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C’g = 25. As discussed in Refs. [28,76], both analyses have
demonstrated that the QCD fits are generally not sensitive
to the exact value of Cj, provided that Cj, > C,, ensuring
that the additional term does not contribute significantly at
large x.

B. Definition and minimization of x> function

In this section, we focus on two essential aspects of our
QCD analysis: the optimization procedure for determining
the PDFs and the incorporation of the experimental
uncertainties. The free parameters of the PDFs are esti-
mated using experimental data through a likelihood maxi-
mization method. Assuming that the data points are
normally distributed, the likelihood maximization reduces
to minimizing the ¥ function, which quantifies the agree-
ment between theory and experiment.

The y? function used in our analysis follows the formal-
ism of the xFitter framework [68,69] and is expressed as

Ei-T({¢H =2 750)

Y o (IR (T (B e

i UHCTZ {C}) —"_61 statg T {g}
+ Zl o sz,
(7)

l unc™’i i, stat

where &; represents the experimental measurements and
T ({¢}) are the theoretical predictions that depend on a set
of parameters {{; }. The uncertainties in each measurement
are separated into two components: J; g, the statistical
uncertainty, and J; ., the uncorrelated systematic uncer-
tainty, while y; denotes the correlated systematic uncertain-
ties. The nuisance parameters b; quantify the strength of the
correlated systematic uncertainties across the dataset.

This formulation allows us to correctly incorporate both
statistical and systematic uncertainties into the minimiza-
tion process. The nuisance parameters b, are introduced to
control deviations in the correlated systematic uncertain-
ties, with a penalty term > b2 added to the y? function to
constrain these deviations. The minimization of this func-
tion is performed using the MINUIT [73,74] package via the
MIGRAD algorithm [73], as implemented in xFitter. Once the
minimum is found, the uncertainties in the fitted parameters
are evaluated using the Hessian matrix, which is central to
uncertainty propagation in the context of global QCD fits.

In a limited number of experimental studies, an alter-
native approach is employed wherein the covariance
matrix, cov;;, is used in place of Eq. (7) to account for
correlations between data points,

=

= (Dk B Tk( ) Z /Iaﬁka _’_2/1 ’ (8)

2
7/1 =
xE(a,d) sk

~
Il

1

where D, represents the experimental data, T;(a) repre-
sents the theoretical predictions for the kth data point, and
A, are nuisance parameters that account for the correlated
systematic uncertainties from source a. The total uncer-
tainty s is the combination of statistical and uncorrelated
systematic uncertainties. The 4, parameters are optimized
analytically during the minimization process. In this
formulation, the covariance matrix cov;; captures both
uncorrelated and correlated uncertainties and is given by

cov; = §76;; + E BiaPjas )

where f3;, characterizes the sensitivity of the ith and jth data
points to the correlated systematic uncertainty a. This
decomposition allows for a proper treatment of experimen-
tal uncertainties, ensuring that correlated systematic effects
are propagated consistently.

The minimization of the y* function is followed by the
propagation of uncertainties from the fit parameters to the
physical observables. This is accomplished by generating a
set of eigenvector PDF sets, which represent variations of
the PDF parameters along the directions defined by the
eigenvectors of the Hessian matrix. For N free parameters,
atotal of 2N + 1 PDF sets are generated: one central fit and
two variations along each eigenvector direction. Finally, the
calculated proton PDF sets are made available in the
standard LHAPDF format [78].

C. Determination of PDF uncertainties

The Hessian formalism is widely used in the global
analysis of PDFs, such as in the CT18 framework, to study
the uncertainties associated with the fitted PDFs and their
physical predictions [79,80]. The method is based on a
quadratic approximation to the y?> function around its
minimum. The eigenvectors of the Hessian matrix charac-
terize the directions in the parameter space in which the y?
increases most rapidly, corresponding to directions where
the fit is most sensitive to the data. This allows us to
generate a set of orthonormal basis PDFs, known as
eigenvector PDF sets, which can be used to calculate
uncertainties in physical observables by varying the fit
parameters along each eigenvector direction [28].

In the Hessian formalism, the x> function near its
minimum can be expressed as a quadratic form,

M2 = PO -G Y X (G- G- ). (10

where §, represents the best fit parameter vector, { are

the fit parameters, and represents the second-order

ac ag
derivatives of y> with respect to the parameters ;. This
second-order derivative matrix is called the Hessian matrix,
denoted as H,;:
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02)(2
Yooagag;

(11)

The Hessian matrix captures the shape and curvature of the
7 surface near its minimum, reflecting how sensitive the fit
is to variations in the parameters. Diagonalizing this matrix
yields the eigenvectors v, and corresponding eigenvalues
Ax, which provide a natural basis for exploring the
parameter space. The eigenvectors define directions in
the parameter space along which the y? increases most
rapidly, indicating where the fit is most sensitive to
variations in the parameters.

The parameter variations along the eigenvector direc-
tions are determined by solving the following eigenvalue
problem:

HVk :Akvk. (12)

In practice, these eigenvectors are used to construct a set of
orthonormal basis PDFs, known as eigenvector PDF sets.
These eigenvector sets allow for the systematic variation of
PDF parameters and hence the estimation of uncertainties
on physical observables. Once the eigenvectors of the
Hessian matrix are known, the uncertainty in any physical
observable (O that depends on the PDFs can be
calculated [28].

The eigenvector basis is constructed by transforming the
parameters of the fit into a new set of coordinates where the
Hessian matrix is diagonal. In this new coordinate system,
the parameters are normalized such that displacements
from the minimum in each direction correspond to fixed
increases in . The uncertainty in any observable O is then
calculated by evaluating the variation of O along each
eigenvector direction. This method provides a robust
framework for propagating uncertainties in the PDFs to
predictions for physical observables.

The uncertainty in any observable O that depends on the
PDFs is calculated as [28,79]

so= > (%59 )

i=1

where O and O; are the observable values computed
using the positive and negative variations of the ith
eigenvector. This method assumes that the variations of
the observables O can be approximated as linear within the
region where the y? function behaves quadratically. Such
an assumption holds well near the minimum, ensuring
reliable propagation of uncertainties from the PDFs to the
final physical observables.

To ensure that the fit remains well behaved and does not
overfit the data, especially in regions where the data are
sparse or have large uncertainties, regularization methods
are applied. In the «xFiter framework, regularization is

implemented through the inclusion of length penalty terms
in the y? function. These penalty terms discourage overly
complex PDF shapes, promoting smoother distributions
that are more physically reasonable. Regularization is
particularly important in global PDF fits, where the data
cover a wide range of kinematic regions, and the para-
metrization of the PDFs must be flexible enough to
accommodate this diversity while avoiding overfitting.

Regularization also plays a crucial role in determining
the appropriate degree of flexibility in the parametrization
of the PDFs. Too much flexibility can lead to poorly
constrained parameters and instabilities in the fit, while too
little flexibility may prevent the fit from adequately
describing the data. By introducing regularization terms,
we can control the complexity of the PDF parametrization
and ensure that the fit remains stable and reliable across the
full kinematic range.

V. FIT RESULTS

This section presents the main results and findings of this
work. As outlined below, different QCD fits have been
performed, considering various datasets. We first examine
the quality of our QCD fits, then present the extracted
PDFs, and finally compare the fit quality across a selection
of fitted data for different scenarios.

To explore the impact of Drell-Yan and W/Z boson
production data from the CMS, ATLAS, DO, and CDF
collaborations on the shape of different parton species and
their associated uncertainties, we performed four different
QCD fits at NLO and NNLO accuracy. The details of these
approaches are described below:

(1) Fit A. In the first fit, we incorporate only the HERA
I+ 1I [52] experimental data, which serves as a
crucial baseline for any QCD analysis. Utilizing
1016 data points, as per the 0? cut mentioned
earlier, the results from Fit A provide a robust
foundation for assessing the impact of additional
experimental measurements on the PDFs.

(i) Fit B. In this fit, we build on Fit A by including
measurements related to the Drell-Yan process from
the ATLAS Collaboration [54,55] and the E866
experiment [35]. The configuration of this fit re-
mains identical to Fit A, with the only difference
being the inclusion of Drell-Yan data. This fit
utilizes 1082 data points, as indicated in Table II,
allowing us to evaluate how Drell-Yan measure-
ments affect the shape of different parton species and
their associated uncertainties.

(ii1) Fit C. Fit C is similar to Fit B, but instead of Drell-
Yan data, it includes CMS and ATLAS measure-
ments of W/Z boson cross sections [53,58-62], as
well as the corresponding measurements from the
DO and CDF collaborations at Tevatron [64—67].
This fit is performed using 1289 data points,
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TABLE II. The extracted numerical values for the correlated y2, log penalty 4% and the total y> per degree of freedom (d.o.f.)
associated with each experimental measurement. The table also lists the input datasets included in the analysis of our PDFs at NNLO
accuracy. For each dataset, the name of the experiment and the corresponding reference are also provided.

Observable Experiment Reference Fit A Fit B Fit C Fit D
HERA1 +2 CC ¢*p [52] 46,39 42/39 44/39 43/39
HERAI +2 CC e p [52] 55/42 60/42 69/42 68/42
HERA1L +2 NC e p [52] 222/159 224/159 220/159 222/159
DIS HERAI + 2 NC ¢~ p 460 [52] 195/177 195/177 195/177 197/177
HERAL +2 NC e~p 575 [52] 187/221 188,/221 187/221 189/221
HERAI +2 NC ¢*p 820 [52] 53/61 55/61 53/61 53/61
HERA1 + 2 NC e¢*p 920 [52] 351/317 361/317 359/317 379/317
ATLAS high mass [55] e 13/13 e 9.2/13
ATLAS low mass 1.6 fb~! [54] 7.5/8 e 8.7/8
Drell-Yan ATLAS low mass extended 35 pb~! [54] e 6.4/6 e 7.4/6
E866 low mass [35] e 11/10 e 14/10
E866 mid mass [35] 14/14 13/14
E866 high mass [35] 13/15 e 23/15
ATLAS W+ [58] 15/11 15/11
ATLAS W+ [58] 15/11 15/11
ATLAS W- [58] 8.9/11 8.9/11
ATLAS W+ [53] 13/11 13/11
ATLAS W- [53] 10/11 9.6/11
CMS W+ [61] 1.6/11 3.3/11
CMS W- [61] 1.2/11 2.3/11
CMS W asymmetry [61] 7.5/11 11/11
CMS W asymmetry [59] e e 10.0/11 9.2/11
CMS W asymmetry [60] e e 13/11 14/11
W /Z bosons CDF W asymmetry [63] e e 38/13 47/13
DO W — ev asymmetry [65] 31/13 31/13
DOW — pv asymmetry [66] e e 15/10 14/10
ATLAS high mass CF Z [53] e e 39/6 39/6
ATLAS high mass CC Z [53] e e 5.6/6 5.5/6
ATLAS low mass Z [53] cee cee 22/6 23/6
ATLAS peak CF Z [53] e 5.5/9 8.4/9
ATLAS peak CC Z [53] 13/12 15/12
ATLAS Z [58] 2.9/8 2.5/8
CMS Z [62] 65/35 67/35
CDF Z [64] e e 28/28 28/28
D0Z [67] e e 22/28 22/28
Correlated y? 49 61 95 113
Log penalty 42 -10.87 ~17.10 ~5.05 ~13.22
Total 42/d.o.f. 1149/1000  1236/1066  1551/1273  1678/1339
=1.149 =1.159 =1.218 =1.253
enabling us to study the specific impact of W/Z providing the most comprehensive QCD analysis.
boson production data on the extracted PDFs. This fit integrates the HERA 1 + II, Drell-Yan, and
(iv) Fit D. The final, or nominal, fit is performed using W/Z boson datasets, yielding a complete picture of
the combination of all the datasets discussed above, the PDFs and their associated uncertainties. The
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PDFs in this fit are extracted from 1355 experimen-
tal data points.

A. Fit quality

The 42 values characterizing our NNLO nominal QCD
fit to the H1/ZEUS combined datasets as well as the Drell-
Yan and W/Z production data from the LHC and Tevatron
are listed in Table II. As shown, our NNLO QCD fits
provide a good description of the datasets both in terms of
individual and total datasets from HERA, LHC, and
Tevatron. Several observations can also be made based
on the y? values for both the individual and total datasets.

For Fit A, where we utilize only the HERA data, the total
x*/d.of.is 1.149, indicating a good quality QCD fit within
the chosen PDF parametrization of Eq. (6). This baseline fit
sets the standard against which the inclusion of additional
datasets is evaluated.

The inclusion of Drell-Yan data in Fit B slightly
increases the total y> value to 1.159. Despite this slight
increase, the overall fit quality remains very good, and the
description of the individual datasets is still satisfactory.
This modest change suggests that the additional Drell-Yan
data are largely compatible with the existing HERA data,
with minimal tension between the datasets.

When combining the HERA data with the W/Z boson
production cross section data in Fit C, we observe a further
increase in the total y? to 1.218. While the overall fit quality
remains acceptable, some individual datasets show slight
discrepancies. Specifically, the CDF W asymmetry data
[63] and the ATLAS low-mass Z data [53] show less
agreement with our NNLO theory predictions, contributing
to the increase in the total y?.

In our nominal fit, Fit D, which incorporates all datasets
discussed, the total y? increases slightly to 1.253. This fit
includes the effects of all combined data, and the observed
increase is primarily driven by the tension between certain
datasets. In addition to the CDF W asymmetry [63] and
ATLAS low-mass Z data [53], a noticeable increase in the
x> value is also seen for the HERA 1+ 11 NC e*p 920
dataset [52].

Overall, while there are slight increases in the total y?
values with the addition of new datasets, the fits remain
well within acceptable ranges, confirming that our
approach provides a consistent and comprehensive descrip-
tion across a wide range of experimental data.

We should also highlight here that the overall fit quality
is improved at NNLO compared to NLO accuracy. For our
nominal fit, Fit D, at NLO accuracy, the total ;(2 value is
found to be higher (y> = 1.270), indicating a less precise
description of the data. In contrast, the NNLO fit provides
much closer agreement with the experimental measure-
ments, as reflected in the lower ;(2 values for both the
individual and combined datasets.

This demonstrates the importance of incorporating
higher-order QCD corrections to achieve a more accurate
determination of the PDFs and their associated uncertainties.

The difference between NNLO and NLO is mainly due to the
fact that perturbative corrections are generally more signifi-
cant for hadron-collider processes compared to HERA DIS,
emphasizing the necessity of including higher-order QCD
corrections, especially for high-precision LHC measure-
ments. Additionally, the quantity and precision of the current
LHC data are now sufficient to clearly demonstrate the
superiority of NNLO calculations.

B. Parton distributions

We now turn to the examination of our extracted PDFs.
First, we present the complete set of four PDFs and
compare them to the baseline Fit A results. Following
this, we provide a detailed discussion on the impact of
different dataset selections on the shapes of various parton
species and their associated uncertainties.

In Table III, we list the numerical values of the best-fit
parameters and their associated uncertainties, obtained
from our QCD fits at the input scale Q3 = 1.9 GeV>.
The parameter values are provided for all four QCD fit sets
discussed in the text. The strong coupling constant,
a,(My), is treated as a free parameter in our QCD analyses.
The value of a,(M,) extracted from our QCD fits is also
presented in Table III, reflecting the impact of including
different datasets on the determination of the strong
coupling constant. Additionally, as discussed earlier, the
parameter r,, defined as the relative strange-to-down sea
quark fraction r, = % is also treated as a free parameter in
our QCD fits. The values of r, extracted from the fits are
presented in Table III. This parameter is essential for
understanding the relative behavior of the strange and
down sea quark distributions, and its inclusion allows for a
more flexible parametrization of the PDFs.

Several observations can be made based on the numbers
presented in this table. We parametrize six different PDFs:
the valence distributions xu, and xd,; the gluon density xg;
the sea quark densities xd and xi; and finally, a symmetric
strange-quark distribution xs = x5. The parameters A, ,
A, , and A/ are determined by the number and momentum
sum rules.

As observed, nearly all parameters are well determined
from the fit to the data. However, some parameters, such as
Cy, Cy, and C,, exhibit relatively large uncertainties,
particularly when only the HERA data are used. This
indicates that the HERA combined DIS datasets alone do
not sufficiently constrain these parameters. Notably, as
shown in Table III, the inclusion of additional datasets, such
as Drell-Yan and W-/Z-production data, significantly
improves the determination of these parameters, reducing
their associated uncertainties.

In the following discussion, we turn our attention to the
obtained PDFs and their uncertainties. Detailed compar-
isons of the NNLO quark and gluon PDFs at the input scale
Q3 = 1.9 GeV? are presented in Figs. 1 and 2. To inves-
tigate the impact of including different data selections, we
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TABLE IlII.  The numerical values of the best-fit parameters and their associated uncertainties obtained from our QCD fits at the input
scale Q% = 1.9 GeV?. The parameter values are provided for all four different QCD fit sets discussed in the text.

Parameter Fit A Fit B Fit C Fit D
Ay 0.152 +0.017 0.190 + 0.020 0.1542 + 0.0077 0.1672 4+ 0.0085
Ay 0.376 £+ 0.089 0.0042 4+ 0.0029 0.353 £0.056 0.187 £0.013
By —-0.127 £0.015 —0.095 £ 0.018 —0.1167 £ 0.0083 —0.1043 + 0.0089
By, 0.903 + 0.094 1.019 £+ 0.095 0.711 £0.019 0.775 £0.015
B, —-0.48 +0.18 1.08 £ 0.50 —0.789 £ 0.021 —-0.854 £0.016
By —-0.57 £0.12 —0.839 £ 0.088 —-0.817 £0.017 —-0.877 £0.010
B,, 0.752 +0.034 0.872 £ 0.039 0.736 £0.011 0.7650 + 0.0085
Cy 8.7+5.7 6.42 +0.48 3.66 +0.25 5.68 £0.32
Cu, 453 +043 4.08 £0.41 4.239 £+ 0.085 4.364 + 0.083
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FIG. 1. The parton distribution of xu,, xd,, xi, xd, xs, and xg for Fit A, Fit B, Fit C, and Fit D as a function of x and at the input scale
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FIG. 2. The ratios of parton distribution (xf(x, Q%)/xf(x, Q%)) for xu,, xd,, xit, xd, xs, and xg as a function of x and at the input
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compare all four PDF determinations with each other.
Specifically, in Fig. 2, the comparisons are displayed as
ratios xf(x, 0%)/xf(x, Q%) relative to our baseline QCD
analysis, Fit A. The uncertainty bands of the PDFs are
calculated using the Hessian method, as discussed earlier.

Notable differences in the shapes of the PDFs are
observed, especially at small values of x. These variations
indicate that different datasets impose different types of
constraints on the PDFs. For example, the inclusion of
Drell-Yan and W /Z boson production data tends to impact
the strange-quark and gluon distributions more prominently
at lower x, demonstrating the sensitivity of the PDF shapes
to the specific experimental inputs.

As can be seen, the inclusion of the Drell-Yan data in Fit
B significantly affects the shape of the valence quark
distributions, particularly over medium to large values of
x. These differences are even more pronounced for the
strange quark and gluon distributions, where notable
variations are observed in both the shape and the uncer-
tainty bands across the entire range of x.

Focusing first on the strange-quark PDF, it is evident that
there are relatively poor constraints in Fit A, which relies
solely on the HERA data. Even with the addition of Drell-
Yan datasets in Fit B, the constraints on the strange quark
remain limited, as reflected by the large associated

uncertainty bands. However, the inclusion of LHC and
Tevatron W/Z boson production cross section data in
Fit C leads to much better constraints and significantly
reduced error bands for the strange-quark PDF across all x
values.

For the gluon PDFs, the differences are even more
pronounced. The inclusion of additional datasets, particu-
larly those from W /Z boson production, affects the central
values; however, it does not lead to a significant reduction
in the uncertainty bands. This highlights the critical role of
jet production datasets from collider DIS and hadron
colliders in providing stronger constraints on the gluon
distribution across both small and large values of x.

In our QCD fits discussed above, we chose not to include
jet production datasets, as the main motivation of this work is
to specifically examine the constraints on individual PDFs
from HERA DIS, Drell-Yan, and W/Z boson production
datasets. This approach allows us to isolate and better
understand the individual contributions and the impact of
these particular datasets on the determination of PDFs. The
inclusion of jet and dijet production data in our QCD fits will
be discussed in Sec. VII, where we will explore their effects
on the extracted PDFs and the strong coupling constant.

Detailed comparisons of the NNLO quark and gluon
PDFs are presented in Figs. 3—0, this time at higher values
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of 0> =10 and 100 GeV?, respectively. The general
observations discussed earlier remain valid for the PDFs
at these higher scales as well. However, it is important to
highlight a key finding apparent in these plots regarding the
combined inclusion of all datasets. As shown, incorporat-
ing all the datasets together results in more significant
constraints on the PDFs, which in turn leads to noticeably
smaller uncertainty bands for all parton species, as illus-
trated in the ratio plots of Figs. 4 and 6.

C. Impact of higher-order QCD corrections

In this section, we discuss the effects of higher-order
QCD corrections on the extracted PDFs and their asso-
ciated uncertainties. As presented in Table II, the overall fit
quality remains excellent for both individual and global
datasets for NNLO accuracy, indicating that the NNLO
corrections result in a good description of the experimental
data across a wide range of observables.

The inclusion of NNLO corrections is vital for achiev-
ing high-precision results, especially for processes such as
Drell-Yan production, W/Z boson production, and jet
production, which are sensitive to higher-order effects.
The CT18, MSHT20, and NNPDF4.0 analyses also
emphasize the importance of NNLO corrections in reduc-
ing theoretical uncertainties and improving the overall
agreement between theory and experimental data. For
example, the MSHT20 analysis shows improvements in
the description of LHC data, particularly for gluon-
sensitive processes, while NNPDF4.0 utilizes advanced
machine-learning techniques to incorporate NNLO cor-
rections and reduce biases in PDF parametrizations.

In Fig. 7, we show the PDFs at both NNLO and NLO as
functions of x for three different Q? values: 1.9, 10, and
100 GeV2. The uncertainty bands, calculated using the
Hessian method, illustrate the effect of higher-order cor-
rections on the PDFs. The impact of NNLO QCD correc-
tions on the central values of the PDFs is generally modest
relative to the uncertainties; however, differences can be
observed in specific parton distributions. For instance, the
total singlet distribution is larger at NNLO than at NLO,
particularly in the small to medium x range. The gluon PDF
shows a slight reduction at NNLO in the small to medium x
region, reflecting the sensitivity of gluon-dominated proc-
esses to higher-order effects.

Additionally, as Fig. 8 demonstrates, the changes in the
central values of the PDFs due to NNLO corrections are
most pronounced at lower values of x, where higher-order
effects are more substantial. Both the total singlet and gluon
distributions exhibit the largest deviations from their NLO
counterparts.

While the central values of the PDFs shift slightly due to
NNLO corrections, the associated uncertainties remain
largely unaffected. This stability is evident for all parton
species, as the uncertainty bands at NLO and NNLO are of
comparable size. The y? values in Table IV confirm that the

NNLO fits provide only a modest improvement in the
overall uncertainty reduction. This suggests that the inclu-
sion of NNLO corrections does not drastically reduce
uncertainties but primarily leads to shifts in the central
values, particularly for the singlet and gluon PDFs.

Table IV also compares the y> values obtained from
the NLO and NNLO fits for the different datasets analyzed
in this work. As shown, the total y? is slightly lower at
NNLO, with a total y?/d.o.f. of 1678/1339 compared to
1699/1339 at NLO. This improvement is consistent with
the results from the CT18 and MSHT?20 studies, where
NNLO corrections lead to better overall fit quality and
improved agreement with experimental data.

Notably, the fit to the ATLAS W/Z data shows a more
pronounced improvement at NNLO, with a y?/d.o.f. of
104.8/91 compared to 108.6/91 at NLO. This indicates
that NNLO corrections are particularly important for
precision measurements of electroweak processes, where
small corrections can significantly improve the fit.
Similarly, the y? for the HERA I+ II dataset shows a
slight improvement at NNLO (1151/1016 vs 1155/1016
at NLO).

Overall, the )(2 values demonstrate that the inclusion of
NNLO corrections leads to modest improvements in fit
quality across most datasets, confirming the necessity of
higher-order corrections for precise determinations of
PDFs, particularly in processes dominated by gluon-gluon
or quark-gluon interactions. While NLO fits remain rea-
sonably accurate for many applications, NNLO fits are
essential for precision studies at high-energy colliders such
as the LHC and future experiments like the EIC, LHeC, and
FCC (he, hh).

D. Comparison to other PDF sets

In this section, we compare our nominal NNLO PDFs
(Fit D) with other recent global sets, specifically
NNPDF4.0 [14], CT18 [12], and MSHT?20 [16]. All results
are presented at Q> = 1.9, 10, and 100 GeV?, normalized
to our nominal (Fit D) NNLO PDFs. The PDF uncertainties
are consistently shown at the 68 % confidence level (CL) for
all sets, including those from the comparison groups,
ensuring a fair basis for comparison. This consistency in
uncertainty presentation is intended to provide a clear
understanding of the relative uncertainties across the differ-
ent PDF sets.

As discussed in Sec. IVA, our analysis includes six
independently parametrized distributions: xu,, xd,, xi, xd,
x5, and xg. Similar to CT18 and MSHT?20, we rely on a
dynamically generated charm distribution through the
VENS, rather than independently parametrizing the charm
quark. In contrast, NNPDF4.0 independently parametrizes
eight PDFs, which include both the strange and charm
distributions. It is also important to note that there are
substantial differences in the underlying datasets used in
these QCD analyses.
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TABLE IV. The values of y? obtained from our NLO and
NNLO fits for the different datasets analyzed in this work.

Experiment NLO (Fit D) NNLO (Fit D)
HERA I+ 1I 1155/1016 1151/1016
CMS W/zZ 106.4/90 106.8/90
ATLAS W/Z 108.6/91 104.8/91
ATLAS Drell-Yan 26.3/27 25.3/27
DOW/Z 68/51 67/51
CDF W/Z 73/41 75/41
E866 Drell-Yan 50/39 50/39
Correlated y? 114 113
Log penalty z° -1.26 -13.22
Total y%/d.o.f. 1699/1339 1678/1339

Overall, the four parton sets shown in these plots are
generally in good agreement within their respective uncer-
tainties, though some differences in shape are observed.
These differences are more pronounced at the input scale,
Q3 = 1.9 GeV?, particularly for the total singlet xX and
gluon xg distributions. For the valence densities, xu, and
xd,, NNPDF4.0 is slightly suppressed at intermediate
values of x compared to the others. Notably, our gluon
density is larger than the others, especially at small values
of x. Our valence and total singlet densities are in good
agreement and are consistently within the uncertainty
envelopes of CT18 and MSHT20.

More pronounced differences are observed for the
gluon distribution. However, it is important to note that
all other PDF sets include jet data, which provide addi-
tional constraints on the gluon PDF. In contrast, our Fit D
does not include any jet production datasets, as our
primary goal is to investigate the impact of Drell-Yan
and W/Z boson production data on the shape of different
parton species and their associated uncertainties. The
gluon distribution in our analysis is in fair agreement
in the small-x region, which is relevant for dominant
Higgs boson production at the LHC.

More interesting findings emerge from Fig. 9 when
comparing PDF uncertainties. Our uncertainties for the
valence and total singlet distributions are smaller than those
of all other sets across the entire x region. However, the
associated uncertainty for our gluon PDF is generally larger
compared to the uncertainties of NNPDF4.0 and MSHT20
for x < 0.1. The CT18 analysis, on the other hand, exhibits
generally larger uncertainties for all parton densities shown
in Fig. 9.

The same findings hold for higher values of Q> = 10 and
100 GeV?, as shown in Figs. 10 and 11. As can be seen, the
gluon PDF from all other groups is slightly suppressed in
the smaller x region (x < 0.01) compared to our Fit D.
Because of the lack of data directly constraining the gluon
PDF, our uncertainty is larger than those of NNPDF4.0 and
MSHT20. Once again, CT18 generally exhibits larger
uncertainties for all parton densities across the entire x
region, as shown in Figs. 10 and 11.

18F

1L @=19Gev? Aetter 05 @=19GeV’ Atter F Q@=19GeV? witter 5F Q*=19GeV? Afitter
[ mmcTis [ mmCT18 1.6 | MECT18 [ EECT18 B
NNPDF NNPDF ® £ 1 NNPDF NNPDF
0.5 [ T MSHT20 0.4 [ M MSHT20 1.4 £ W0 MSHT20 [ mm MSHT20
-8 mmFitD “I mFitp [ EmFitD [ mmFitD
F o o
g g
X =
" o
x x
Q?=1.9 GeV? 1.6 Q?=1.9 GeV? 14'_ Q?=1.9 GeV?
mmCT18 mmCT18 [ mmcTi8 1.4
NNPDF F NNPDF NNPDF
[ MSHT20 | 14 [ MSHT20 [ = MSHT20
1.2 -FltD ! M FitD 12 )
L 12 ‘ ' o
F1 { - N | X
X X A )
=> S22 V. A - é o’é
X 1 | ——— - s 1 1 1
=5 3
) 0.8
0.8 0.8 i
0.8 k J
o 6 L XFitter xfitter
L_A n P Lol Ll Ll Ll P -4
10°° 10 2 10 1 1 10°° 1072 107" 1 10°° 102 107! 1 10°°
X X X X
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CT18 [12], and MSHT?20 [16] for xu,, xd,, xZ, and xg distribution as a function of x and at Q> = 1.9 GeV?. The relative uncertainties
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FIG. 10. Same as Fig. 9 but this time for higher Q? value of 10 GeV?2.

E. Comparison to experimental data

Here, we illustrate the ability of our NNLO QCD fit to
describe the individual experiments included in our QCD
analysis, with particular attention paid to the Drell-Yan data
and W/Z boson production. We organize our data/theory
discussions according to the specific physical processes.

In Figs. 12-14, we present a comparison between a
selection of data included in our QCD fits and the
corresponding NNLO best-fit results. This comparison

aims to visually assess the fit quality and the relative size
of data and PDF uncertainties. The data shown are
representative of the global dataset, starting with the H1/
ZEUS combined datasets, as shown in Fig. 12. Specifically,
we show the results for both NC (top panel) and CC
(bottom panel) HERA combined DIS data, where the bulk
of the sensitivity in our fit still arises from HERA data. The
data error bars shown in this figure correspond to the sum in
quadrature of all uncertainties. Quantitative assessments of
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FIG. 12. Comparison between experimental data points and the theory prediction based on our NNLO best-fit results for a selection of
fitted data points from H1/ZEUS combined DIS datasets (see text). The experimental uncertainty shown in the plots is the sum in

quadrature of all statistical and systematic uncertainties.

these comparisons are provided by the y? values presented
in Table II.

Since the HERA combined DIS datasets serve as our
base dataset selection, we present the comparison of our
NNLO theory predictions for all four sets of PDFs
discussed in Sec. V. The main finding from Fig. 12 is
the very good agreement of our NNLO theory predictions
with the HERA data for the kinematics shown.

Next, we discuss the comparisons between our NNLO
theory predictions and selected Drell-Yan datasets. In
Fig. 13, we show comparisons for the E866 Drell-Yan
data and the ATLAS low-mass Drell-Yan data. As pre-
viously discussed, Drell-Yan cross section measurements
have a significant impact on our PDFs compared to other
datasets. The inclusion of these measurements allows for a
clearer separation of the sea quark distributions, resulting in
a notable reduction in the error bands as well.

Finally, in Fig. 14, we present a detailed comparison of
our NNLO theory predictions with selected datasets from
W/Z boson production measurements by CMS, ATLAS,
DO, and CDF. Overall, the fit quality is satisfactory, and our
nominal Fit D provides a generally good description of the

data. However, some disagreements are observed in spe-
cific kinematic regions of certain datasets. As indicated by
the )(2 values in Table II, there are evident tensions between
specific datasets. These tensions are particularly notable for
the CDF W asymmetry data [63], the ATLAS low-mass Z
data [53], and the HERA1 + 2 NC e™ p 920 dataset [52].
Such inconsistencies suggest that these datasets impose
conflicting constraints on the PDFs, potentially affecting
the overall quality of the fit.

VI. IMPACT OF SIMULATED EIC DIS DATA ON
PROTON PDF DETERMINATION

In this section, we explore the impact of simulated
inclusive DIS data from the future EIC on the determination
of proton PDFs at NLO and NNLO accuracy in QCD.
Comparisons are made relative to our nominal QCD fit,
Fit D, as discussed in the previous sections. We also
estimate the expected experimental uncertainty in the
strong coupling constant, a,(M%), when simulated EIC
inclusive data are incorporated into analyses similar to
those performed using HERA data.
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FIG. 13.
fitted data points for Drell-Yan datasets (see text).

The EIC, currently being developed at Brookhaven
National Laboratory in collaboration with the Thomas
Jefferson National Accelerator facility, is expected to start
collecting data around 2030 [6,81,82]. The EIC will
collide highly polarized electrons with highly polarized
protons, as well as light or heavy nuclei. In the electron-
proton mode, the anticipated luminosity will range from
10*3-10% cm™2s~!, with a center-of-mass energy /s
spanning from 29 to 141 GeV. The broad physics program
of the EIC includes high-precision measurements of
inclusive DIS cross sections, with a particular focus on
the large Bjorken-x kinematic region, i.e., x 2 0.7, com-
plementing the measurements from H1 and ZEUS at
HERA [25]. Earlier investigations of the impact of
inclusive EIC data on «, precision and proton PDFs
can be found in Refs. [25,26].

Table V shows the different beam energy configurations
and their corresponding center-of-mass energies. The EIC
will operate with different beam configurations, involving
both electron and proton beams at a range of energies. The
main datasets we include correspond to NC DIS pseudo-
data generated for five different beam energy combinations,
with center-of-mass energies ranging from 29 to 141 GeV.
The most important electron-proton beam configurations
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Comparison between experimental data points and the theory prediction based on our NNLO best-fit results for a selection of

included in this study are 10 x 275, 18 x 275, 5 x 41,
5 x 100, and 10 x 100 GeV [6,81,82]. Each dataset rep-
resents an integrated luminosity anticipated for one year of
data collection at the EIC, with simulated measurements
performed across a range of x and Q? values, logarithmi-
cally spaced across 6 orders of magnitude. The kinematic
coverage of the EIC is expected to complement that of
HERA, particularly by filling the high-x gap that HERA
could not reach. Although there will be overlap in the
kinematic regions covered, the EIC will provide much
higher precision, offering new opportunities to probe the
proton structure in this poorly constrained region. The key
advantage of the EIC lies in its ability to provide precise
data at large x and relatively low Q2 which remained
relatively underconstrained by previous HERA DIS experi-
ments [25].

To improve our understanding of the impact of simulated
EIC data on proton PDF determination, we have used NC
and CC DIS cross sections at various center-of-mass
energies, as anticipated for the EIC. These simulated
datasets were generated based on predictions using
HERAPDF2.0NLO and HERAPDF2.0NNLO as the baselines for
NLO and NNLO accuracy, respectively [25,26]. For other
inputs, such as heavy quark masses and the value of the
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FIG. 14. Comparison between experimental data points and the theory prediction based on our NNLO best-fit results for a selection of

fitted data points for W/Z boson production (see text).

strong coupling constant, we used the nominal values from
HERAPDF2.0.

The pseudodata include statistical uncertainties and
systematic errors modeled based on experience from
HERA, conservatively adjusted to reflect the potential
precision of the EIC. Specifically, an uncorrelated system-
atic uncertainty of 1.9% is applied across most data points,
extending to 2.75% for the lowest inelasticity values

TABLE V. EIC beam energy configurations, center-of-mass
energies, and integrated luminosity.

Electron Proton beam  Center-of-mass  Integrated
beam energy energy energy luminosity
(GeV) (GeV) Vs (GeV) (fb=h
18 275 141 154
10 275 105 100

10 100 63 79

5 100 45 61

5 41 29 4.4

(i.e., y <0.01), along with a normalization uncertainty
of 3.4%, fully correlated for each energy configuration.
These uncertainties encompass both statistical and system-
atic components, designed to capture the challenges
expected in high-precision EIC measurements.

The inclusive DIS EIC pseudodata employed in our
QCD analysis are generated following the methodology
described in Ref. [25], which uses binning schemes based
on those in the ATHENA detector proposal [83]. This
approach allows us to simulate realistic EIC datasets
capable of significantly constraining the proton PDFs,
particularly in the region of x where existing data from
HERA and other sources provide limited coverage. For the
purposes of our QCD fits, the point-to-point systematic
uncertainties were combined in quadrature with the stat-
istical uncertainties, while the normalization uncertainties
were treated as nuisance parameters, following the
approach used in Ref. [76].

Figure 15 shows the locations of the HERA DIS datasets
and EIC simulated NC and CC inclusive DIS data points
in the (x, Q%) kinematic plane used in this QCD analysis.
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FIG. 15. The kinematic coverage in the (x, Q%) plane for the
HERA DIS data and the EIC simulated NC and CC inclusive DIS
pseudodata used in this analysis. The same kinematic cuts applied
to the HERA DIS datasets have also been used for the EIC
pseudodata.

As illustrated in the figure, the EIC pseudodata overlap
with the HERA DIS data in some regions while also
extending the kinematic reach to higher values of x, in the
intermediate QO range. It includes, for example, x > 0.1 for
Q? < 10> GeV?. As can be seen, the EIC data provide
coverage at very low x values as well, extending to
x < 10™*. Additionally, the same cuts imposed on the
HERA datasets were also applied to the EIC pseudodata,
ensuring consistency in the treatment of kinematic con-
straints and thereby avoiding the need for additional higher-
twist corrections in our analysis.

The inclusion of the simulated EIC pseudodata in our
QCD fits provides substantial improvements in con-
straining the gluon and sea quark distributions, especially
at medium to large values of x, where the precision added
by the EIC data is unprecedented. As shown in Figs. 16
and 17, incorporating these datasets in our QCD fit (Fit D +
EIC) reduces the uncertainties of gluon PDFs at x < 0.2 for
moderate-to-high Q. Furthermore, the impact of EIC on
the determination of the strong coupling constant &, (M%) is
also significant, which we explore in detail in the next
section.

In Table VI, we present the extracted y? values from our
QCD fits, comparing the baseline analysis (Fit D) with
the extended analysis that includes the simulated EIC data
(Fit D + EIC). These > values, corresponding to different
experimental datasets, provide a quantitative measure of the
fit quality and illustrate the impact of incorporating EIC
pseudodata in the QCD analysis.

The addition of the EIC data results in a significant
improvement in the overall fit quality, with the total y> per
degree of freedom decreasing from 1.25 in Fit D to 1.20 in
Fit D + EIC. The fit quality for HERA I+ II slightly
improves with the addition of EIC data, as indicated by the

reduction in y? from 1151/1016 in Fit D to 1130/1016 in
Fit D + EIC. This suggests that the EIC data are consistent
with the HERA measurements and help refine the global fit.
However, the y? values for the W/Z production data from
CMS, ATLAS, DO, and CDF exhibit mixed results, with
minimal changes in the y* for the ATLAS and E866 Drell-
Yan datasets when EIC data are added.

The simulated EIC datasets show good agreement with
theoretical predictions, with reasonable y? values across all
beam energy configurations. The NC and CC EIC datasets
exhibit y?/d.o.f. values close to 1, indicating a good fit
within the global QCD analysis. These datasets consid-
erably improve the constraints on PDFs, particularly in
regions of medium to large x and moderate Q?, where
previous data provided limited constraints.

Our findings clearly demonstrate that the inclusion of
EIC pseudodata in the global QCD fit significantly enhan-
ces the fit quality, as evidenced by the improved y2/d.o.f.
The EIC data introduce crucial new constraints, resulting in
a more precise determination of the proton PDFs. Despite
minor tensions with certain datasets, the overall improve-
ment underscores the importance of the EIC for future
QCD analyses [25,26].

VII. IMPACT OF JET AND DIJET
PRODUCTION DATA ON PROTON
PDF DETERMINATION

This section discusses the significant role that jet
and dijet production data play in determining PDFs
and reducing their associated uncertainties, particularly
for the gluon distribution. We also explore the effect of
these data on the precision of the determination of the
strong coupling constant, «,. Historically, inclusive
jet and dijet production measurements have been crucial
for constraining the gluon density, g(x, Q%), due to the
high sensitivity of these processes to the gluon PDF,
especially at high-energy colliders. Early jet data from
HERA and Tevatron Run-II have had a noticeable impact
on global PDF fits, as demonstrated in numerous QCD
analyses.

The HERA jet data used in our work include measure-
ments of inclusive jet production in DIS at high Q? values,
ranging from 150 to 15,000 GeV?, recorded by the H1
Collaboration [84]. Additionally, we include data from H1
on jet production in the lower Q? range, below 100 GeV?,
based on an integrated luminosity of 43.5 pb~! [85]. The
ZEUS Collaboration inclusive jet differential cross section
measurements in DIS for Q% > 125 GeV? with 38.6 pb~!
[86] and an expanded dataset with 82 pb~! [87] are also
included. Furthermore, inclusive dijet cross sections in DIS
measured by ZEUS with an integrated luminosity of
374 pb~! [88] are considered as well.

In Fig. 18, we compare our nominal fit (Fit D) at
NNLO accuracy with the extended fit (Fit D + jet/dijet),
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FIG. 16. Impact of EIC pseudodata on xu,, xd,, and xg distribution functions at Q> = 1.9, 10, 100 GeV>.

which includes the aforementioned HERA jet and dijet
production data. The comparisons are presented for the
relative uncertainties of the gluon PDFs, &xg(x, Q%)/
xg(x, 0%), at Q> = M3}, and M%. As can clearly be seen,
the inclusion of the gluon-sensitive jet and dijet data
significantly reduces the error bands, especially at mod-
erate to very small values of x. This reduction indicates the
crucial role of jet and dijet production data in constraining
the gluon PDF, which is inherently difficult to determine
with precision in the absence of such data. The enhanced
constraints provided by the HERA jet and dijet datasets are

particularly impactful in reducing uncertainties in the low x
region, where the gluon contribution is less well deter-
mined. In terms of the overall quality of the fit, as
summarized in Table VII, the y?/d.o.f. value improves
from 1.25 in the nominal fit (Fit D) to 1.22 when the
jet and dijet data are included (Fit D + jet/dijet).
The reduction in y?/d.o.f. demonstrates the importance
of these datasets in achieving more precise proton PDF
determinations.

In Figs. 19 and 20, we compare the results of our
nominal fit (Fit D) at NNLO accuracy with fits that include
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16 but this time for the relative uncertainties 6xq(x, 0%)/xq(x, Q?).

TABLE VI.  The values of extracted y° from the QCD fits with TABLE VI. (Continued)

and without EIC data.

Experiment Fit D Fit D + EIC
Experiment Fit D Fit D + EIC

EIC NCep 18x275 113/116
HERA I+ 1I 1151/1016 1130/1016 EIC NCep 5x41 31/36
CMS W/z 106.8/90 101.8/90 EIC CCep 18x275 112/88
ATLAS W/Z 104.8/91 111.3/91 EIC NCep 5x100 33/55
ATLAS Drell-Yan 25.3/27 24.3/27 EIC NCep 10x100 64/66
DOW/Z 67/51 77/51 5
CDF W/Z 75/41 69/4] Correlated y , 113 149
E866 Drell-Yan 50/39 70/39 Log penalty y —13.22 —40.97

(Table continued)
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FIG. 18. Comparison of our nominal fit (Fit D) at NNLO
accuracy with the extended fit (Fit D + jet/dijet) that includes
the HERA jet and dijet production data. The comparisons
are shown for the relative uncertainties of the gluon PDFs,

dxg(x, Q%) /xg(x, 0%).

simulated EIC data (Fit D + EIC) and those that incorporate
both EIC and HERA jet/dijet data (Fit D + EIC +jet/dijet).
The comparisons are presented for the distributions
xu,, xd,, and xg as functions of x, at Q%> = 1.9, 10,
and 100 GeV?.

As observed in Figs. 19 and 20, the inclusion of HERA
jet and dijet data significantly constrains the gluon dis-
tribution, resulting in reduced uncertainties, particularly at
medium and very small values of x. This is because jet
production cross sections in DIS are directly sensitive to the
gluon density.

Moreover, jet production data are instrumental in deter-
mining the strong coupling constant, a,(M2%). Because of
the sensitivity of jet production to higher-order QCD
corrections, incorporating jet and dijet datasets allows
for a more precise extraction of «,, thereby enhancing
the overall fit quality of global PDF analyses.

In Table VII, we present the y* values for the QCD fit both
with and without the inclusion of jet and dijet production
data. The y? for the HERA I + Il dataset remains stable, with
a slight improvement from 1151/1016 to 1130/1016. A
significant improvement is observed in the y? values for both
CMS and ATLAS W-/Z-production datasets. The y* values
for the ATLAS and E866 Drell-Yan datasets show minor
changes, with the ATLAS y? improving slightly.

Finally, the addition of jet and dijet production data
from HERA provides critical information about the gluon
distribution. The »? values for these datasets reflect the
strong constraints that these data provide, particularly
in the high Q? region, where gluon-initiated processes
dominate. Including these data leads to a significant
reduction in the overall uncertainty of the gluon PDF,
which in turn improves the precision of predictions for
processes sensitive to gluons. The improved y?/d.o.f.

TABLE VIL. The y? values from QCD fits comparing results with and without the inclusion of jet and dijet production data.

Experiment Fit D Fit D + jet/dijet Fit D + EIC Fit D + EIC + jet/dijet
HERA I+ 1I 1151/1016 1128/1016 1130/1016 1127/1016
CMS W/zZ 106.8/90 103/91 101.8/90 99.9/90
ATLAS W/Z 104.8/91 112/91 111.3/91 111/91
ATLAS Drell-Yan 25.3/27 24/27 24.3/27 24.4/27
DOW/Z 67/51 77/51 77/51 68/51
CDF W/Z 75/41 66/41 69/41 78/41
E866 Drell-Yan 50/39 72/39 70/39 73/39
HI jet 30/52 31/52
ZEUS jet 54/60 54/60
ZEUS dijet 18/22 e 17/22
EIC NCep 5x41 31/36 31/36
EIC NCep 10x275 117/103 117/103
EIC NCep 18x275 113/116 113/116
EIC CCep 18x275 112/88 112/88
EIC NCep 5x100 33/55 32/55

(Table continued)
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TABLE VII. (Continued)

Experiment Fit D Fit D + jet/dijet Fit D + EIC Fit D + EIC + jet/dijet
EIC NCep 10x100 64/66 64/66
Correlated y? 113 142 149 156
Log penalty y° —-13.22 =27 —-40.97 —48.72
Total y?/d.o.f. 1678/1339 1799/1473 2160/1803 2259/1937
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FIG. 19. Comparison of our nominal fit (Fit D) at NNLO accuracy with (Fit D + EIC) in which include the simulated EIC data and (Fit
D + EIC + jet/dijet) which include the HERA jet data. The comparisons are shown for xu,, xd,, and xg distribution as a function of x and

at 0% = 1.9, 10, and 100 GeV>.
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FIG. 20. Same as Fig, 19, but this time the comparisons are shown for the relative uncertainties dxf(x, 0?)/xf(x, Q?).

reflects enhanced consistency between theoretical predic-
tions and experimental measurements, further supporting
the inclusion of jet data from the LHC in global QCD
fits to improve the precision of proton PDFs and «;
determinations.

Further improvements in PDF uncertainties, particularly
for the gluon distribution, are anticipated when inclusive jet
and dijet data from the EIC are added to the QCD analysis.
These data are also expected to significantly contribute to
the precision of a,. Future studies could employ theory
grids for various EIC energies using the fastNLO frame-
work [89], although such an analysis is beyond the scope of

this work. Additionally, incorporating a broader range of
hadron collider jet and dijet datasets could further constrain
the gluon PDFs and improve the precision of «;.

VIII. STRANGE-QUARK DENSITY

The strange-quark distribution in the proton plays a
crucial role in understanding the quark structure of the
proton. One of the key quantities characterizing the strange-
quark fraction is the ratio r,, which is defined as the ratio
of the strange-quark distribution to the down sea-quark
distribution:
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TABLE VIIL
QCD analyses.

The numerical values of a,(M ) and r, extracted from our Fit D, Fit D + jet/dijet, Fit D + EIC, and Fit D + EIC + jet/dijet

Parameter Fit D Fit D + jet/dijet Fit D + EIC Fit D + EIC + jet/dijet
a,(My) 0.1128 £ 0.0014 0.1192 £ 0.0012 0.1188 £ 0.0008 0.1183 £ 0.0003
ry 1.069 =+ 0.053 1.148 £ 0.053 1.164 £ 0.051 1.138 £0.048
s+ ry in this analysis suggest that strange quarks contribute
Fg=——=. (14) s - .
2d significantly to the proton sea. These findings will have a

This ratio offers insight into the balance between strange
and down quarks in the proton sea and is important for
various QCD and electroweak processes, particularly in
high-energy collider experiments.

In this analysis, we determine r, at Q> = 1.9 GeV? and
x = 0.023, a value selected because it lies within the region
of maximum sensitivity in the ATLAS data for central
rapidity at /s =7 TeV [53].

We explore the strange-quark fraction further by exam-
ining the values of r, obtained under different fit scenarios.
These are summarized in Table VIII, which shows the
extracted values of r,; from various fits.

The baseline fit (Fit D) yields r; = 1.069 £ 0.053,
indicating a nearly equal strange-to-down sea-quark den-
sity, consistent with previous findings of an unsuppressed
strange-quark content at small x. For our Fit D + EIC when
projected data from the EIC are included in the fit, 7,
increases to 1.164 + 0.051, suggesting that the EIC will
significantly enhance the precision of strange-quark den-
sity. Finally, in Fit D + EIC + jet/dijet in which the jet and
dijet production data included to the fit, r; is slightly
reduced to 1.138 £ 0.048, while the uncertainty is reduced
even further.

The ATLAS data, combined with future measurements
from the EIC and precision jet experiments, will continue to
play a crucial role in reducing the uncertainties associated
with the strange-quark distribution. The extracted values of

Q?=1.9GeV?,x=0.023

NNLO (Fit D) HH
NNLO (Fit D + EIC) i
W NNLO (Fit D)
NNLO (Fit D + EIC + jet/dijet) Hd W+ NNLO (Fit D + EIC)
& NNLO (Fit D + EIC + jet/dijet)
NNPDF4.0 NNPDF4.0
1® MSHT20
MSHT20 o B CT18
W ATLAS-epWZ16
CT184 —o—
ATLAS-epWZ16 —eo—

04 06 08 1.0 1.2 14
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FIG. 21. Determination of the relative strange-to-down sea
quark fraction ry, calculated at the initial scale Q3 = 1.9 GeV?
and at x = 0.023, corresponding to the point of greatest sensi-
tivity to the ATLAS W/Z data. The results are compared with
other global QCD analyses, specifically NNPDF4.0 [14],
MSHT20 [16], CT18 [12], and ATLAS-epWZ16 [53].

broad impact on QCD phenomenology and future high-
energy physics experiments, particularly in processes
involving electroweak boson production and DIS.

Our determinations of r; for the three different QCD
analyses mentioned above are illustrated in Fig. 21. The
measurements are presented with both experimental and
PDEF-fit-related uncertainties. The results are also compared
with recent global QCD analyses, specifically NNPDF4.0
[14], MSHT20 [16], CT18 [12], and the ATLAS-epWZ16
[53] analysis. As shown, the r; predictions from
NNPDF4.0, MSHT20, and CT18 global fits are signifi-
cantly lower than unity, with values ranging between
approximately 0.45 and 0.75. In contrast, our result from
the Fit D + EIC analysis aligns more closely with the
ATLAS-epWZ16 analysis, likely due to both analyses
relying on the same ATLAS W/Z dataset. This consistency
highlights the impact of incorporating high-precision data
in constraining the strange-to-down sea quark fraction.

IX. STRONG COUPLING CONSTANT

The precise determination of the strong coupling con-
stant, a,, relies on various experimental datasets that are
sensitive to different aspects of the proton PDFs. In this
section, we examine how the EIC and jet/dijet production
data contribute to constraining «,, focusing on the com-
plementary information these datasets provide about quark
and gluon interactions. This sensitivity arises from the
unique kinematic coverage and specific processes probed
by the EIC and jet production measurements, making them
highly valuable for reducing uncertainties in «; and
enhancing the precision of global QCD fits. The EIC will
significantly enhance the determination of the strong
coupling constant, a,(M2), through its extensive kinematic
reach, particularly in regions where current datasets, such
as those from HERA, are less effective.

The strong coupling constant, a,, governs the evolution
of quark densities as the energy scale Q7 increases. In the
large-x regime, quark distributions are particularly sensitive
to a, because parton-parton interactions dominate in this
region. By probing large x, the EIC directly measures the
evolution of quark PDFs, thereby providing precise con-
straints on the behavior of a; in this regime.

The sensitivity of EIC to a, also arises from the specific
processes it probes and the unique kinematic overlap it
offers with previous data. In DIS processes, the interaction
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between quarks and gluons is directly affected by a,. The
structure functions measured in EIC experiments, such as
F,(x, 0%), depend on quark-gluon interactions, which are
controlled by a,. The quantity dF,/dIn Q> which mea-
sures scaling violations, is particularly sensitive to «,
especially at large x. In this region, the evolution is
dominated by the g — gg splitting, which involves the
product of a, and the large-x quark densities. The high
precision of EIC measurements leads to more accurate
constraints on the quark-gluon coupling and, consequently,
on ay, with a reduced dependence on the gluon distribution
compared to lower x values.

This decoupling reduces the correlation between «, and
the gluon distribution, resulting in a more precise extraction
of a,(M?%). The inclusion of simulated EIC data in the fits
provides additional coverage of the phase space, particu-
larly in regions where HERA data alone were limited. This
unique contribution from the EIC highlights its role in
providing world-leading precision for the determination of
ay, supporting future QCD analyses and experimental
research [25,26].

As illustrated in Table VIII, the inclusion of EIC
pseudodata significantly reduces the uncertainty on
a,(M%) from 0.0014 (in the baseline Fit D) to 0.0008.
This reduction is primarily due to the enhanced sensitivity
to quark-gluon interactions and the broader kinematic
coverage provided by the EIC. A summary of the
a,(M ) measurements at different collaborations, includ-
ing the H1, ZEUS, ATLAS, and CMS. [76,90-103], as well
as the world average [104], is also presented in Fig. 22. Our
analyses performed at NNLO are indicated separately for
comparison.

Jet and dijet production measurements offer comple-
mentary sensitivity to a,, primarily through their ability to
probe the gluon distribution in the proton. Jet production is
particularly sensitive to gluon-gluon and quark-gluon
interactions, both of which are controlled by «,. The strong
coupling constant directly enters the cross sections for jet
production, making these measurements a powerful tool for
constraining a,. Consequently, the inclusion of jet and dijet
data in the QCD fit provides direct constraints on the gluon
distribution and aj, particularly at high energy scales.

Jet and dijet production data, particularly from the LHC
and HERA, cover a broad range of high Q? values. In this
regime, gluon interactions become increasingly important,
enhancing the sensitivity to a,. The precise measurement of
jet cross sections at large Q7 significantly reduces the
uncertainty in the determination of «,, as evidenced by the
improved results in Fit D + EIC + jet/dijet, where the
uncertainty on a,(M%) decreases to 0.0003.

While the EIC data provide essential constraints on
quark distributions at lower energy scales, jet and dijet
production measurements contribute by refining our under-
standing of gluon distributions at higher energy scales.
Together, these datasets offer complementary sensitivity to

Value of as measurements

H1+ZEUS (NC, CC, jets): EPJC 75:580 (2015) —e—
H1 incl. & dijet: EPJC 77:791 (2017) q ——
ZEUS incl. jet: EPJC 83 (2023) 1082 —eo—
ATLAS 13TeV: JHEP 07(2023)085 - —e—i
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CMS 13TeV: JHEP 02(2022)142 o
CMS 3-Jet mass 7TeV: EPJC 75:186 (2015) § —e—
CMS Incl. Jets 7TeV: EPJC 75:288 (2015) ——
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FIG. 22. Values of a,(M,) resulting from different measure-
ments, including H1, ZEUS, ATLAS, and CMS. [76,90-103].
Our analyses performed at NNLO are also indicated separately
for comparisons.

a,, ensuring that both quark and gluon interactions are
accurately described in the global fit.

The combination of EIC and jet/dijet data leads to a
significant improvement in the precision of a,(M%). As
seen in Table VIII and Fig. 22, the inclusion of both
datasets in the global fit reduces the uncertainty on a,(M2%)
from 0.0008 (Fit D + EIC) to 0.0003 (Fit D + EIC
+jet/dijet).

These results suggest that further improvements in the
precision of a,(M%) could be achieved by incorporating
inclusive jet and dijet data from the EIC into the QCD
analysis. This could be facilitated by using theory grids for
EIC energies within the fastNLO framework. Additionally,
other observables measurable at the EIC could provide
further opportunities for constraining the strong coupling
constant.

Beyond a DIS-only approach, it would be valuable to
explore the impact of EIC data on «, determinations in
global QCD fits that integrate data from LHC measure-
ments not included in this work, as well as other exper-
imental sources. Before the EIC becomes operational,
progress in understanding higher-order uncertainties will
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be crucial. Reaching a consensus on addressing these
uncertainties in a;(M2%) determinations based on EIC data
will be essential for maximizing the precision of future
measurements.

X. SENSITIVITY OF VARIOUS DATASETS TO THE
STRONG COUPLING CONSTANT

In every proton PDF analysis, the sensitivity of each
dataset whether individually or collectively to the variation
of the strong coupling constant a,(M%) depends on the
chosen settings, such as the parametrization and the values
of applied cuts. One of the most effective approaches for
assessing this sensitivity is the y?-scan method. This
method allows us to evaluate how different experimental
datasets influence the fit for a,(M%). The following
equation is used for the y*-scan:

Ayi () = y2(7) = 22 (Fanin)- (15)

In this equation, Ay?2(r) is a function of the fit parameters
7, which, in this case, is the variation of the QCD coupling
constant (7 = a,(M%)). The term y2(7z;,) represents the
minimum value obtained from the final fit, specifically
from Fit D + EIC +jet/dijet. This value corresponds to the
optimal parameter set, denoted as z,,,, which yields the
lowest 2. In contrast, y2(r) refers to the y? value obtained
for each variation of a,(M2) for a specific experimental
dataset (e) or for all datasets together.

In the y?-scan procedure, the value of the parameter
under study, a,(M%), is fixed at different specific values,
while all other fit parameters are allowed to vary freely, as
described in Sec. IV. The difference between the values
obtained from these two types of calculations [y2(r) and
22(7min )] provides the Ay2(z) value. This value effectively
captures the change in the goodness of fit for different fixed
values of a,(M2).

Figure 23 illustrates the dependence of Ay? for different
experimental datasets and for the full set of data on
variations of a,(M%), ranging from 0.116 to 0.120.
From the comparison of the different curves in the figure,
it is evident that Ay2,~(a,(M%)) shows a strong sensitivity
to the variation of a, (M%), especially when a, (M%) is less
than 0.11834. On the other hand, other datasets, such as
HERA 1+ 1I, W/Z, Drell-Yan, and jet/dijet production
data, exhibit lower sensitivity to the variation of the strong
coupling constant. This suggests that EIC data could play a
crucial role in constraining a,(M%) with higher precision
compared to the other datasets.

The y? scan method used here is similar to the approach
employed in the CT18 analysis, which also investigated the
sensitivity of different datasets, including DIS and jet
production data, to a,(M%). Similar to the CT18 results,
the Ay? curves for individual datasets generally exhibit a
parabolic shape, consistent with the central limit theorem,

40 — TOTAL
i --- HERA I+1I
30 \\ ...... W/Z
---------- Drell-Yan
~ 20 o BIC
Lo ----jet/dijet
<
10
0
—10 as(MZ)min = 0.11834 T
1 1 1 1
0.116 0.117 0.118 0.119 0.12
as(M3)
FIG. 23. The curves of Ay? as a function of the strong coupling

constant a,(M%) obtained from Fit D + EIC + jet/dijet for all
types of datasets. The Ay%orar curve represents the sensitivity
when all experimental data are considered simultaneously.

indicating their respective pulls on the preferred value of
a,(M%). This helps identify any tensions or consistencies
across different datasets, providing insights into how well
each dataset constrains a;.

XI. CONCLUSIONS

In this work, we have presented new proton PDFs at both
NLO and NNLO accuracy, derived from a comprehensive
analysis of high-precision data from the LHC, combined
HERA DIS dataset, and additional crucial inputs. We have
explored the impact of including data from Drell-Yan pair
production, as well as W and Z boson production, on the
PDFs and their associated uncertainties. Our findings
demonstrate that the inclusion of these datasets signifi-
cantly enhances the precision and reliability of the proton
PDFs, reducing uncertainties across a wide range of
kinematic regions. Specifically, the Drell-Yan, W-, and
Z-production data provided important sensitivity to quark
distributions at moderate to high values of Bjorken x,
thereby complementing the information obtained from DIS
data. As has been shown, the inclusion of jet and dijet
production data further constrained the gluon distribution,
reducing the gluon uncertainties for x < 0.2. The resulting
PDFs are accompanied by well-defined error estimates
calculated using the Hessian method, ensuring a rigorous
quantification of uncertainties. This approach guarantees
that the uncertainties are propagated appropriately, making
these PDFs highly suitable for precision physics studies.
Our results highlight the importance of continuously
updating PDF determinations with the latest experimental
data to achieve percent-level accuracy in theoretical pre-
dictions for high-energy processes. This level of precision
is crucial for interpreting measurements at the LHC,
particularly in processes involving electroweak boson
production, jet production, and beyond, where a precise
knowledge of the partonic structure is necessary. The
simulated data from the future Electron-Ion Collider also

034023-33



MAIJID AZIZI et al.

PHYS. REV. D 111, 034023 (2025)

play a significant role in improving our understanding of
the partonic structure of the proton. We have shown that the
inclusion of EIC simulated data, in combination with jet
and dijet production data from HERA, has the potential to
not only improve the determination of the gluon distribu-
tion but also enhance the precision of the determination of
the strong coupling constant a,(M%). These improvements
underscore the critical role of future facilities like the EIC
in global QCD analyses, particularly for better constraining
gluon and sea-quark distributions in previously unexplored
kinematic regions. Furthermore, the sensitivity study con-
ducted on a, (M%) demonstrates the complementary nature
of different datasets, such as DIS, Drell-Yan, W/Z boson,
and jet production data, in constraining the strong coupling
constant.

XII. AVAILABILITY OF PROTON PDFS SETS

Our proton PDFs, determined at NLO and NNLO in
perturbative QCD, have been made available in the LHAPDF
library to facilitate their use in a wide variety of high-energy
physics analyses. The LHAPDF format allows easy integra-
tion of these PDFs with various Monte Carlo event
generators, QCD analysis tools, and simulation software
used in collider experiments. These PDF sets, correspond-
ing to different QCD fit scenarios (e.g., Fit D, Fit D + EIC,
and Fit D + EIC + jet/dijet), are intended to provide
flexibility for experimental analyses requiring precise PDF
information across different kinematic regions. The uncer-
tainties in the PDFs are quantified using the Hessian
method, and each PDF set includes eigenvector variations

that can be used to assess the uncertainties in observables.
The Hessian PDF sets are also available in the LHAPDF
library, allowing users to perform detailed uncertainty
propagation in their analyses. The PDF sets are formatted
in compliance with the LHAPDF standard (versions 6 and
above) to ensure maximum compatibility with modern
QCD analysis frameworks and simulation-based analyses.
One can access our PDF sets via email upon request, where
they are categorized based on the fit scenario (e.g., Fit D
and Fit D + EIC).
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