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1 Introduction

In his seminal paper [1], Leutwyler has studied the finite-volume excitation spectrum of
QCD in the chiral limit. It was demonstrated that a tower of excitations with a zero three-
momentum emerges, whose energy in a box of a size L is proportional to L™3. The excitations
with such a small energy cannot be treated in perturbation theory. Rather, they are described

” modes,

by the Lagrangian of the quantum-mechanical rigid rotator. Besides these “slow
the pion field in the effective Lagrangian of QCD contains the so-called “fast” modes (the
modes having nonzero three-momenta), whose energy is proportional to L~!. These modes
are perturbative and can be treated by using the conventional diagrammatic technique.
In the same paper, different regimes of the low-energy expansion of QCD are identified,
depending on the values of the quark masses as well as the external parameters L (the size of
the three-dimensional box) and T' (the temperature). All these expansions are carried out in
powers of 1/(FL)?, where F denotes the pion decay constant in the chiral limit that defines

the hard scale of the theory. Assume that the quark mass is nonzero and let M denote the



pion mass at lowest order (for simplicity, we restrict ourselves to the isospin-symmetric world
with two light quarks). If both the temperature 7' and M are of order of 1/L, we are in
the so-called p-regime, in which the coefficients in the low-energy expansion are functions
of ML and LT. For the smaller quark mass, with M < T ~ L~! and F?M2L3/T ~ 1, the
so-called e-regime sets in, with the low-energy expansion rearranged. Finally, the J-regime
is characterized by the counting rules

1/L=0(5), T=0(%, M=0(). (1.1)

Here, § denotes a generic small parameter.

From the above-mentioned cases, the p-regime is the best explored one. A systematic
perturbative approach has been formulated in ref. [2] and is routinely used to evaluate finite-
volume artifacts in the observables measured on the lattice.! The temperature dependence
in this regime is studied, for example, in ref. [9]. Furthermore, a systematic perturbative
technique, which has to be used in the e-regime, has been also set up in ref. [9]. The subsequent
works [10, 11] used this technique to study the temperature and volume dependence of different
fundamental characteristics of the effective field theories (EFT) of QCD at low energy, whereas
in ref. [12] the same approach has been utilized to calculate the nucleon mass shift in a
finite volume and at a finite temperature. The main difference between the calculations
in the p- and e-regimes consists in a different treatment of the slow mode. While in the
p-regime all modes are treated on equal footing, the global slow mode is singled out in the
e-regime. The partition function in this case is given as a group average of an expression,
in which the slow mode is removed.

The foundations for the perturbative framework in the é-regime have been laid, e.g., in
refs. [1, 13, 14]. As already mentioned, this regime is relevant for the study of the chiral limit in
QCD, see, e.g., the recent work [15], as well as an attempt to determine some of the O(p*) low-
energy constants via the simulations carried out in the d-regime [16]. Perhaps an even more
interesting application of the framework is the study of the volume dependence in different
models of condensed matter physics, which feature massless excitations in the spontaneously
broken phase. For example, the long-wavelength physics of the undoped antiferromagnets is
described by the O(N) non-linear o-model [17-19]. A perturbative framework for these kind
of models, which goes under the name of Magnon Chiral Perturbation Theory, is formally
equivalent to the one used to describe QCD in the chiral limit. In the selected papers given
below we tried to credit the important work carried out so far in this field [20-30]. Furthermore,
it was shown that the hole-doped antiferromagnets with the spontaneously broken SU(2)
spin symmetry in the long-wavelength limit are described by the Chiral Perturbation Theory
of magnons and holes (massive fermions), in a direct reminiscence of the Baryon Chiral
Perturbation Theory [31-36].

Despite the significant effort invested in the study of the §-regime in the last decades,
the formalism used still contains caveats which need to be addressed. Namely, in the p-

'The case ML > 1 and T <« M can be also attributed to the p-regime. Scattering observables (e.g.,
two-body scattering phase shifts, weak and electromagnetic decay amplitudes, timelike form factors, etc.) are
measured on the lattice in this regime. The Liischer finite-volume approach [3] has become a standard tool to
analyze lattice data on two-particle scattering and a three-particle framework has been recently proposed as
well [4-8].



and e-regimes, consistent Feynman rules can be written down that enable one to carry out
calculations (in principle) to any given order in the expansion. Namely, in the p-regime, a single
momentum scale p ~ 1/L is relevant and, hence, the expansion can be carried out without
further ado. Furthermore, the global slow mode in the e-regime can be straightforwardly taken
into account with the use of the Faddeev-Popov trick. To the contrary, the slow mode in the
0-regime is time-dependent and corresponds to a dynamical degree of freedom, whose energy
scales as 1/L3 in the chiral limit (we remind the reader that the energies of the fast modes
scale as 1/L, see also a related discussion in ref. [15]). Stated differently, we face a well-known
situation of the EFT with two distinct scales that need to be clearly separated in order to yield
a consistent framework. In addition, note that the standard Feynman diagrammatical method
cannot be used for the slow mode that makes the separation of scales technically challenging,
albeit a perturbative expansion of the Green functions still can be carried out. In the
literature, one finds examples of calculations of the higher-order corrections [1, 13, 14, 22, 23],
originating from the loop corrections with the fast modes alone. However, even if, in some
cases, the contribution from the slow mode can be relegated to a rather high order by using
a very special field transformation [13, 14], carrying out a systematic expansion to all orders
still remains a challenge. The present work aims at closing this gap.

In this paper we shall demonstrate that a consistent perturbative framework in the
d-regime emerges by using the so-called “threshold expansion” in all diagrams containing
fast as well as slow modes [37]. In order to set the stage, we shall concentrate on the O(N)
o-model and try to reproduce the result of refs. [13, 14] with the use of the alternative
technique proposed here (the generalization to other models is relatively straightforward and
will not be considered in this work). It will in particular be demonstrated that the field
redefinition introduced in refs. [13, 14] is in fact unnecessary — the threshold expansion
neatly does the job (in fact, it is not clear, whether a similar field redefinition can be used in
higher orders as well). We would like to stress that we do not aim to obtain new results here,
pursuing the calculations to even higher orders. Our aim is rather to set systematic rules that
enable carrying out calculations to an arbitrary order without using additional tricks and
which could be eventually extended to the case where massive fermions are also present. For
clarity, we note that all our calculations will be performed in (split) dimensional regularization.
The space extension of a box L is finite and the periodic boundary conditions are imposed
in spatial directions. Furthermore, the calculations are performed at zero temperature, i.e.,
the time extension is assumed to be infinite.

The paper is organized as follows. In section 2 we briefly review the existing approach
in case of the O(NN) o-model and write down the path integral representation of the Green
functions we want to calculate. The low-lying spectrum at the leading order is considered in
the rest-frame as well as moving frames. In section 3 we show that the results of refs. [13, 14]
can be reproduced in any field parameterization, provided the threshold expansion is used.
Section 4 contains our conclusions and outlook. Various technical details are relegated to
the appendices.



2 Path integral representation of the Green functions, the finite-volume
spectrum and matrix elements

2.1 The Lagrangian and the observables

The (Euclidean) Lagrangian of the O(NN) o-model, which will be used to demonstrate our
method, is given by the following expression

P =22 L @) L (2.1)
The lowest-order (LO) Lagrangian is given by:

F2

(2 =
2

0,58, . (2.2)

Here, S a =0,1,..., N — 1, denotes a unit N-component real scalar field that transforms
under O(N). Note also that the above Lagrangian does not contain chiral symmetry breaking
terms and thus describes exactly massless Goldstone bosons. With a slight abuse of language,
we shall call these particles “pions” for brevity.

At next-to-leading order (NLO) two additional terms arise that contain the low-energy
constants £y, {s:

LW = —01(9,5°9,5%)(8,5%9,59) — £5(8,5%0,5%)(0,5°8,5°) . (2.3)

All information about the observables is encoded in the Green functions of the field S(z).
For example, the single-particle spectrum in a finite volume can be extracted from the
two-point function in the following manner. Following ref. [38], in the rest-frame we consider
the correlator?

C(t) = % /d3w Py (S*(2)S(y)), t=x0—1Yyo- (2.4)

Here, the integration over the spatial dimensions projects onto the states with the zero total
three-momentum and is carried out in a finite cube. For large Euclidean time separations,
one has?
C(t) = const - e MBP) L O (ex _ dmt 2
(o (7)) 29

It is tempting to interpret M (L) as the pion “mass” in a box of size L. This interpretation
comes, however, with a grain of salt, see below.

Furthermore, in the theory described by the Lagrangian (2.1), the correlator can be
expanded in regular perturbation series, where the quantity 1/(FL)? plays the role of the
small parameter

> 1 t
C(t)=1+ go (FLFD C; (L) . (2.6)

20n the lattice as explained in ref. [38], one should impose free boundary conditions in the time direction.
This ensures that the states corresponding to the different excited levels of the rigid rotator do not mix. In
our analytic calculations the time elongation of the lattice is taken to be infinite.

3The suppression factor of the remainder in eq. (2.5) will be justified below, see section 2.4.



Anticipating that M (L) scales like 1/(F2L3), we expand the first term in the correlator in
powers of M (L)t (the remainder is still exponentially suppressed, since t/L ~ 1 is assumed).
Comparing this expansion with eq. (2.6), one may further conclude that the coefficients of
the expansion are polynomials in ¢/L:

(1) =S (p) vo(en(-41)). o

From eq. (2.5) it is also seen that the expansion of In C(¢) should be linear in ¢ and the
higher-order terms must cancel. The coefficient in front of the linear term determines M (L),
whereas the cancellation of the higher-order terms provides a useful check in the calculations.

Furthermore, one could try to generalize the above method to moving frames with
arbitrary three-momentum p. The counterpart of eq. (2.4) reads

1 —ip(x— « «
Cltp) = 5 [ Pwdlye o9 ($(@)5°(y)). (28)
The behavior of the correlation function at large values of t is given by
C(t,p) = const - e PRI (2.9)

where the ellipses stand for the exponentially suppressed contributions.

In moving frames, the ground-state energy F(L,p) scales as 1/L, and so does the energy
gap between the ground state and the lowest excited level. The logarithm of C(t,p) will still
be a linear function of ¢ up to exponential corrections. One could use this property and drop
these exponential corrections “by hand”. In the remainder, the energy E(L,p) is still given
by the coefficient in the linear term. Finally, a similar method can be applied for extracting
the k-pion energy levels (both in the center-of-mass and moving frames). The simplest
way to achieve this is to use a product of k pion fields O (z) = S (z)--- 5% (x).
From O% "% (x) one could construct a traceless fully symmetric tensor by subtracting
traces with respect to each pair of indices. This tensor transforms as a basis vector of an
irreducible representation of O(N'), which is not contained in the product of m fundamental
representations for any m < k. Other observables, like the magnetization and susceptibility,
can also be expressed in terms of the Green functions and evaluated in perturbation theory
in a form of a regular expansion in 1/(FL)%.

The main challenge that emerges in the construction of the perturbative series in 1/(F L)?
is the emergence of the so-called slow mode (or, zero mode), which leads to the ill-defined
terms in standard Feynman diagrams. In order to arrive at the Feynman diagrams without
singularities, the contribution of the slow mode should be treated separately from the rest.
In the following section, we shall briefly discuss how this goal should be achieved.

2.2 Separation of the slow modes

The technique for the removal of the slow mode is well known in the literature, see, e.g., [13,
14, 22]. In order to keep the presentation self-contained, we shall briefly recapitulate crucial
points of the derivation below. The collective coordinate, corresponding to the time-dependent



net magnetization m®(t), will be singled out by using the Faddeev-Popov trick.* To this
end, we insert the following identity into the path integral

N-1
_ N @ _ i 332 & p
1_H/d m(t)af[oa(m ) L3/d 5o ,t)). (2.10)
Next, one defines the unit vector e*(t), and
me(t) = m(t)e*(t), dNm(t) = mN 7Lt dm(t)dNe(t) 5 (e (t)e®(t) — 1) . (2.11)

The partition function can be rewritten as follows
7z = H/dNS(x)é (5%(2)S*(x) — 1) exp (—A[S])
p
~11 / AV 5(2)8 (5% (2)5%(x) — D] / mN =16 dm(t)dV e(t) § (e (£)e™(t) — 1)
T t
« N (m(t)eo‘(t) - % / P Sa(w,t)> exp (—A[S]) , (2.12)
where
ALS] = / d'2.2 [S(2)] (2.13)
denotes the action functional. We further define the O(N) rotation matrix Q(f) as
e (t) = Q¥ (t)nf,  n=(1,0,...,0), (2.14)
and choose the following parameterization of (f)

a0 =€), Q) =€),  QU(t) =€),
et (t)el (t)

Qi (1) = g9 — SO
(t) T+ (D)

i,j=1,...,N—1. (2.15)

Introducing now the new variable S%(z) = Q®?(t)R%(x), the partition function can be

rewritten as’

z=T] / AN R(2)5 (R*(2)R®(2) — 1) 1t1 / mN =16 dm(t)dV e(t) § (e (£)e™(t) — 1)

« 5N (m(t)na _ % / e Ra(w,t)) exp (—A[QR]) . (2.16)

“In the e-regime, with L ~ T~ ', the net magnetization m® is a constant. For 7' > L, however, this
approximation is no more valid and the time-dependent m®(t) corresponds to a dynamical degree of freedom.

5The matrix Q(t) is not defined unambiguously, since the vector n is invariant under O(N — 1) group
transformations in the subspace orthogonal to it. This property was used in refs. [13, 14, 22], where the variable
transformation in the path integral was written down as S (z) = (Q(t)ZT(t))aB RP(z). The block-diagonal
matrix ET(t), which leaves the vector n invariant, was chosen in a particular form that enabled to significantly
simplify the structure of the Lagrangian at the order one is working. In our paper, we do not resort to such a
field redefinition and reproduce the result of the above-mentioned papers by applying the threshold expansion
in all relevant Feynman integrals.



Here, the invariance of the J-function with respect of the O(N) group transformations has
been used. Next, choosing the parameterization R = (R°, R) = (v/1 — R2, R), and carrying
out the integration over the variables RY(x) and m(t), we get

z=1] / dR(z) ft[ / AVe(t)§ (e*(t)e(t) = 1) J

x oVt (—;3 /d3w R(az,t)) exp (—A[QR]) . (2.17)

Here, the factor J is given by

=My W [ #=yimw)

= const - exp (—54(0) / d*zln /1 — R2(z)

+ (N—l)é(O)/dtln <23 /di”mm—Rz(x))) . (2.18)

It is seen that the argument of the exponent vanishes in dimensional regularization.® For this
reason, we shall set the factor J equal to one in the following (the physical results, of course,
do not depend on the regularization used). Note that the path integral representation for a
generic Green function looks similar to eq. (2.17) — in this case the integrand, in addition,
contains the product of the pertinent operators, expressed in terms of the variables R(z) and
e®(t). The latter correspond to the fast and slow modes, respectively. The representation
displayed in eq. (2.17) provides the basis for the perturbative expansion of the Green function
in powers of 1/L (modulo logarithms).

2.3 Expansion of the Lagrangian

In order to formulate the Feynman rules, one has to expand the Lagrangian and separate
the “free” part from the rest. The expansion proceeds along the standard pattern and the
“free” Lagrangian is given by

F? F?

Lo = 5 (D (1) + 5 D R(2)9,R(x) . (2.19)

The above Lagrangian represents a sum of the Lagrangian of the rigid rotator and the free
massless field Lagrangian. In the latter, the mode with zero three-momentum is absent. All
other terms obtained in the expansion of the full Lagrangian in powers of R are considered
as a perturbation. Note that a rigid rotator does not describe non-interacting particles in the
standard sense. This was the reason for putting the word “free” in quotation marks.

The two-point function of the free fast fields is given by
_ 00 [k 1 M0 (2.20)

2 9. T3 2 2 2
F 277Lk7é0k0—|—k F

(R'(2) R (y))

In order to arrive at this conclusion, one has to use the so-called split dimensional regularization, i.e.,
regularize the timelike 7 = 1 + ¢’ and spacelike d = 3 4 ¢ dimensions separately, with D = d + 7 and £, — 0
at the end [39]. The quantities §%(0) and §(0) in eq. (2.18) are replaced by 67 (0) and 67 (0) which vanish in
dimensional regularization.



Both the energy kg and the three-momentum k count as 1/L. Note also that the above
sum does not contain the zero three-momentum term k = 0. These terms are singled out
and are described by the slow mode.

The slow mode e*(t) depends on the time only. Its three-momentum is exactly zero, and
its energy counts as 1/L3. Thus, one anticipates the breaking of the power counting through
the loops which contain both fast and slow momenta. The exact two-point function of the
slow fields can easily be written down. However, it is not very useful since Wick’s theorem for
the slow fields cannot be used, owing to the fact that the free Lagrangian for the slow modes
coincides with the one of a rigid rotator and not of a harmonic oscillator (see also appendix A).

In the following, we plan to carry out the perturbative expansion step by step and identify
the place where the counting rule breaks down. In order to set the stage, we shall focus
exclusively on the calculation of the one-particle spectrum.

2.4 Two-point function at the lowest order
We start from the two-point function at lowest order which nicely factorizes:
Clz —y) = (5%(x)5(y))
= (%) (y"))(
+ (Y (2%) Q0 () (R (2) R (y))
+(Q0(=2)QY (1)) (R () R' (y))
+ (Y (2%) Q9 (")) (R () R (1)) -

In this expression, the vacuum expectation values of the slow and fast variables are defined

RO(z)R(y))

(2.21)

as follows

(Qaﬁ( )(275( . /dN ( ) —1) (Qo‘ﬁ(xo)ﬂw(yo) N )

2713
X exp <—F2L /dté"(t)é”(t)) :

(R*2)R%(y)---) = E[/dR(:c)dN_l (—ng /d?’a:R(a:,t))

2
X (Ra(x)Rﬁ(y)...)exp (—2 / d4:c8uR(:c)8uR(x)> . (2.22)

The second and the third terms in eq. (2.21) vanish identically, because the free Lagrangian
has the symmetry with respect to R — —R. The fast mode propagator in the fourth term
is given in eq. (2.20), whereas the correlator of two composite fields R? in the first term
can be expanded as

(R°(2)R°(y)) = To(z — y)

= 1= (B(0) - { {(R0))) + | (R(@)R(9)) + O(RY)
=1 a0 - SR )+ S ) o)
= i CadQG(J; — y) . (223)



Performing the Fourier transform, one gets

C(t,p) = /dgme*ip“”C(x)

_ /Ood o 1 - 5P0 e IPlt
- @ wario) gt o

+(Q°0(£)Q0(0)) / dBre PTTy (2, 1) . (2.24)

In this expression,

/d3:z:e meTo(:C t) L 6PO+Z Z L 5Pk1+ +k2a

a= 1 k1 kaq
exp(— (k1| + - + |kaal|)t
X (L= G0) -+ (1 Bg) SRR nl)O)

2|k1|- - 2|k

(2.25)

We consider two cases separately:

e p = 0. In this case, the first term in eq. (2.24) does not contribute. Furthermore,
in the momentum sums contained in the quantity T, see eq. (2.25), one always has
|k|1 + - + |k|2a > 2 (in units of 27/L). Hence, the leading contribution comes from
the constant term, and we get:

C(t,0) = L3(Q()Q*°(0)) + O <exp (—4;)) . (2.26)

Note that the argument of the exponentially suppressed term was already anticipated
in eq. (2.5).

e p # 0. In this case, the first term in eq. (2.24) contributes. Furthermore, |k|; +
-+ |kl2a > |p| always holds for ki + -+ 4+ ko, = p and k; # 0. Note that for

|p| > 2 the configurations of k; exist that obey the equality |k|1 + - - + |k|2a = |P].
We denote the sum over such configurations by >'. For all other configurations,
|k|1 + -+ + |k|2a > |P| + a, where a depends on the choice of the vector p. Hence, we

have:
. . e_l It
C(t,p) = <ﬂa1<t>m@<o>>2F§|’p| +(2°0(0)R°°(0))e " (2:27)
1 L36p oy tthing (1 = Oky0) -+ (1 = Opgu0) —at
(Z 2;2a o +2|k1|...2\(l)<:2a| 0 )>‘

Furthermore, in order to evaluate the vacuum expectation value of the product of two €’s,
we insert a full set of the rigid rotator eigenstates between two operators

Q1) (0 Ze 1012 (0)|n) (n]Q*(0)[0) ,

Q)0 Ze’gnt (0]2%°(0)|n) (n|Q2*°(0)|0) . (2.28)



Here,

E”ZW’ n=01,... (2.29)
denotes the n'! eigenvalue of the Hamiltonian, corresponding to the eigenvector |n) and
© = F?L3 is the moment of inertia. As seen, the eigenvalues scale as L™3.

In the next step, we consider the sums over the eigenvectors of the rigid rotator (more
details can be found in appendix B). Since Q% = e® is the irreducible tensor operator
belonging to the fundamental representation of O(N), all matrix elements (0]Q%°(0)|n)
vanish except for n = 1. Furthermore, using a proper choice of the basis vectors in the
fundamental representation, |1,v), v =1,..., N, the above matrix element takes a simple
form (0]Q°°(0)|17) = 0% (the normalization of the matrix follows from the condition
e®e® = 1). The calculation of the matrix element of Q% is a more complicated task and is
considered in appendix B). Here, it suffices to say that the state with n = 0 also contributes to
the sum over the intermediate states since the corresponding matrix element does not vanish.

To summarize, the free finite-volume spectrum of the two-point function has rather
peculiar properties. Namely, in the rest-frame, the lowest excitation has the energy €1(L) =
(N —1)/(2F2L3) and the first excited level is separated by 47/L. In the frame moving with
a momentum p, the lowest energy level is exactly at E' = |p|. This, by the way, demonstrates
that interpreting the quantity (N —1)/(2F%L3) as the pion mass in a finite volume is a slight
abuse of language, because the lowest level in different frames does not obey the relativistic
dispersion law. This does not come at a complete surprise, since the separation of the fast
and slow modes is done in the rest-frame and breaks Lorentz invariance from the beginning.
In case of massive particles, there exists a natural scale: if ML > 1, the fast and slow modes
glue together and form a relativistic particle. There exists no such scale in the massless case
and the lattice breaks relativistic invariance at all scales.

2.5 Perturbative expansion

At the next step, we evaluate radiative corrections to the two-point function, in order to obtain
a regular expansion of the low-lying spectrum in powers of 1/(FL)2. At NLO, it suffices to
work with the Lagrangian .2(?). Expanding this Lagrangian in powers of the field R, one gets:

F2 F2. .. . . . F2 ,. . . ...

L) = Lo — 5 R+ L QVOIRR 4 (€109 — 9Q) BRI 4+ . (2.30)
At this place, it is appropriate to discuss the power counting. The dimensionless field e®(t)
counts as O(1). From eq. (2.20) one concludes that the field R(x) should count as O(L™!)
(we remind the reader that all components of the four-momentum of the fast mode count
as O(L71)). On the contrary, the energy of the soft mode counts as O(L™3), and its three-
momentum is zero by definition. Consequently, ¢*(¢) in the Lagrangian counts as O(L~3)
and 0, R(x) as O(L™2). The free Lagrangian of the slow modes, which will be used to read
off the spectrum, is given in eq. (2.19) and counts as O(L~%). This effective Lagrangian is
obtained by integrating out the fast modes. To this end, one first writes:

exp (—/d4x$(2)(x)> =1- % /d4xZ(2)(x)

1
- / iz 2 (2) / Ay L)+ (2.31)

,10,



integrates out the fields R(x) in the path integral and finally exponentiates the remainder
back. Dealing with the first two terms is easy: in the first-order term of eq. (2.31) we have
two fields R!(x)R?(z) which have to be contracted. This is equivalent to replacing R'(x) R’ (z)
by (R'(z)R’(z)) in the Lagrangian. Graphically, this corresponds to the tadpole diagram
shown in figure la. It is immediately seen that the resulting term in the Lagrangian should
count as O(L~%) and thus results into a O(L~2) correction to the leading-order result for
the energy spectrum. Higher order terms in perturbation theory (2.31) with this part of
the Lagrangian will be more suppressed and are not considered here. With the last term in
eq. (2.30), the situation is slightly different. The tadpole term does not contribute, because
(R (x)R’(x)) = 0. Integrating out the fields R(z) in the second-order term of eq. (2.31)
leads to a loop shown in figure 1b. In addition of the product of four fields Q with two time
derivatives that count as O(L~%), there are two additional lines of field R(z), two derivatives
on these fields and an additional integration over d*z. All this results in a factor O(L™2) in
addition, so the contribution of the diagram figure 1b in the effective Lagrangian counts as
O(L™?), the same as the contribution of figure 1la. We would also stress here that the whole
discussion above is based on the naive power counting which gives the leading power correctly.

In refs. [13, 14, 22], a field transformation in the Lagrangian given by eq. (2.30) is
performed that renders its structure simpler. We discuss this transformation in detail in
appendix C. It has the following structure

Q) — QOST(1), (2.32)

where
sOW =1, X9 =20 =0, DV()=3Y(), (2.33)

and 3(t) € O(N —1). Clearly, this transformation leaves the vector n = (1,0,...,0) invariant,
see footnote 5.

It can be shown (see appendix C) that, after the field transformation with a properly
chosen matrix X, the last term in eq. (2.30) vanishes:

&S (6) (@) (1) = 0. (2.34)

Furthermore, it can be shown that, after the same transformation,

d cood ,
— (QET)O”(t)— (QET)M(t) = —eé%(t)e(t). (2.35)
dt dt
This allows one to use a shortcut in the calculation of the excitation spectrum at NLO.
At this order, only the tadpole diagrams shown in figure la contribute, and the net effect
reduces to a correction to the moment of inertia

001 ¥=2u0) 230

The excitation spectrum in the rest-frame is given by [14]

En =

n(n+ N —2) (1 N -2
2F2L3 F?

dmﬁ,n:og,“ (2.37)
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Note that, according to eq. (2.20), the quantity d(0) is of order 1/L?. No multi-scale integrals
arise, and the power counting is not violated. Furthermore, as shown in ref. [14], no new
structures arise at NNLO as well, and hence the same method can be used for calculations also
in this case.” It, however, remains unclear how this field transformation can be systematically
performed at higher orders. On the other hand, physical results cannot depend on the choice
of the interpolating field. This is not immediately manifest in the present example. If the
field transformation is not performed, the loop diagram (the self-energy) shown in figure 1b
also contributes. The integrand of this diagram depends on different low-energy scales, and
the power counting is not straightforward. In the following section we shall demonstrate
how the above problems can be addressed.

3 The threshold expansion

3.1 NLO

As became clear from the previous discussion, the main problem that precludes carrying out
a systematic expansion in inverse powers of L is related to the presence of different scales in
the Feynman diagrams. A standard method to address this problem, applicable at any order,
is to use threshold expansion in these diagrams. This method enables one to arrive at the
final result without further ado (e.g., field redefinitions). The independence of the result on
the choice of the field will then represent a nice test of the calculations.

We shall first explain this method in detail at NLO. Since we focus on the calculation of
the excitation spectrum in the rest frame, we shall use the same shortcut as in refs. [13, 14, 22],
evaluating the (non-local) effective action at second order. The piece of this action that
contains the contribution of the diagram in figure 1b (the culprit) to the pion self-energy,
is given by

S0 = /d%; 5.2 (3.1)
where
2@ =~ [t (o)A o) (L ) B4 0) (2 ) )
R @R )R B ©) ) (32)
Here, v = = + 2/2, v =  — z/2 and
A9 (ug) = Q% (ug) Q2% (ug) — Q% (ug) Q¥ (u) - (3.3)
We have in addition used the fact that

(R'(u) ] (w)) = (R*(v) R" (v)) = 0. (3-4)

It should be mentioned that in ref. [14] an additional approximation was used, assuming that the terms
in the perturbative expansion, which are non-local in time, are exponentially suppressed. In fact, this
approximation is conceptually related to the threshold expansion used in the present paper. As we shall show,
however, the suppression is only power-like and will show up in subsequent orders.
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(a) (b)

Figure 1. One-loop contributions to the self-energy: a) the tadpole diagram, b) the second-order
(self-energy) diagram. The solid and wiggle lines denote the fast and the slow modes, respectively. The
vertices I' and A emerge from the Lagrangian (2.30) after integrating out the fast mode perturbatively,
see egs. (3.3) and (3.12).

Next, note that

k(o (i (o gy O 0%
(R () R ) B () R (0)) = 55 55
_ [dko 1 dpo 1 kie—p=
= _/ or L3 Z/ 2 L3 K2 (p—k)2’ (3:5)
and
; . i f 5in 5kj
(R ()R (0)) (R () R (0)) = 55 5 I,
o dko 1 dpo 1 ko(pg — /{?0)677’1)2
k=[5 L3 o L3 k2(p — k)2 (36)

(®) .

The effective Lagrangian 0.2 is essentially non-local. Consider now the loop integrals in
eqs. (3.5) and (3.6). First, since the matrices A%, A% in eq. (3.2) do not depend on the
argument z, the integration over this variable can be carried out and one gets:

dko 1 dpo 1 Ji2e~iPozo
BT, = / / [36,40¢
/ Zh Z om L3 PO%2(p — k)2

k0

dpo iy [ Do 1 K2
= e pozo [ — . 3.7
27 om L3 g;o k2((po — k:o) + k?) (37)

It is now seen that the above integral features different momentum scales. Namely, the
energy of the slow mode, p, scales like L3, whereas the three-momentum of the fast mode,
k, scales like L', It is easy to ensure that the only non-vanishing contribution to this
integral comes from the region where kg also scales like L=1. Applying the so-called threshold
expansion [37] to this integral, one finally gets

dpo _ dko 1 2poko
d3 T / 1P0 20 / <]_ . )
/ 2h= or L3 Zk2k2+k2 TR

k0
B dko 1 k:o
= (20 o L3,§0
1
o(z . 0(z0)d(0) + - -+ 3.8
OL?,ICZ#W = 5 (z0)d(0) (3:5)
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The integral Is can be expanded similarly
3 ].
d’z Iy = —5 5(Zo)d(0) + - (3.9)

Substituting this result in eq. (3.2), one obtains

b 1
6$e(ff) (z) = 16

d(0)(Q2% () (o) — Q™ (w0) Q2™ (0)) 2™ () (o) + - -

d(0)AY (20) AR () (6767 — m57%) 4 -

d(0)Q2% (2:0)Q% (20) 2% (:0) Q% (o) + - - -

N DN | ==

d(0)(Q% (20)Q2% (z0) — Q°0(20)Q0(20)) + - - - (3.10)

This expression should be added to the tadpole contribution coming from the diagram in
figure la. The corresponding effective Lagrangian is local and is given by

528 () = LT (o) (R ) B ()

_ _¥ d(0)6™ ()¢ (o) + % d(0)92° (20) % (20) | (3.11)

where
T (zq) = —€*(w0)é* (o) + Q¥ (20) 2™ (20) . (3.12)

Hence,
5L (@) + 020 (1) = 2 (06 (o) (o) (313)

and the result given in eq. (2.36) is readily reproduced. Hence, as expected, the physical result
does not depend on the field parameterization.® In other words, the field transformation,
introduced in refs. [13, 14, 22|, ensures the separation of the fast and slow modes at the
order one is working.

3.2 NNLO

The interaction Lagrangian that will be used in the calculations at NNLO is obtained by
the expansion of the Lagrangian given in egs. (2.1)—(2.3) in powers of the field R. Up to
the NNLO, the relevant terms are given by

2 2
ZW = % TRIRI + % ANIR'RI — FSA'R?R + Y

— A0V RIRT — 20,65 RRI + - - (3.14)

8Note that the final result contains only Q*°(¢) and thus does not depend on the matrix ¥ in eq. (2.32).
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Figure 2. The diagrams contributing to the self-energy at NNLO. For notations, see figure 1.

where
T = =516 + QY0
AT = QMY — Q90
Al = Qe0Qai _ (aigal
by = Q0O
by = Qe000QRQ 4 000000
Zr = (RO,R)* . (3.15)

Note that I'¥ and A% have been introduced earlier, in egs. (3.12) and (3.3), respectively. In
the calculations at the NLO, only the first two terms of eq. (3.14) contribute.

Since we shall again focus on the calculation of the excitation spectrum in the rest-frame,
the same shortcut as at the NLO can be used as a substitute for the general method described
in section 2.1. Only the diagrams depicted in figure 2 contribute. The calculations based on
the threshold expansion are pretty standard and will not be described in much detail.

Figure 2a, I' 4+ figure 2b, AA. The sum of two diagrams shown in figure 2a (with the
vertex I') and in figure 2b has been calculated already, see eq. (3.13). The result is given by
N -2

0L  (x) + 0.2 (z) = ——5— d(0)é" (z0)¢* (wo) - (3.16)

Figure 2a, £1 4+ £2. Another two contributions in the diagram in figure 2a come from the
terms in the Lagrangian that contain the low-energy constants ¢; and ¢2. These contributions
are again given by the tadpoles:

(461 + 203N)

8L (x) +6.2% () = 2

d(0)e*(z0)ée*(xo) (3.17)

where

; dko 1
40) = / o L3 2 k2 + k2’ (3.18)

Note that d(0) = O(L~*) and hence the above contribution comes indeed at NNLO.
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Figure 2c, I'R. The contribution of the two-loop the diagram shown in figure 2c is given by

L) = — s / d'y T (zg) (~d*(x — y)0u0,d(0) + Dud(x — y)Dyd(x — y)d(0)) -

(3.19)
Taking into account that
dko 1 —k?
0,0,d(0 / P
13 -2 =0,
27 L k0 k
dko 1 k2
/ d*y 0,d(x — y)0,d(x — o L3 Ccha d(0), (3.20)
k;ﬁD
we finally get
1 . .
0.2 () = — 55 d(0) (= (N = 1)e(wo)é™ () + 2 (0)2 (o)) - (3.21)
Figure 2d, AA. The contribution of the diagram shown in figure 2d is given by
S.LRA (x) = 4F2 /d4yAl 20) A% (yo)d? (z — y)d(z — y) . (3.22)

The integral above contains different scales, so the threshold expansion in pg is necessary:

/d3yd2 z —y)d(z —y)
B /d3 /d/€1odk20dk3o 1 Z — k3t (krothaothso) (zo—yo) ik +hatks)(@—y)
(2m)3 L k3k3k2

k1,k2,k37#0

/ dk1o dkgodpo 1

_51?:1+k2+k3,0(p0 — kyo — k20)26ip0(960—y0)
>

k1 ,k2,ks#£0 k’%k’%((m — k1o — k20)? + (k1 + k2)?)

dkiodksy 1 - (1 - 51?:1+k2,0> (klo + k20)2
= 0(wo — 0)/‘ > 75 O 2 2 (3.23)
(2m)? L8 | 4= kika((kio + k20)? + (k1 + k2)?)
1,k27#0
Carrying out the summation over the index 4, we finally obtain
N -2 .
528 (@) = S e (wo)e(wo) [ d'yd(y)d(y) + - (320

Figure 2e, ARA. Finally, the contribution from the diagram figure 2e can be written as
LM 2) = 2 (6meit — gitgim) / dyo A (o) A" (yo) K (0, o) , (3.25)

where

dpodqodkodlo 1
anyO /d 0/ )4 L6 Z 621-"—/62,05[31-‘1-&,0
k1 ,k2,l1,12#0

lolukokuewo($0—20)+iQO(zo—yo)
((po —10)2 +1)([I5 + 1) (g0 — ko)? + kT) (kG + k)
om0 (3.26)

»Jk\l—‘
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Again, we have used threshold expansion in pg and ¢g to arrive at this result. Carrying out
the summation over indices i, j,l,m, we finally get

5L () = 27;2 d(0) (97 (20) 2 (o) — ¢ (20)¢* (o)) - (3.27)

As at the NLO, even if the set of the diagrams differs from the ones considered in ref. [14],
one arrives exactly at the same result after adding all contributions and canceling terms
with QO Namely, the expression for the correction to the moment of inertia at this
order takes the form

Cq Co Cs
(FL)? ' (FL) ' (FL)?

0 =F?2L3 (1 + ln(FL)) : (3.28)
where C1, Oy, Cs, expressed in terms of the loop integrals, are exactly the same as in ref. [14].
This result was of course expected, since observables should not depend on the choice of
the interpolating field.” In addition, it becomes clear that, contrary to the claim of ref. [14],
the subleading terms in the threshold expansion are only power-law suppressed and not
exponentially suppressed.

It should be also mentioned that an alternative calculation of the mass gap to this order
exists [40], which does not coincide with the result of ref. [14]. Unfortunately, no details of
calculation are given in ref. [40], so it is impossible to track the reason for this difference
unambiguously. In particular, the final expression for the mass gap differs from our expression
at two places, that affects the value of the coefficient Cs. P;irst, the eq. (5.20) in ref. [40]

contains an additional term proportional to the quantity ﬁf?’ . This term should stem from
the zero mode contribution to the effective action, see eq. (3.7) of ref. [40]. This contribution
is absent in ref. [14] as well as in the present paper, because it is proportional to (0) that
vanishes in the split dimensional regularization (for the origin of this factor, see, e.g., ref. [41]).
The second difference emerges in the calculation of the loop integral in eq. (3.24) of the
present paper, see egs. (5.17)-(5.18) of ref. [40] and the discussion that follows (more details
are given in ref. [42]). We opt not to comment on this difference before carrying out all
calculations of the loop diagrams ourselves. This, question, however, has not been the main
aim of the present paper that is focused on restoring the power counting with the use of the
threshold expansion, and is relegated to our future publications.

The generalization of the approach to any order is crystal-clear. Evaluating arbitrary
Green functions, one first has to integrate out the fast modes corresponding to the field R(x).
Then, one obtains multi-scale Feynman integrals whose counting in the small parameter 1/L
is obscure. The key observation is that the power counting can be formulated by performing
the threshold expansion in all integrals. After that, calculations can proceed without further
ado. The vacuum matrix elements of the product of the fields Q*%(¢) and derivatives thereof
can be then calculated along the lines described in appendix B. Stated differently, the fast
and slow modes are integrated out separately and the result is “glued together” in order to
arrive at the final expression for the Green functions. Furthermore, as argued in appendix D,
the large momenta (of order of L™!) do not appear in the matrix elements with the slow
modes and thus threshold expansion is not necessary there.

9Furthermore, the logarithm in eq. (3.28) emerges from the two-loop diagram in figure 2d, see eq. (3.24).
Details of calculations are given in ref. [14].
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Finally, we make a short remark concerning renormalization. Potentially, ultraviolet
divergences may arise at two different places: in the Feynman diagrams with the fast modes,
and in the infinite sums that are present in the Green functions of the slow modes. Consider
first the fast modes. The Feynman integrals emerging here are identical to the ordinary ones,
with the k = 0 component removed. This removal, however, does not affect the ultraviolet
divergences. On the other hand, as argued in appendix B, all matrix elements containing
slow modes are ultraviolet-finite. Hence, as expected, the couplings that are present in
the effective Lagrangian suffice to remove all ultraviolet divergences, and the pertinent 3
functions coincide with the ones in the infinite volume.

4 Conclusion and outlook

Effective field theory methods allow one to study the temperature and volume dependence of
QCD, as well as different condensed-matter models, whose behavior in the long-wavelength
limit can be described by effective chiral Lagrangians. According to the particular values of
the parameters 7" and L, as well as the lowest mass in the system (the pion mass, M), the
perturbative expansion of the physical observables in these parameters should be rearranged,
corresponding to what is termed as different regimes.

The perturbative expansion of the effective theory in the § regime, unlike the p- and
e-regimes, is characterized by the presence of two distinct energy scales, corresponding to the
so-called slow and fast pions. Such a separation is unnecessary in the p-regime, whereas in
the e-regime the slow mode is not a dynamical variable. Only in the §-regime, in which the
time-dependent slow mode emerges, one is faced with the above-mentioned problem. For this
reason, the perturbative calculations, up to now, have been limited to the lower orders in
the expansion, and some cleverly designed tricks (like the field transformation considered
in the present paper) were used to restore power counting at higher orders.

The key observation made in the present paper was that the application of the threshold
expansion to the Feynman integrals appearing in the perturbative expansion allows one to
address the problem simultaneously at all orders and to rectify the power counting without
resorting to further tricks. The known results for the rest-frame excitation spectrum at NNLO
have been readily reproduced in a straightforward manner, demonstrating the independence
of the physical observables on the choice of the interpolating field. The proposed method, on
one hand, paves way for a systematic calculation of other observables in QCD and condensed
matter physics even at higher orders and, on the other hand, can be generalized to the case,
when the massive fermions interacting with pions, are present (this Lagrangian describes
the physics of hole-doped antiferromagnets in the long-wavelength limit). In addition, an
intriguing question arises, whether it is possible to implement the threshold expansion at
the Lagrangian level using so-called labeled fields (like in case of the heavy quark effective
theory of QCD) that would render power counting explicit. These issues form the subject
of future investigations.
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A  Wick’s theorem for the slow modes?

As already mentioned, Wick’s theorem cannot be used if the free Lagrangian describes the
rigid rotator rather than a harmonic oscillator. We shall demonstrate this (rather obvious)
statement here in an explicit example in the O(3) model. Here, the eigenstates coincide
with the eigenvectors of the angular momenta |n) = [¢m), and the eigenvalues are given by
the expression ¢y = ¢(¢ +1)/0©. To simplify things as much as possible, we consider the
Green functions of the fields €’(¢). Then,

(e lom) = [ 407, (9)) 5 Yi0(2) Vo ()
= Jer e H-n (é :; _fn> ((1) g f}) . (A1)

In the calculation of the Green functions of the field e’(t), we can set m = m/ = 0. Using
explicit values of the Wigner 3 — j symbols, one gets

(0,0[e"[1,0) = (1,0[¢°(0,0) =
(1,0[€°[2,0) = (2,0[€"|1,0) = —— . (A.2)

With the use of the above formula, the two-point and the four-point functions of the field
e(t) can be written as follows

(@ (00)e0(1)) = 5 (D0 ) 4 (e, 1))
1 —
=3 exp <— s 5 t2|> , (A.3)
and
<60(tl)eo(tg)eo(tg)eo(t4)> = Z Q(ti—tj)(g(tj—tk)e(tk—tl) (A4)
perm 35kl
y [1 o (_ti—tj—ktk—tl)_i_lﬁex (_ti+2tj—2tk—tl>}
g P o 225 P B ’
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where perm ijkl denotes all possible permutations of the indices. It can be explicitly verified
that the Wick’s theorem does not hold. On the other hand, considering the case of the
harmonic oscillator, one may construct a similar four-point function

(a(ty)a(ts)al (t3)al (ty)) = et tta—ta—ta)

X |:2 Z Q(ti—tj)ﬁ(tj—tk)e(tk—tl)

i7k1=1234,2134,1243 2143

+ > e(ti—tj)e(tj—tk)e(tk—tz)]

ijk1=1324,2314,1423,2413

= €7w(t1+t27t37t4) [0(t1 —t3)9(t2 —t4)+9(t1 —t4)0(t2 —t3)] . (A5)

Here, w denotes the energy of a single excitation, and the matrix elements of the cre-
ation/annihilation operators are normalized in the following way

(Olal1) = (1]alj0) =1, (1]a[2) = (2lal[1) = V2. (A.6)

It is immediately seen that the Wick’s theorem holds in the case of an oscillator.

To summarize, one sees that the validity of the Wick’s theorem is tied to the choice
of the free Lagrangian. In our context, it is important to realize that, for this reason, it is
impossible to single out the contribution of slow modes at the level of individual Feynman
integrals, using, e.g., some kind of the threshold expansion, because slow modes are inherently
non-perturbative.

B Calculation of the matrix elements with the slow modes

As we have seen, the path integral over the slow modes cannot be calculated by using the
standard diagrammatic technique. The reason for this is that the unperturbed part of the
Lagrangian of the slow modes coincides with the Lagrangian of the rigid rotator rather
than that of an harmonic oscillator. As noted above, in order to evaluate the vacuum
expectation value of the operators containing slow modes, one may insert a full set of the
eigenvectors of the unperturbed Hamiltonian between each two operators. Consider, for
example, the Green function

Gltr, - 1) = H/dNe(t)é(eo‘ea - l)exp((;) /dt éa(t)éa(t)>
x O1[e(t1)] -+ O [e(tm)] (B.1)

where Oy, ..., Oy, are arbitrary local operators built of e*(¢) (and time derivatives thereof
which enter polynomially in the expression). Assume, for instance that t; > to > ... > t,,.
Then, the above Green function can be represented by a sum

Gltr, - otm) = 3 e et —enyy (bno1=tm)

N1y sMm—1

% (0]01|n1) -+ (N—1]|Om|0) . (B.2)
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In case of the O(N) rigid rotator, the eigenfunctions of the Laplace operator are given by
pertinent hyperspherical harmonics (see, e.g., [43]). The polar coordinates are introduced as

e’ =cosbq,
e = sin#; cos by,

e~ = sin #; sin 65 cos O3 ,

e =sinf;---sinfy_oscosy,

e =sinf; ---sinfy_osingp, (B.3)

and the hyperspherical harmonics are given by

N-3 N-1-k
Y (mp; O, £0) = N7 (my)e=mv=22 TT Ol "2 (cos Ot - (B.4)
k=0
Here, the m; are the integers
n=mg>mi>---my_o >0, (B.5)

where the index n labels the irreducible representations (an analog of the angular momentum
¢ in case of the O(3) group).'? Furthermore, the C#(x) denote Gegenbauer polynomials

CH(xz) =

n

I'(n+2u) 11 1
o |- 2 — === . B.6

The normalization constant is given by

N-2

N(mo, - -mn—2) =27 [[ Ex(mi—1,my),
k=1

2F2m=NE2P(I 4+ m+ N -1 — k)
(14 22125 (1 mt (1 (m o+ ¥=p=E))

The eigenvalues ¢, are given by eq. (2.29).

Assume first that the operator O(e) does not contain time derivatives of e®. Then,
the matrix element of such an operator between two eigenstates characterized by the sets
n = {mg} and n' = {m},} with k = 0,..., N — 2 is given by

(Oln') = [ A (s 00 )0 el ) Y (ks B, %), (B.8)
where dQ2y denotes the volume in the N-dimensional space
dQy = (sin0)V 2. sinfy_odf); - - - dfy_odp . (B.9)

In case when the operator O [e] has a polynomial dependence on e®, the matrix elements
(n|OJn’) are nonvanishing for selected values on n,n’, owing to the Wigner-Eckart theorem.

19The need for both signs + in eq. (B.4) is related to our convention my—_o > 0.
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Note however that, for example, the operator 2% is not a polynomial in e*. On the contrary,
the dependence on time derivatives always has a polynomial form. Consider, for instance,
the operator O = O [e] €%, where the operator O does not contain time derivatives. The
matrix element of this operator is given by

(n|Ofn') =Y (n|On") (e — ewr)(n"|e|n) . (B.10)

n//

The matrix element (n”|e®|n’) obeys selection rules in n’, n” and a (Wigner-Eckart theorem).!!

Hence, the summation over n” can be carried out explicitly.

To summarize, if all operators present in (B.1) are polynomials in e®, all sums over
intermediate states can be carried out in a closed form and contain only a finite number of
terms. From this it immediately follows that there are no (ultraviolet) divergences in this
case. Hence, the Green functions of Q%?(¢) with a = 0 and/or 3 = 0 are ultraviolet-finite, as
well as time derivatives thereof to all orders. In case of a non-polynomial dependence, as in
Q% (t), (infinite) sums remain in a final expression. These sums are anyway convergent for
t1 # ty # - - # tym, due to the presence of the exponential damping factors. This argument
does not apply, however, if any two (or more) arguments coincide. Thus, the (potential)
divergences in the position space must be proportional to ¢(¢; — t;) and derivatives thereof
and can therefore be removed by local counterterms in the effective Lagrangian that contain
slow degrees of freedom only. It is straightforward to see, however, that there is no need
for such counterterms at all. Indeed, consider first the case when no time derivatives are
present. The matrix elements of Q% (t) itself are finite, since e‘e’ /(14 €°) is a regular function
even at e — —1. Furthermore, at coinciding time arguments we merely get a product of
two (or more) operators Q% (t)Q*(t) ..., whose matrix elements are also finite. Further, the
derivative terms always contain the quantity é*(¢) polynomially and thus do not lead to the
divergences as well. Finally, since the Lagrangian is built only of Q® and time derivatives
thereof, we come to the conclusion that all Green functions of the fields Q(¢) and their

time derivatives are ultraviolet-finite.

C Field transformation

Below, we consider the field transformation introduced in refs. [13, 14, 22|, in its continuum
version. In order to specify the matrix X(¢) in eq. (2.33), we first define the matrix V(¢',t) €
O(N) that obeys the first-order differential equation

0 / _ NOT (4 Q
5 V(t'ht) =Xt (t )815 Q(t) . (C.1)
The following boundary condition is imposed
Vi) = 2(t), (C2)

where X(#') is the matrix defined in eq. (2.33), and
VO, OVt t)

() =V, t) -
O =V = e, g

(C.3)

"For example, in case of the O(3) group, the eigenstates are labeled as |n) = |¢m), and the matrix element
("m" |r™|€'m') is non-zero, if and only if £/ = ¢ +1 and m"” =m +m'.
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These equations determine X(¢) any given time ¢, provided its initial value is fixed. Note
that the argument ¢’ in 3(t) is implicit (we remind the reader that the boundary conditions
are set at t = ).

Let us now differentiate both sides of eq. (C.3) with respect to the variable ¢ and consider
the limit ¢ — ¢ afterwards. The differentiation gives

a 1) a 1) ng(t/7 ) 8 i
g 2 (0 =g VU0 - v g ar V)
V7,0 t,, VzO ot VOJ t,, o /
_HVE’O(#),)VOJ( 1) (1(+V<))0(t/())2) V(). (C.4)

On the other hand, from the boundary condition in eq. (C.1) we get that V®(t,t) =
VY% (t,t) = 0 and V(¢,¢) = 1. Hence,

tim 2 329 (t) = lim % Vit t). (C.5)

t'—t Ot t'—t

Furthermore, the differential equation (C.1) at ¢ — t yields:

kj
tl,gntg £9(t) = Tim £(1) (QT( )aat Q(t)> , (C.6)
or, finally,
(2"(5()"” = (2" (em)” . (C.7)

where the limit ¢ — ¢ on the left-hand side is implicit.
Next, let us consider the Lagrangian given in eq. (2.30). After the field redefinition,
the quantity Q0% in the last term turns into

(jt (EQT)(QET))U — (%" + 2aT)ox")"

= (xxh)id — xkQTQ)km(x=Tymi = 0. (C.8)

The last equality follows from eq. (C.7).
Next, let us consider the term Q0% which emerges in the same Lagrangian. Using
field transformation and partial integration, it can be rewritten as
d

o (QuT)«

d
dt

d

. d?
== —(QxT)™ (C.9)

(@sT) o

((@xTy2 @7y ) - (T

We have already shown that the first term vanishes. The second term can be rewritten as

- d? d?

- tl/iggt(ﬂ(t)ET(t))m i Q=T () = = —lim T (VH*E (ST (#)H)
A (ke VI VOR(
=~ Jim (V Kt )(Vﬂk(t ) — W))
2 VO )VIOY)

= S Ty (C.10)
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Taking now into account the boundary conditions on V0, V0 V0 at ¢’ = ¢, one finally gets

. 2 . .« . o .
~ I ()R () QU)ST (W) = V0T, (C.11)
On the other hand,
ViO(t) = lim % (ST me)” = (0ot @)= . (C.12)

In particular, summing up over the indices 7,7 we arrive at a simple result quoted in
refs. [13, 14, 22]:

VIO VO(t) = e*(t)e(t), (C.13)

from which Eq, (2.35) directly follows.

D Is there a large scale present in the matrix elements with the slow
modes?

In this appendix, we shall argue that the threshold expansion carried out in the Feynman

integrals solves the problem with the violation of the power counting everywhere, i.e., there

is no need for additional measures in the matrix elements containing slow modes. We shall

explain the meaning of this statement in a particular example. No attempt will be made to

rigorously generalize it, albeit such a generalization seems to us to be relatively straightforward.
For definiteness, let us consider the following four-point function

4
Ga({pi}) = / 11 dzie” P (S (21) 8 (22) S (24) S (4)) - (D.1)

Note that, in order to ease the notations, we shall discard all indices, derivative couplings,
overall normalization factors, etc. For example, the operator S(z) is given by a product
S(x) = Q(xg)R(z). We shall further concentrate on a typical two-loop contribution to this
Green function shown in figure 3. The interaction Lagrangian in the vertices will be chosen in
a simple form Zn(z) = R*(2)O(x), where the operator O collects soft modes. Integrating
out fast modes leads to the following expression:

4 .
Ga({pi}) = /demoe—’p"mo/duodvodzo@(fvw)'"9(1140)0(“0)0(110)0(20))
x K({p:},{wio}; uo, vo, 20) , (D.2)
where

K({pi}. {zio}; uo, vo, 20) = /d3901'"d3$46_i(p1m1+'"+p4m4)

X d(xy — u)d*(u — v)d(xzs — v)d(z3 — 2)d(z4 — 2). (D.3)
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(3, p3) (w4, pa)

(zlapl) =

Figure 3. A typical two-loop diagram. Notations for momenta and vertices are the same as in
the text.

Next, we substitute the Fourier-transform for each propagator of the fast mode (2.20). After
this substitution, the argument of the exponential ¢4 containing only zeroth components
of momenta is given by'?

A = qiox10 + 920720 + q30230 + qa0Ta0 + (—q10 + k10 + k30 + ka0)uo
+ (—q20 — k20 — k30 — ka0)vo + (—g30 — qa0 — k10 + k20) 20 - (D.4)

Next, we define the “small” momenta pg, qo, corresponding to the slow mode:

po = k1o + k30 + ka0 — q10,
qo = —koo — k3o — k4o — q20,
A = q30 + qao + k10 — k20 — Po — g0 = q10 + 920 + q30 + Qo - (D.5)

The Feynman integral, corresponding to the two-loop diagram in Fiq. 3, is given by

- / dksodkao i Z 1
(2m)? L 4o (o + @10 = Kzo — kao)? + (@1 — k3 — Ka)?)
1

X . D.6
((90 + g20 + k3o + kao)? + (g2 + k3 + ka)?)(k3, + k3) (k%) + k3) (D-6)

Applying threshold expansion amounts to expanding the integrand in powers of pg, gg. At
the first order, I does not depend on these variables at all, and a subsequent integration
of the exponent e*4 over pg, gy yields d-functions:

4
FE = exp <iqu‘0xi0 — iZQA> (5(11,0 — 20)5(1)0 — ZO) + ... (D.?)
i=1

In higher orders, the derivatives of the delta functions will emerge.

At the next step, the result should be convoluted with the matrix element of the slow

—iz0A

operators in eq. (D.2). Potential danger arises from the factor e , because A contains

12The momenta are defined in figure 3.
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the energies of the fast modes and the convolution could inject the large momentum into

the matrix element of the slow modes. It is easy to see, however, that this does not happen.

Indeed, using translational invariance of the matrix element, one can shift all arguments of

the operators by zg. The dependence on zg in the factor E disappears and instead emerges in
4

the exponential exp (z > pioxi()), which is also present eq. (D.2). Carrying out integration

=1
over zg yields a trivial delta-function, corresponding to the conservation of total energy, with

no hard scales present in the remainder.

As mentioned above, we make no attempt here to apply the same argument to a generic
multi-loop diagram, albeit the fact that the argument is based only on the conservation of
energy makes it very likely that this may work in other cases as well. Putting differently, it is
known that the large momenta should be conserved separately. Here, we claim that these
large momenta can be routed through the fast lines so that they are never injected in the
matrix elements of the slow modes. A detailed investigation of this claim, however, forms a
subject of a separate investigation, and we plan to undertake it in the future.
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